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Improved Relay Autotuning using Normalized Time Delay*

Josefin Berner1, Tore Hägglund, Karl Johan Åström

Abstract—The relay autotuner provides a simple way of finding PID controllers of sufficient performance. By using an asymmetric relay function the excitation of the process is improved. This gives better models, and hence a better tuning, without increasing the time consumption or complexity of the experiment. Some processes demand more accurate modeling and tuning to obtain controllers of sufficient performance. These processes can be singled out by their normalized time delays and be subject to further modeling efforts. The autotuner proposed in this paper provides a simple way of finding the normalized time delay from the experiment, and uses it for model and controller selection. The autotuner has been implemented and evaluated both in a simulation environment and by industrial experiments.

I. INTRODUCTION

An industrial process facility may contain hundreds or thousands of control loops. The majority of these are using PID controllers. Even though the PID controller is simple, many of the controllers operating in industry today are performing unsatisfactory due to poor tuning of the controller parameters. This can be due to either lack of time, or lack of knowledge in control theory, among the staff. To have an automatic method of finding satisfactory controller parameters is therefore highly desirable. The method should ideally be fast and reliable, and not require an extensive control education for the users. One such method, which has been successful in industry, is the relay autotuner. The main advantages of the relay autotuner are that it is simple, fast, and does not require any (or little) prior process knowledge, since the relay feedback automatically excites the process in the frequency range interesting for PID control. The short experiment time is essential, not only to reduce the overall time-consumption, but also to minimize the risk of disturbances entering during the experiment.

Since the original relay autotuner was presented in the mid-eighties [1], the increase in computational power as well as new insights into PID control, has provided the possibility to improve the relay autotuner. The modification to find a low-order model from the relay experiment was proposed in [2], where the static gain was assumed to be known and in [3], where an additional relay experiment was performed. The relay autotuner proposed in this paper uses an asymmetric relay function to increase the excitation in the experiment. A version of the asymmetric relay function was used in [4], and later on investigated in e.g. [5], [6] and [7]. For a more thorough review of the advances in modeling from relay feedback experiments, see [8].

The asymmetric relay function gives better models without increasing the complexity or time consumption of the tuning procedure. A low-order transfer function model is obtained from the proposed autotuner, while the original autotuner only yields the gain and phase of one frequency point. Another improvement is that the proposed autotuner uses a classification measure of the process to make automatic choices on model and controller selection. For many industrial processes low-order models are sufficient. To put more time and effort to the modeling of all processes is therefore unnecessary. The process classification provides information on which processes may benefit significantly from more advanced modeling. The extra effort could then be restricted to these processes, if the performance of the control loops is crucial.

II. BACKGROUND

A. PID Tuning

There are many methods for tuning of PID controllers, ranging from the classic rules proposed in [9], to advanced optimization programs. Examples of existing tuning rules based on a low-order model of the process are λ-tuning [10], the SIMC [11], [12] and AMIGO [13]. The different tuning rules all have their benefits and drawbacks.

The aim of the controlled system is to have good load disturbance attenuation, while being robust against process variations and measurement noise. In this paper the performance measure used is the integrated absolute error, or IAE-value, defined as

$$\text{IAE} = \int_{0}^{\infty} |e(t)| \, dt.$$  \hspace{1cm} (1)

Here $e(t)$ is the error from a unit step change in the load. The robustness criterion used is

$$M_{ST} = \max(M_S, M_T)$$  \hspace{1cm} (2)

where $M_S$ and $M_T$ are the maximum sensitivities, i.e., the largest absolute values, of the sensitivity function $S$ and the complementary sensitivity function $T$ respectively.

In this work the AMIGO method and the optimization based tuning described in [14], where IAE is minimized with constraints on $M_{ST}$, are the two methods used. Modification to another tuning method is straightforward.
B. Models

Many existing tuning rules for PID controllers rely on a model of the process. Even though processes can be of high complexity, many of them can be controlled sufficiently well by a PID controller based on a low-order approximation of the process dynamics. One of the most common low-order model approximations is a first order system with time delay, or shortly an FOTD model, defined as

\[ P(s) = \frac{K_p}{1 + sT} e^{-s\tau}. \]  \hfill (3)

Another common, slightly more advanced, low-order model approximation is the second order time delayed model, or SOTD model. This model is defined as

\[ P(s) = \frac{K_p}{(1+sT_1)(1+sT_2)} e^{-s\tau}. \]  \hfill (4)

Neither the FOTD model in (3) nor the SOTD model in (4) can be used to describe integrating processes. Therefore the integrating time delayed model, ITD model,

\[ P(s) = \frac{k_v}{s} e^{-s\tau}, \] \hfill (5)

and the integrating plus first order time delayed model, IFOTD model,

\[ P(s) = \frac{k_v}{s(1+sT)} e^{-s\tau}, \] \hfill (6)

will be used as alternatives for integrating processes.

C. Normalized Time Delay

The normalized time delay, \( \tau \), for an FOTD process is defined as

\[ \tau = \frac{L}{L+T}, \quad 0 \leq \tau \leq 1. \] \hfill (7)

The normalized time delay characterizes whether the behavior of the process is most influenced by its time delay \( L \), or the dynamics described by its time constant \( T \). If \( \tau \) is close to one, the time delay is much larger than the time constant, and the system is said to be delay dominated. If the time constant is much larger than the time delay, \( \tau \) will be small and the process is said to be lag dominated. For intermediate values of \( \tau \), the system is said to be balanced. For a process of higher order dynamics, the normalized time delay is given from the apparent time constant and apparent time delay. These are obtained from an FOTD model approximation of the process, obtained from step response analysis.

Depending on the classification of the process, some tuning choices can be made. One is that it has been shown [13] that derivative action can be very beneficial for processes with small \( \tau \), but will only give marginal improvement for \( \tau \) close to one. It is also shown that while an FOTD model is sufficient for controller tuning for processes with large \( \tau \), processes with small \( \tau \) can gain a lot from more accurate modeling. This since the true time delay gives a fundamental limitation, and the apparent time delay in the FOTD model is a combination of the true time delay and the neglected dynamics. The dynamics added to the time delay can make the difference between the true time delay and the apparent time delay quite large for lag-dominated systems. To be able to design a high-performance controller it is important to get as close to the true time delay as possible, hence the need of better modeling for those processes. This knowledge of \( \tau \) is essential for making choices in the autotuner procedure, and will be discussed further in Sec. VI.

The idea of using information from \( \tau \) in a relay autotuning procedure is not new. In [15], a so called curvature factor and its relation to the ratio \( L/T \) was calculated and used for decisions on which tuning method to use, and to find an FOTD model from the relay test. This paper proposes a simpler method to find this information, which will be described in Sec. IV.

III. ASYMMETRIC RELAY FEEDBACK

It is assumed that the system is at equilibrium at the working point \((u_0, y_0)\) before the relay experiment is started. The asymmetric relay function used for the autotuner in this paper is

\[
\begin{align*}
    u(t) &= \begin{cases} 
        u_{on}, & y(t) < y_0 - h, \\
        u_{on}, & y(t) < y_0 + h, \\
        u(t^-) = u_{on}, & u(t^-) = u_{off}, \\
        u_{off}, & y(t) > y_0 - h, \\
        u_{off}, & y(t) > y_0 + h,
    \end{cases}
\end{align*}
\] \hfill (8)

where \( h \) is the hysteresis of the relay and \( u(t^-) \) is the value \( u \) had the moment before time \( t \). The output signals of the relay, \( u_{on} \) and \( u_{off} \), are defined as

\[
    u_{on} = u_0 + \text{sign}(K_p)d_1, \quad u_{off} = u_0 - \text{sign}(K_p)d_2. \] \hfill (9)

The name asymmetric relay reflects that the amplitudes \( d_1 \) and \( d_2 \) are not equal. This creates the asymmetric oscillations. The asymmetry level of the relay is denoted \( \gamma \) and defined as

\[
    \gamma = \frac{\max(d_1, d_2)}{\min(d_1, d_2)} > 1. \] \hfill (10)

An illustrative example of the inputs and outputs of the asymmetric relay feedback is shown in Fig. 1. The half-periods \( t_{on} \) and \( t_{off} \) are defined as the time intervals where \( u(t) = u_{on} \) and \( u(t) = u_{off} \) respectively.

The implementation of the relay feedback experiment contains features such as automatic choice of hysteresis level, detection of the sign of the process gain, soft startup and
IV. ESTIMATION OF NORMALIZED TIME DELAY

It turns out that asymmetric relay feedback offers an effective way of estimating $\tau$. This is due to the fact that the half-period ratio $\rho$, defined as

$$\rho = \frac{\max(t_{on}, t_{off})}{\min(t_{on}, t_{off})},$$

is related to the normalized time delay of the process. If the system is delay dominated, $\tau$ close to one, the time intervals will be more or less symmetrical even though the amplitudes are asymmetric. When the process is lag dominated, i.e., if $\tau$ is small, the half-period ratio instead reflects the asymmetry of the amplitudes. This was shown for FOTD processes under asymmetric relay feedback with no hysteresis in [7]. Results which are only valid for FOTD processes and a relay without hysteresis are of limited practical use. However, the observation is valid for a wide range of process types. Fig. 2 shows simulation results for a test batch [13] consisting of 134 different processes typical for the process industry. From the simulation data, an expression for $\tau$, as a function of the asymmetry level $\gamma$ and the ratio $\rho$, was fitted under the constraints that the endpoints should be $\tau(\rho = 1, \gamma) = 1$ and $\tau(\rho = \gamma, \gamma) = 0$. The result is the following equation for the normalized time delay

$$\tau(\rho, \gamma) = \frac{\gamma - \rho}{(\gamma - 1)(0.35\rho + 0.65)}. \tag{12}$$

The equation was validated against the test batch, for some different asymmetry levels $\gamma$, and the results are shown in the solid lines in Fig. 2.

The errors in determining $\tau$ using (12) are shown in Fig. 3 for $\gamma = 2$. For all processes in the batch, the estimate stays within 8% of the correct value, and the median error is about 2%. The obtained results are accurate enough to use the estimated $\tau$ to classify the process, and to use it as an information source for decision-making in the autotuner.

advice relay amplitude. Details about the implementation and parameter choices are found in [16].

V. MODELING

Once the experiment is performed we want to find the parameter values for the model structures listed in Sec. II-B. Modeling from an asymmetric relay experiment can be done in many ways. Some examples are by using the describing function as in [4], by using the A-locus method as in [5], by using the relation between the Fourier series coefficients and the model parameters as in e.g. [17] or by using a curve fitting approach as in e.g. [18]. For additional relevant references on different modeling strategies, see [8].

The modeling in this work is based on a curve fitting approach, and the focus has been on finding simple, intuitive equations that use measurements robust to noisy data. To find the FOTD and ITD models we use equations where the only measurements needed are the durations $t_{on}$ and $t_{off}$, and the integral of the process output, $I_y$, defined as

$$I_y = \int_{t_p} (y(t) - y_0) \, dt. \tag{13}$$

Here $t_p = t_{on} + t_{off}$ is the period time of the oscillation and $y_0$ is the stationary operation point we started the experiment at. All these parameters are easy to measure from the experiment data, and they show small sensitivity to noise. In addition to these values, the equations also contain the relay amplitudes $d_1$ and $d_2$, the hysteresis $h$, the normalized time delay $\tau$ which is derived in Sec. IV, and the integral of the relay output $I_u$, which analogously to $I_y$ is defined as

$$I_u = \int_{t_p} (u(t) - u_0) \, dt. \tag{14}$$

This integral, however, does not need to be measured from the experiment since it is given by

$$I_u = (u_{on} - u_0)t_{on} + (u_{off} - u_0)t_{off}. \tag{15}$$

A. FOTD Models

The FOTD model defined in (3) has three parameters: $K_p$, $T$ and $L$. One benefit of using the asymmetric relay, is the possibility to calculate the static gain, $K_p$, from

$$K_p = \frac{I_y}{I_u}. \tag{16}$$

Note that this does not apply to the symmetric relay, where $I_u$ would always be zero. It follows from (15) that $I_u$ can
become zero with the asymmetric relay as well, but only if \( t_{off}/t_{on} = d_1/d_2 \). This means that \( \rho = \gamma \), which implies that \( \tau = 0 \), and for those processes we will use the ITD model.

To find \( T \) and \( L \) we use the equations for \( t_{on} \) and \( t_{off} \)

\[
t_{on} = T \ln \left( \frac{h/K_p - d_2 + e^{d_1/T} (d_1 + d_2)}{d_1 - h/K_p} \right) \quad (17)
\]

\[
t_{off} = T \ln \left( \frac{h/K_p - d_1 + e^{d_2/T} (d_1 + d_2)}{d_2 - h/K_p} \right) \quad (18)
\]
given in [16]. Since \( K_p \) can be found from (16), the results in (17) and (18) give two equations for the two unknown process parameters \( T \) and \( L \). However, these equations can not be solved analytically for \( T \) and \( L \). They can be solved numerically, but that requires proper initial guesses. Our approach is instead to find the normalized time delay \( \tau \) as in Sec. IV, which gives the ratio between \( L \) and \( T \) as

\[
L/T = \frac{\tau}{1-\tau}. \quad (19)
\]

Knowing this ratio, \( T \) can be found from either of the two equations (17) or (18), or from an average of both. With \( T \) known, it is straightforward to get \( L \) from (19).

**B. ITD Models**

An integrating process on the form

\[
P(s) = \frac{k_v}{s} e^{-sL} \quad (20)
\]
can be written as the differential equation

\[
\dot{y}(t) = k_v u(t-L). \quad (21)
\]

Since \( u(t) \) is piecewise constant, so is \( \dot{y}(t) \), and hence the shape of \( y \) will be triangular, see Fig. 4. By considering the output curves, equations for \( k_v \) and \( L \) can be obtained, see [16] for full derivation. The equations are

\[
k_v = \frac{2I_v}{t_{on}t_{off}(u_{on} + u_{off})} + \frac{2h}{u_{on}u_{off}}, \quad (22)
\]

\[
L = \frac{u_{on}u_{off} - 2h/k_v}{u_{on} - u_{off}}. \quad (23)
\]

![Fig. 4](image)

**Fig. 4.** An example of the signals from a relay experiment with an ITD process. The blue line shows the relay output \( u \), the red line shows the process output \( y \). The dashed black lines show the hysteresis. Note the triangular shape of \( y \) that is characteristic for an ITD process.

**C. SOTD and IFOTD Models**

To obtain the somewhat more advanced SOTD and IFOTD models we use the entire experiment data set. The model parameters are estimated from a system identification method based on Newton’s method, as in [7]. To assure convergence in the iterative method, appropriate initial parameter values are needed. These are obtained from the calculated FOTD or ITD model.

**VI. TUNING PROCEDURE**

**A. Model Design**

As stated previously, the aim with this autotuner is to get a low-order model describing the process. Different model types of interest were listed in Sec. II-B. The choice of model structure is based on the normalized time delay, \( \tau \). The resulting decision scheme is shown in Fig. 5. If \( \tau \) is close to one, it has been shown [13], that an FOTD model is sufficient to describe the process for a control purpose. If \( \tau \) is smaller, higher-order models can give significantly better results, motivating estimation of an SOTD model. If \( \tau \) is really small, the time constant is much larger than the time delay. The process can then be considered an integrating process, which implies that an ITD or IFOTD model should be estimated. In this autotuner implementation the limits \( \alpha \) and \( \beta \), shown in Fig. 5, are \( \alpha = 0.1 \) and \( \beta = 0.6 \).

The low-order models defined in Sec. II-B are obtained as described in Sec. V. If it is crucial that we get a really good model we might consider estimating higher-order models. However, that implies that we may need an additional experiment to get even better excitation. This is illustrated in the advanced branch in Fig. 5. Information from the relay experiment already performed, can be used to design the additional experiment.

**B. Controller Design**

The choice of controller design is restricted to PID controllers. The low-order models in Sec. II-B were chosen since

![Fig. 5](image)

**Fig. 5.** Decision scheme based on the estimated normalized time delay.
there exists simple tuning rules for them. This implementation of the autotuner uses the AMIGO tuning rules [13], but it could easily be changed to another tuning rule if desired. If the advanced branch is used to find higher-order models, there are no simple rules, and the PID tuning would instead need to be performed through for example the optimization method in [14].

In [13], it was shown that the derivative part of the controller was beneficial for small values of $\tau$, but not so much if $\tau$ is close to one. Therefore a PI controller is tuned for large $\tau$, and a PID controller otherwise as shown in Fig. 5.

VII. EXAMPLES

To demonstrate the results of the autotuner we consider the three processes

\begin{equation}
\begin{aligned}
P_1(s) &= \frac{1}{(s+1)(0.1s+1)(0.01s+1)(0.001s+1)}, \\
P_2(s) &= \frac{1}{(s+1)^2}, \\
P_3(s) &= \frac{1}{(0.05s+1)^2} e^{-s},
\end{aligned}
\end{equation}

where $P_1$ is lag dominated, $P_2$ balanced, and $P_3$ delay dominated. All simulations in this section have been performed with the Matlab/Simulink implementation of the autotuner described in [16].

The experiment output for the three processes are shown in Fig. 6. Some implementation features like the adaptive relay amplitude and soft startup are clearly visible in the figure. It is also worth noting the difference in half-period ratios. For the upper (lag-dominated) process the difference between $t_{on}$ and $t_{off}$ is large, while for the lower (delay-dominated) process the time intervals are more or less equal. For $P_1$ the normalized time delay is calculated to $\tau = 0.04$. Since $\tau$ is so small it corresponds to the left branch in Fig. 5 and the choice of the autotuner is to calculate an ITD model or estimate an IFOTD model. $P_2$ has $\tau = 0.37$ and ends up in the middle branch. For $P_3$ $\tau = 0.93$, which puts it in the right branch and indicates that an FOTD model describes the process sufficiently. However, for comparison reasons an estimated SOTD model is presented as well. The resulting model parameters are listed in Tab. I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Model & $k_p$ & $K_p$ & $T_1$ & $T_2$ & $L$
\hline
$P_1$ & ITD relay & 0.73 & 0.68 & 0.04 & 0.09
\hline
& IFOTD est & 0.99 & 3.23 & 1.89 & 1.00
\hline
$P_2$ & FOTD relay & 1.00 & 0.08 & 1.04 & 1.00
\hline
& SOTD est & 1.05 & 1.76 & 1.00 & 1.00
\hline
$P_3$ & FOTD relay & 0.93 & 1.00 & 1.04 & 1.00
\hline
& SOTD est & 1.00 & 0.05 & 0.05 & 1.00
\hline
\end{tabular}
\caption{RESULTING MODEL PARAMETERS}
\end{table}

Since the most interesting part is not the models in themselves, but rather how good the controllers obtained from these models are, a comparison of five different controllers were made for each process. PI controllers were tuned for the FOTD/ITD model and the true process. PID controllers were tuned for the FOTD/ITD model, the SOTD/IFOTD model and the true process. The controllers based on models were obtained using the AMIGO rules, while the controllers from the true processes were obtained using the optimization method described in [14] where IAE is minimized with the constraint that $M_{ST} \leq 1.4$. The obtained controller parameters, performance and robustness measures are listed in Tab. II. Control performances for a step in load disturbance are illustrated in Fig. 7.

The results verify the statements made for small values of $\tau$. The derivative part is beneficial, the PID controllers perform much better than the PI controllers, and better modeling can increase the performance significantly. For the lag-dominated process $P_1$, the PID controller tuned for the ITD model is a factor 100 worse in performance than the optimal PID controller. However, even the simple models obtained from this experiment give low values of IAE, and both the PID controllers for the simple models are performing better than the optimal PI controller. So the results are not bad, they could just be made even better by more advanced modeling and tuning. Notable are also the gains of the PID controllers, especially the optimal one, that may prove to be too high for noisy applications.

For the delay-dominated system on the other hand it is clear that neither the derivative part nor more advanced modeling gives better performance than a PI controller tuned from an FOTD model.
The reference value of the pressure was set to 250 Pa. A relay experiment performed on the system is shown in Fig. 8. The asymmetry level, convergence limit, maximum and minimum deviations and the maximum relay deviation, were set according to the default values in [16]. The sample time used during the experiment was \( t_s = 0.1 \ s \).

The experiment started with 40 s measurement of the noise. The figure shows that the signal is noisy, in this experiment the noise was measured to 13 Pa peak to peak. The experiment converges within 45 s, or two and a half oscillation periods, which is fast for this process. The normalized time delay calculated from the experiment was \( \tau = 0.77 \). Since it was large, an FOTD model was estimated and a PI controller selected. Calculation of the FOTD model parameters, as in Sec. V, gave \( K_p = 2.29, T = 1.92 \) and \( L = 6.31 \). The obtained controller parameters were \( K = 0.088, T_i = 2.92 \). These parameters were used to investigate the control performance. The controller was already present in the system. It had a sampling time of 1 s, and a dead zone of 5 Pa. Results from step changes in the reference value are shown in Fig. 9. The step response results are satisfactory. There is an overshoot, but it can be reduced by filtering the setpoint. The dead zone is clearly visible through the long periods of constant control signal, despite process output deviations from the setpoint.

By manually adjusting a damper, step load disturbances of unknown sizes were added, the response to these are shown in Fig. 10. This also shows satisfactory results. The

---

**Table II**

<table>
<thead>
<tr>
<th>Controller</th>
<th>( K )</th>
<th>( T_i )</th>
<th>( T_d )</th>
<th>( M_{CI} )</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITD PI</td>
<td>5.48</td>
<td>1.18</td>
<td>1.34</td>
<td>0.215</td>
<td></td>
</tr>
<tr>
<td>ITD PID</td>
<td>7.04</td>
<td>0.70</td>
<td>0.04</td>
<td>1.15</td>
<td>0.100</td>
</tr>
<tr>
<td>( P_1 )</td>
<td>15.3</td>
<td>0.47</td>
<td>0.04</td>
<td>1.23</td>
<td>0.031</td>
</tr>
<tr>
<td>IFOTD PID</td>
<td>4.20</td>
<td>0.49</td>
<td></td>
<td>1.40</td>
<td>0.118</td>
</tr>
<tr>
<td>Optimal PI</td>
<td>89.5</td>
<td>0.09</td>
<td>0.05</td>
<td>1.40</td>
<td>0.001</td>
</tr>
<tr>
<td>Optimal PID</td>
<td>0.35</td>
<td>3.02</td>
<td>1.24</td>
<td>8.487</td>
<td></td>
</tr>
<tr>
<td>FOTD PI</td>
<td>0.98</td>
<td>2.85</td>
<td>0.80</td>
<td>1.35</td>
<td>2.906</td>
</tr>
<tr>
<td>FOTD PID</td>
<td>1.19</td>
<td>2.35</td>
<td>1.11</td>
<td>1.37</td>
<td>2.348</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>0.43</td>
<td>2.25</td>
<td>1.39</td>
<td>5.208</td>
<td></td>
</tr>
<tr>
<td>SOTD PID</td>
<td>1.33</td>
<td>2.11</td>
<td>1.34</td>
<td>2.134</td>
<td></td>
</tr>
<tr>
<td>SOTD PID</td>
<td>0.17</td>
<td>0.37</td>
<td></td>
<td>1.44</td>
<td>2.158</td>
</tr>
<tr>
<td>( P_3 )</td>
<td>0.24</td>
<td>0.48</td>
<td>0.11</td>
<td>1.41</td>
<td>2.014</td>
</tr>
<tr>
<td>Optimal PID</td>
<td>0.22</td>
<td>0.45</td>
<td>0.13</td>
<td>1.40</td>
<td>2.069</td>
</tr>
<tr>
<td>Optimal PID</td>
<td>0.20</td>
<td>0.40</td>
<td>0.14</td>
<td>1.40</td>
<td>1.988</td>
</tr>
</tbody>
</table>

---

**VIII. INDUSTRIAL EXPERIMENT**

The autotuner was implemented and tested on an air handling unit provided by Schneider Electric Buildings AB in Malmö, Sweden. The implementation was made in Schneider Electric’s software StruxureWare Building Operation. The implementation uses the simplest version of the autotuner, where the experiment data is used to find an FOTD or ITD model, and parameters for a PI/PID controller are tuned by the AMIGO rules.

Pressure in an air duct was controlled by changing the speed of a supply air fan, positioned before the duct. The control signal was normalized to a percentage of the full speed of the fan, while the pressure was measured in Pascal.
The effect of the load disturbances is removed completely in approximately 20-25 s with rather small overshoots.

IX. CONCLUSIONS

This paper shows that the asymmetric relay autotuner gives good results in both simulations and real experiments. The asymmetric relay feedback experiment provides an easy way of finding the normalized time delay. The results in the example section clearly strengthens the proposition that the normalized time delay is useful in the tuning procedure. It is clear that the derivative part is most useful for processes with low values of $\tau$. Even though the obtained controllers from the simple version of the autotuner show satisfactory results, it is clear from the examples that better modeling, together with better tuning can be very useful for processes with a small normalized time delay.

From the experimental results it is concluded that the relay autotuner works satisfactory also in practice. Despite a noisy signal, a model of the process was obtained fast and accurately. The industrial implementation only contained the most simple version of the autotuner, and should be extended with at least the possibility to estimate SOTD and IFOTD models. Different tuning methods could also be considered.
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