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Abstract

Resource management is an essential building block of any modern computer and
communication network. In this thesis, the results of our research in the following
two tracks are summarized in four papers.

The first track includes three papers and covers modeling, prediction and control
for multi-tier computing systems. In the first paper, a NARX-based multi-step-ahead
response time predictor for single server queuing systems is presented which can
be applied to CPU-constrained computing systems. The second paper introduces a
NARX-based multi-step-ahead query response time predictor for database servers.
Both mentioned predictors can predict the dynamics of response times in the whole
operation range particularly in high load scenarios without changes having to be
applied to the current protocols and operating systems. In the third paper, queuing
theory is used to model the dynamics of a database server. Several heuristics are
presented to tune the parameters of the proposed model to the measured data from
the database. Furthermore, an admission controller is presented, and its parameters
are tuned to control the response time of queries which are sent to the database to
stay below a pre-defined reference value.

The second track includes one paper, covering a problem formulation and
optimal solution for a content replication problem in Telecom operator’s content
delivery networks (Telco-CDNs). The problem is formulated in the form of an
integer programming problem trying to minimize the communication delay and
cost according to several constraints such as limited content replication budget,
limited storage size and limited downlink bandwidth of each regional content
server. The solution of this problem is a performance bound for any distributed
content replication algorithm which addresses the same problem.
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List of Acronyms

Acronym Description

Telco-CDN  Telecom operator’s content delivery network
NARX Nonlinear auto-regressive neural network with exogenous inputs
MLP Multi-layer perceptron

CCNN Cascade correlation neural network
PRNN Pattern recognition neural network
KCCA Kernel canonical correlation analysis
LDS Load dependent server

MSS Mobile service support system
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NE Network element

TDNN Time delay neural network

ARX Auto-regressive with exogenous inputs
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CDN Content delivery network

MCS Main content servers
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Acronym

Description

AP
SP
ISP
CPU
MLE
MSE
MAE
I/0
JDBC
LAC

Access point

Service provider

Internet service provider
Central processing unit
Maximum likelihood estimator
Mean squared error

Mean absolute error
Input/Output

Java database connectivity

Load-adaptive controller
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1

Modeling, prediction and
control for multi-tier
computing systems

Resource management of server systems is of great interest in the research
community as poorly managed systems contribute to severe performance
degradation in computing systems. Experience indicates that enterprise servers are
usually the bottleneck in computing systems while the backbone is underutilized.
Thus, performance models of server systems, particularly in the high traffic region,
are important building blocks in the design of optimal resource management
techniques in modern computing systems. In the next section, we will present the
most widely used architecture in web based computing systems, i.e., the multi-tier
architecture [Barry, 2003].

1.1 Multi-tier Computing Systems

Many modern computing systems use web technologies to provide their customers
with a vast variety of services. Due to requirements imposed by the flexibility and
re-usability of software, most web applications are designed in a multi-tier
architecture. Each tier here is assigned a specific functionality. The most widely
used example of this type of architecture is the 3-tier architecture which partitions
the system into three sections, namely presentation, application and data tiers.

Web-servers such as Apache HTTP Server serve as the building blocks of the
presentation tier. The second tier holds the business logic, consisting of application
servers such as Apache tomcat and Glassfish server. The last tier, called the data
tier, consists of database servers such as MySQL server and is responsible for data
storage and accessing. This is illustrated in Figure 1.1.

Dynamical modeling of each of these tiers in their operation range is a required
basis for the design of automatic resource management entities in modern
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Chapter 1. Modeling, prediction and control for multi-tier computing systems
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Figure 1.1 Multi-tier computing system.

computing systems, in particular overload protection and admission control
entities.

1.2 Dynamical modeling of web servers

Previously in [Cao et al., 2003], it has been shown that CPU constrained
computing systems such as web servers can be modeled as a single server queuing
system. Also, [Kihl et al., 2003] states that a non-linear model is more capable of
representing the dynamics of a single server queuing system compared to a linear
model. Figure 1.2 illustrates a single server queuing system in which the
distribution of the inter-arrival times and service times are general. The mean
arrival rate and the mean service rates of the queuing system are denoted by A and
U respectively.

The literature offers many attempts to develop analytical estimators or
predictors for parameters of single server queuing systems. Clark in his pioneering
work has presented a maximum likelihood estimator of arrival and service rates
[Clarke et al., 1957]. Using the waiting time data, Basawa et al. in [Basawa et al.,
1996] have presented a maximum likelihood estimator for single server queues.
Some popular performance measures of queuing systems such as mean waiting
time in the queue, mean waiting time in the system, mean number of customers in
the queue and mean number of customers in the system were studied by Zheng and
Seila in [Zheng and Seila, 2000] . They showed that estimators generated by
replacing parameter estimators with the unknown parameters in the formula for the
above mentioned performance measures have the undesirable characteristic that

I— @7

Figure 1.2 A single server queue with mean job arrival rate A and mean service
rate U.
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1.3 Dynamical modeling of database servers in data tier

the expected value of the estimator is non-existing and the mean squared error of
the estimator is infinite. In addition, they proposed a setup to fix these undesirable
characteristics. For the first time, the concept of Bayesian statistical inference was
applied by McGrath er al. in [McGrath et al., 1987] and [McGrath and
Singpurwalla, 1987] to an M/M/1 queuing system in which the arrivals form a
Poisson process and the service times of the single server are exponentially
distributed. Their work has been considerably extended in [Armero, 1994] and
[Choudhury and Borthakur, 2008].

The analytical approaches mentioned above to estimate parameters of single
server queuing systems present some unfavourable characteristics when used in
overload protection and admission control schemes. All these methods can only be
applied to steady state and stationary scenarios where the queuing system’s mean
arrival and service rates are constant and time invariant. It should also be noted that
none of these methods support multi-step-ahead prediction.

The requirement for a nonlinear multi-step-ahead response time predictor that
can work well under stationary and time varying scenarios led us to a black box
approach to identify the dynamics of a single server queuing system. In [Amani
et al., 2011a], we have presented a multi-step-ahead response time predictor that
has all the required characteristics which the analytical models lack and was
designed based on a nonlinear auto-regressive neural network with exogenous
inputs (NARX). This neural network and the structure of the predictor will be
introduced further in section 1.5. The proposed response time predictor works very
well in terms of both mean absolute and mean squared prediction errors. Tran et al.
in [Tran et al., 2013] have compared the respective performance of five neural
network based forecast models for web server workload including NARX,
Multi-layer Perceptron (MLP), Elman, Cascade Correlation Neural Network
(CCNN) and Pattern Recognition Neural Network (PRNN). They have established
that the best prediction accuracy was provided by NARX. This is completely in
line with our research in [Amani et al., 2011a].

1.3 Dynamical modeling of database servers in data tier

Database servers form the building blocks of the third tier in the 3-tier web
technologies, i.e., the data tier. These servers require secure, reliable and real-time
activation, modification and deactivation of both new and current customers and
services.

There is a resource access conflict among queries related to the management of
the system and queries related to the services for current users. As all these tasks
should be performed fast and in an automated manner, control systems designed
to avoid the resource access conflict and protect the database system from being
overloaded are indispensable. As these control systems have to predict a resource
access conflict well ahead in time so as to take proper action, they include a feed-
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Chapter 1. Modeling, prediction and control for multi-tier computing systems

forward controller. This will require a multi-step-ahead state predictor which can
represent the dynamics of the data tier with fair precision in its operation range and
in the areas close to the overload region with high precision. The query response
time is considered to be the main state for this purpose. The main methods used to
develop response time estimators or predictors for database queries can be divided
into two main categories, namely analytical and data-driven methods.

Analytical models are only valid for certain types of database queries and
assume a number of simplifying conditions [Zhang et al., 2007; Tomov et al.,
2004; Watson et al., 2010]. Therefore, these models are not able to capture the
complex dynamics of the data tier. Another of their shortcomings is that they are
only valid under static and stationary scenarios and cannot represent the data tier
under time-variant and dynamical scenarios.

On the other hand, several instances of data-driven methods for modeling the
dynamics of the data tier are presented in the literature. Ganapathi et. al have
utilized Kernel Canonical Correlation Analysis (KCCA) to predict several metrics
for database queries including the response time [Ganapathi et al., 2009]. This
work has been extended by the authors in [Ganapathi et al., 2010] to cover
workload modeling for the cloud. In order to throttle long running queries, Tozer
et. al in [Tozer et al., 2010] used a linear regression model for the query response
time.

A Bayesian approach for online performance modeling of database appliances
using gaussian models was proposed by Sheikh et. al in [Sheikh et al., 2011]. This
model offered the possibility of adapting to changes in the workload and
configuration. The requirement for a nonlinear multi-step-ahead query response
time predictor that can work under both steady state and stationary scenarios as
well as under time varying and non-stationary scenarios led us to a gray box
approach to dynamical identification of database servers. In [Amani et al., 2011b],
by means of the same type of NARX neural network as in [Amani et al., 2011a],
we have designed a query response time predictor that has all the aforementioned
required characteristics and can represent the dynamics of query response times of
the database servers under various load and query mix conditions with a high
precision represented by very small mean absolute, mean squared and sum of
squared prediction errors.

Queuing theory can be utilized for the performance modeling of database
servers. The concept of load dependent server (LDS) models in which the response
time of the jobs in the system is a function of the service time of the jobs and the
current number of jobs waiting to be served in the system to the best of our
knowledge was first introduced in [Perros et al., 1992]. Rak et. al [Rak and
Sgueglia, 2010], Curiel et. al [Curiel and Puigjaner, 2001] and Perros et al. [Perros
et al., 1992] used standard benchmarks for database workload generation as well as
regression models to capture the system dynamics. A multi-step model parameter
calibration strategy was used to fine-tune the model’s parameters. The resulting
models belong to the data-driven model class. In [Mathur and Apte, 2004], a
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1.3 Dynamical modeling of database servers in data tier

queuing network representing the load-dependent behavior of the LDS was
presented and validated only by simulations. Two queuing systems, i.e., D/G/1 and
M/G/1 with load dependency assumptions, were theoretically analyzed in [Leung,
2002] by Leung. The D/G/1 is a single server queuing system with fixed regular
inter-arrival times and a general service time distribution. The M/G/1 is a single
server queuing system with exponentially distributed inter-arrival times and a
general service time distribution. These models were developed to be used in
congestion control schemes in broadband networks.

In [Kihl et al., 2012], we added the concept of load dependency to an M/M/m
queuing system, which is a queuing system with exponentially distributed
inter-arrival times, exponentially distributed service times, m servers and an
infinite queue, and also to an M/M/m/n queuing system, which is the same as
M/M/m except that it employs n queuing positions instead of an infinite queue.

The properties of the load-dependent M/M/m model (M/M/m-LDS) are set by
exponentially distributed service times with mean service time equal to base
processing time x4 = 1/ and a dependency factor f. When a request enters the
system, it will be assigned on average the base processing time xpuz. A single
request in the system will on average have a processing time of xp,,. Each
additional request inside the system increases the residual work for all requests
inside the system (including itself) by a percentage equal to the dependency factor
f of the base processing time xp,,.. When a request leaves the system, all other
requests have their residual work decreased by f percent of the base processing
time xpq5. This means that if n concurrent requests enter the system at the same
point, they will all have a processing time of x;(n) = Xpase - (1+ )" 1. A special
case is when f = 0. It means that there is no load dependency, and all requests will
have a processing time x,s.. The system can process a maximum of m concurrent
requests at each time instance. Any additional request will have to wait in the
queue. New requests arrive according to a Poisson process with the average rate A.
Therefore, the system can be modeled as a Markov chain as illustrated below in
Figure 1.3.

The steady state probabilities, average number of jobs in the system and
average response times were calculated by means of queuing theory for both
queuing systems. In order to tune the model’s parameters to represent the

A A A A A A A A
U 2u 3u mu mu mu

ku (k+Du
aA+f)  A+f)° A+ a+ A+ " A+ A+ )™

Figure 1.3 Load dependent M/M/m queuing system as a Markov chain
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Chapter 1. Modeling, prediction and control for multi-tier computing systems

dynamics of the current database, query combination and load set-up, the effects of
variations of each parameter on the mean response time of queries sent to the
database as a function of the mean effective arrival rate were studied.

Furthermore, some heuristics for fine-tuning the model parameters were
introduced. Finally, via some experimental results, we have shown that the
M/M/m/n-LDS model is able to represent the response time of the queries sent to
the database as a function of the mean arrival rate of the queries. This result was
further presented and used in [Amani et al., 2012] in an admission control scheme
for Ericsson’s mobile service support system.

1.4 Mobile Service Support system and admission
control design

Application tier is the middle layer between presentation and data tiers and holds
the business logic. Application servers are the building blocks of this tier. In this
section we will introduce an entity in the mobile network which is developed by
Ericsson AB based on the application tier architecture.

The Mobile Service Support system (MSS), which Ericsson AB develops,
handles the set-up of new subscribers and services into a mobile network. To the
operator and its business support systems, it offers a unified middle-ware where
complex functions, such as setting up a new subscriber or modifying services for
an existing subscriber, can be easily invoked. The software architecture is complex,
with several layers and distributed infrastructures, which means that specific parts
of the system will not have complete knowledge of the interactions among other
parts of the system. The system architecture is illustrated in Figure 1.4.

A request to the MSS from an upstream system such as customer administration
system normally results in a number of requests send out on the mobile network to
several different network elements (NEs). A network element is usually a database
storing subscriber and service data, such as for example the Home Location Register
(HLR).

A user ID, which needs to be fetched from one database, has to be supplied in a
query to another database to ensure the system’s consistency.

In parallel to the changes and set-ups performed by the MSS, the network is also
employed by the end users, i.e., mobile subscribers. Services set up by the MSS are
queried by base stations and other systems requiring that information. With respect
to the MSS, this traffic can be considered as unknown background traffic, in contrast
to the known traffic flowing through the MSS.

The experience from deployed Ericsson systems shows the possibility of
overload situations in the NEs. The measurable (known) load coming from the
MSS and the not directly measurable (unknown) load coming from the the mobile
users may compete in a race for resources in an NE that may lead to overload in
that NE. If such an overload happens and the NE becomes unresponsive, all

18



1.4  MSS and admission control design

Customer administration
system

Mobile service support
system (MSS)

Network elements {NE)

Mobile phone
users

Figure 1.4 Mobile service support system (MSS).

a

transactions sent to that NE need to be rolled back manually to prevent
inconsistency in the databases. This roll-back process requires manual work which
is costly for the operators in terms of time and expenditure.

In order to avoid such overload situations, traffic monitoring and admission
control are vital. In cooperation with Ericsson AB, we have identified and
addressed several control challenges for the MSS system. Performance models and
control designs are based on the response time of queries sent to the NEs as this
metric is easily measurable without requiring a change of protocols and systems
and also because it well represents the dynamics of the load of the NEs, i.e., a
highly loaded NE will have a long response time and a lightly loaded NE will have
a short response time accordingly. The presented performance models in [Kihl
et al., 2012] and [Amani et al., 2012], namely the M/M/m/n-LDS model is shown
to be a suitable candidate to represent the dynamics of the response times of
queries sent to a NE. In Figure 1.5, the known and unknown load sources to a NE
with their respective mean arrival rates of queries A and A, are illustrated.

By monitoring the response time of the requests sent from the MSS to the NE,
we are able to identify the overload situation. When the average response time of
the requests sent to a NE reaches a threshold, the MSS can classify the NE as being
overloaded and thus take action to reduce the mean arrival rate of the requests sent
to that particular NE. This reduced arrival rate is denoted by A,.
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Chapter 1. Modeling, prediction and control for multi-tier computing systems

-— 0O

Rejected
requests

Figure 1.5 Load at the NEs.

The MSS includes a control system which ensures that the mean response time
of the queries sent to a NE is kept below an acceptable level, thus also keeping the
load on the NE equally acceptable. The control system includes a controller and a
gate. The control system is depicted in Figure 1.6.

A response time reference value, T}, ¢, and response time measurements are used
by the controller to determine an acceptable workload offered to the database server.
The admitted workload is defined by the normalized mean admittance ratio of the
requests , A4 which is defined as the mean arrival rate of the admitted requests
divided by the maximum mean arrival rate of the requests. Robust performance of
the controller in the presence of fluctuations in the average arrival rate of the queries
sent to the database is desired. The gate ensures that ratio A4 of all arriving queries is
admitted to the database. In the MSS, this is handled by delaying the transmission of
the requests to the NEs. Since the communication with the customer administration
system is synchronous, adding delays to the responses will lower the arrival rate of
requests. Details of the controller design are presented in [Amani et al., 2012].

Toer Measurements
------- Controller | ——————

H

R

}
Queries

b= To database

Reject Gate —

Figure 1.6 Control system.
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1.5 NARX-based multi-step-ahead predictor

1.5 NARX-based multi-step-ahead predictor
NARX Neural Network

Recurrent neural networks have been widely used for modeling of nonlinear
dynamical systems [Haykin, 1998; Ljung, 1999]. Among various types of the
recurrent neural networks such as distributed time delay neural networks (TDNN)
[Haykin, 1998], layer recurrent networks [Haykin, 1998] and NARX [Haykin,
1998], the latest is of great interest in input-output modeling of nonlinear
dynamical systems and time series prediction [Siegelmann et al., 1997; Lin et al.,
1996; Xie et al., 2009; Menezes and Barreto, 2006; Parlos et al., 2000].

NARX is a dynamical recurrent neural network based on the linear ARX model.
The next value of the dependent output signal y(r) is regressed over the latest ny
values of the independent input signal and n, values of the dependent output signal.
ny and ny respectively represent the dynamical order of the inputs and outputs of the
NARX. A mathematical description of the NARX model is summarized in (1.1) in
which f is a non-linear function.

y(t) = fy(e— 1),y —2),...,y( —ny),x(t — 1),x(t = 2),...,x(t —ny)) (1.1)

A NARX neural network can be implemented in two set-ups, namely parallel
and series-parallel architectures. These are depicted in Figure 1.7.

This network consists of three main layers, i.e., the input layer, hidden layer
and output layer. The input layer consists of the current and previous inputs as well
as previous outputs. These are fed into the hidden layer. This layer consists of one
or several neurons resulting in a nonlinear mapping of an affine weighted
combination of the values from the input layer. The output layer consists of an
affine combination of the values from the hidden layer. In this network, the
dynamical order of inputs and outputs and the number of neurons in each layer are
pre-determined. Several methods for determination of these values are presented in
[Haykin, 1998]. A suitable training algorithm and performance measure should
also be chosen. Finally, the type of non-linear map needs to be defined.

Some pre- and post-processing on the input and target values should be
performed in order to ensure a valid training [Haykin, 1998]. These processes

[T} [
Feed Forward Eine

Network j}(t) Feed Forward

Tapped Delay Network | — y(t)
()[R |
Line

(a) Parallel (b) Series-Parallel

Figure 1.7 NARX (a): parallel and (b): series-parallel architectures.
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Figure 1.8 Multi-step-ahead response time predictor set-up.

include mapping of the input and target data to values in the range of [—1,1],
normalization of the inputs and targets to have zero mean and unity variance and
removal of constant inputs and outputs and processing of unknown inputs.

NARX-based multi-step-ahead predictor set-up

Figure 1.8 depicts the structure of the multi-step-ahead response time predictor
which was applied in [Amani et al., 2011a] to a single server system and in [Amani
et al., 2011b] to a database server as the NE. Hereby we predict the response time
of a request sent to a NE from the management server (MAS) by means of three
measured time values, specifically the inter-arrival, inter-departure and response
times of the requests sent to NE from the MAS.

In this setup, the input vector of the NARX predictor includes current inter-
arrival and inter-departure times of the requests sent to the NE by the MAS. The
output of the NARX predictor is the predicted response time in some steps ahead.
The measured response times are required for training and evaluation of the NARX
predictor and thus are fed back to the input layer of the proposed predictor. The
measured data is divided into training, evaluation and test data sets. The prediction
horizon m is defined as the time shift between corresponding inputs and output
values so that the current input is used for prediction of the output in m time steps
into the future. Details of the NARX predictor setup and the test beds used for its
performance evaluation are presented in [Amani et al., 2011a] and [Amani et al.,
2011b].
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2

On centralized and
decentralized content
replication algorithms in
content delivery networks

2.1 Introduction

The main trend in Internet usage covers content generation, distribution and sharing.
Among the vast variety of content types being generated, video is by far in the lead,
expected to correspond to 79% of the whole Internet traffic in 2016 [Wang et al.,
2015]. In [Cisco, 2016] it is projected by Cisco that globally, IP video traffic will be
82 percent of all consumer Internet traffic by 2020.

Content delivery networks(CDNs) are the main medium used for efficient and
reliable distribution of contents to the end users on the Internet. A CDN consists
of a distributed system of servers which are geographically distributed around the
globe.

CDN providers not only control the placement of content in the distributed
system of servers located in different geographical locations but also decide on
which server should serve a client’s request. These two functions of CDN
providers are called content replication and request routing in the literature.

Content replication and request routing algorithms can be implemented in a
centralized approach or a distributed approach. Centralized approaches which are
mainly implemented in commercial CDNs have the requirement of a global
knowledge of the network architecture and related parameters. On the other hand,
distributed approaches are presented in research CDNs and require only local
knowledge of network architecture and related parameters.

CDN:ss are developed in-house by internet giants such as Google and Microsoft.
Some other companies such as Akamai and Limelight have developed designated
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2.2 Content replication in CDNs

CDN solutions and serve the content providers in the Internet. Some CDN
providers have used cloud based technologies to provide a vast variety of content
generators with cheap and pay as you go solutions which are called cloud CDNs in
the literature. Finally some Telecom operators have deployed their own CDNs to
have more control on delivery of content to their customers. These solutions are
called Telecom operator’s content delivery networks (Telco-CDN5s) in the literature
[Anjum et al., 2017].

2.2 Content replication in CDNs

In order to study the content replication problem in a CDN we have considered two
layers of content servers. The content servers in the commercial CDNs are herein
called main content servers (MCSs). It is assumed that a unique copy of each piece
of content is located in the MCSs, thus MCSs cover the space of whole available
contents for the content consumers.

The second layer of content servers are considered to be located in Internet
service providers (ISPs). ISPs often own several regional content servers (RCSs) as
part of a solution called Telco-CDNs [Li and Simon, 2013].

One of the main key performance indicators (KPIs) that can quantify quality
of experience (QoE) of users of video content, is content retrieval latency. In order
to minimize the content retrieval latency, contents should be disseminated towards
consumers by replicating them in RCSs based on their popularity in the domain of
each RCS.

Content replication in the RCSs can be performed in several ways. In a
traditional paradigm, each RCS autonomously and independently decides which
content to replicate and which content to discard when a new content is requested
by end users while there is not sufficient storage available in the RCS for
replicating it. Present web-caching architectures such as Least Recently Used
(LRU) and Least Frequently Used (LFU) are built based on this paradigm
[Androutsellis-Theotokis and Spinellis, 2004]. Despite its architectural simplicity,
this paradigm has some drawbacks in terms of non-optimal storage usage due to
the existence of redundant contents in RCSs. Even RCSs in the domain of one
service provider are oblivious to the replicated contents of each other.

Distributed content replication is an alternative to the independent replication
mechanism described above in which RCSs participate in a distributed content
replication process. Upon arrival of a request for a content which is not already
locally replicated, an RCS should decide to fetch the content from a neighboring
RCS which has already replicated this content or from the MCS and whether to
replicate it locally or not. The algorithms for distributed replication of contents can
be divided into two categories, namely selfish and cooperative replication. In a
selfish replication system, each RCS seeks replication strategies that maximize its
own pay-off. On the other hand, in a cooperative replication, RCSs seek replication
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strategies that maximize the social pay-off [Borst et al., 2010]. The choice of
selfish or cooperative strategies depends mainly on the business relations among
the involved parties.

Content valuation is a vital part of any selfish or cooperative content replication
algorithm through which decisions for local replication of a content is made in
RCSs. The major notion of content valuation is content popularity which is used
by almost all state of the art content replication algorithms. The popularity of a
content has been addressed through various definitions such as the recency of
usage of content in LRU and the frequency of usage in LFU [Mohan, 2001]. The
demand rate of a content is another notion of content popularity which is used in
most of the recent distributed content replication strategies.

An RCS can decide either to replicate a content completely or partially based on
the replication strategy. Many content replication strategies implement the former
option [Laoutaris et al., 2005; Borst et al., 2010]. For partial replication of contents,
the division of contents into chunks has been studied in [Bo et al., 2013]. A chunk
is considered as a fixed-size piece of content where the chunk size and hence the
number of chunks in a content is determined with respect to that fixed-size-based
chunk. The introduction of chunks into content replication has various advantages.
Chunk-based replication enables RCSs to locally replicate initial chunks of the most
popular contents with higher probability and providing the users lower access delay
for these chunks. While these chunks are consumed (in the case of videos being
played), the rest of the chunks could be fetched and consumed afterwards. Hereby,
the QoE for the end user is improved by lowering the content retrieval latency.
Another advantage is that by improving the granularity of the storage space, we
can replicate the important chunks (initial chunks) of the most popular contents
more efficiently compared to replication of the whole content in terms of storage
utilization. In Delay Tolerant Networks (DTNs), chunk-based replication can ease
opportunistic content retrieval. If a user did not fetch all chunks of a content in a
meeting incidence with the current Access Point (AP), he will still have the chance
to get the rest of the chunks from the next AP as he moves around the network.

In [Amani et al., 2013], we addressed the problem of optimal content
replication in RCSs in the form of a minimization integer programming problem.
The cost function for this problem is the accumulated weighted content retrieval
latency among RCSs and also between the RCSs and the MCS. Various practical
constraints such as a limited total content replication budget in each SP, limited
storage size and downlink bandwidth of each RCS have been considered in the
minimization problem to model the optimal content replication problem more
realistically. A solution to this centralized minimization problem will provide the
performance bound for any decentralized content replication with similar
formulation. The topology of this scenario is depicted in Fig 2.1.

As this integer programming problem is NP-hard [Li and Simon, 2013], light
weight centralized and distributed algorithms to approximate the solution of this
problem are of practical interest.
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Figure 2.1 Multiple service providers, optimization for waited delay and bounded
cost.

In [Liu et al, 2016], the authors have extended the presented problem
formulation by assuming that the APs are equipped with a type of storage called
storage helpers. Afterwards, they presented an integer programming formulation
for the content placement problem. Furthermore, they have proposed some
heuristics to estimate the optimal solution of the content placement problem.

We have extended the research results presented in [Amani et al., 2013] further
in [Amani et al., 2015] where two popularity-based cooperative content replication
and request routing algorithms have been proposed which minimize the content
access delay in a general CDN topology. The proposed algorithms are examined
under broad ranges of cache sizes and content popularity parameters via
simulation. The results show that the proposed methods outperform similar
cooperative recency-based methods and demonstrate close to optimal performance
in representative scenarios of real world situations.

2.3 Future works

Two possible extensions of the research presented in [Amani et al., 2015] are
considering the effect of server loads in content access delay as well as studying
the power consumption of the proposed algorithms and developing joint power and
content access delay optimization algorithms for content replication and request
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routing in a general CDN topology.
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3

Publications and
Contributions

This thesis is based on four papers which summarizes the result of our research in
two tracks . The contents of the two research tracks and contributions of each paper
are described as follows.

Track 1—Modelling, prediction and control for multi-tier
computing systems

Paper I

Amani, P, M. Kihl, and A. Robertsson (2011). “Multi-step ahead response time
prediction for single server queuing systems”. In: Proceedings of the 16th
IEEE Symposium on Computers and Communications (ISCC2011). 1EEE,
pp- 950-955.

Multi-step ahead response time prediction of CPU constrained computing
systems is vital for admission control, overload protection and optimization of
resource allocation in these systems.

CPU-constrained computing systems such as web servers can be modeled as
single server queuing systems. These systems are stochastic and non-linear. Thus,
a well-designed non-linear prediction scheme would be able to represent the
dynamics of such a system much better than a linear scheme. A NARX-based
multi-step-ahead response time predictor has been developed. The proposed
estimator offers many promising characteristics making it a viable candidate for
being implemented in admission control products for CPU constrained computing
systems. It has a simple structure, is non-linear, supports multi-step-ahead
prediction, and works very well under time variant and non-stationary scenarios,
such as single server queuing systems under a time varying mean arrival rate. The
performance of the proposed predictor is evaluated through simulation.
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Simulations show that the proposed predictor is able to predict the response times
of single server queuing systems in multi-step-ahead with very good precision
represented by very small mean absolute and mean squared prediction errors.

I am the main contributor to this paper, and I was involved in all parts of the
scientific work and writing of the paper.

Paper I1

Amani, P.,, M. Kihl, and A. Robertsson (2011). “NARX-based multi-step ahead
response time prediction for database servers”. In: Proceedings of the 2011 11th
International Conference on Intelligent Systems Design and Applications. IEEE,
pp- 813-818.

Advanced telecommunication applications are often based on a multi-tier
architecture, with application servers and database servers. With a rapidly
increasing development of cloud computing and data centers, characterizations of
the dynamics for database servers during changing workloads will be a key factor
for analysis and performance improvements in these applications. We propose a
multi-step-ahead response time predictor for database queries based on a NARX
neural network. The estimator shows many promising characteristics which make
it a viable candidate for being implemented in admission control products for
database servers. Performance of the proposed predictor is evaluated through
experiments on a lab set-up with a MySQL server.

I am the main contributor to this paper, and I was involved in all parts of the
scientific work and writing of the paper.

Paper 111

Amani, P., B. Aspernis, K. J. Astrtjm, M. Dellkrantz, M. Kihl, G. Radu, A.
Robertsson, and A. Torstensson (2012). “Application of control theory to a
commercial mobile service support system”. International Journal on Advances
in Telecommunications Volume 5, Number 3 & 4, 2012.

The Mobile Service Support system (MSS), which Ericsson AB is developing,
handles the set-up of new subscribers and services into a mobile network.
Experience from deployed systems shows that traffic monitoring and control of the
system will be crucial for handling overload situations that may occur during
sudden traffic surges. In this paper, we identify and explore some important control
challenges for this type of system. Furthermore, we present analysis and
experiments showing some advantages of the proposed solutions. First, we develop
a load-dependent server model for the Database system, which is validated in
test-bed experiments. Subsequently, we propose a control design based on the
model and a method for estimating response times and arrival rates of the queries
sent to the Database. The main contribution of this paper is that we show how
control theory methods and analysis can be used for commercial Telecom systems.
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Parts of our results have been implemented in commercial products, validating the
strength of our work. This paper is a summary of a long cooperation between
researchers in the department of electrical and information technology (EIT) in
Lund university and Ericsson in Karskrona.

I have contributed to the following parts of the scientific work and written the
paper: calculations for the mean response time and mean number of customers for
the M/M/m/n-LDS; parameter tuning for LDS models, setting up the experiments
(There has been two parallel test beds one implemented by me and one by Manfred
Dellkrantz) and fitting the model to the experimental data. I also contributed to the
design of the linear LAC and tuned the controller for a LDS model fitted to the data
from the database server in Simulink and provided the parameters for testing in the
lab set-up. In a nutshell, I have directly contributed to all parts of this scientific work
except for the section on monitoring and estimation.

Track 2—On centralized and decentralized content
replication in content delivery networks

Paper IV

Amani, P., S. Bastani, and B. Landfeldt (2013). “Optimal content retrieval latency
for chunk based cooperative content replication in delay tolerant networks”.
In: Proceedings of the 9th Swedish National Computer Networking Workshop.
SNCNW.

Modern content distribution networks face an increasing multitude of content
generators. In order to reach the minimal content retrieval latency in content
distribution networks, content shall be disseminated towards consumers based on
its popularity taken from the content distribution networks. This, combined with
dividing media into chunks (heterogeneous valuation of information) and contact
duration of the consumers with the access points in delay tolerant networks, led us
to a novel system for content management in large scale distributed systems. In
order to determine where to replicate content, we formulated the problem as an
integer programming problem. The cost function of this minimization problem is
the accumulated weighted communication delay among the content replication
servers and also the main content server. Various practical constraints such as a
limited total budget for content replication in each service provider, limited storage
size and downlink bandwidth of the content replication servers are considered. A
centralized solution to the problem is derived which yields the performance bound
for any decentralized content replication strategy for the presented scenarios.

I am the main contributor to this paper and I was involved in all parts of the
scientific work and writing of the paper.
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Other publications not included in the thesis

Paper V
Kihl, M., P. Amani, A. Robertsson, G. Radu, M. Dellkrantz, and B. Aspernis
(2012). “Performance modeling of database servers in a telecommunication

service management system”. In: IARIA 7th International Conference on Digital
Telecommunications (ICDT).

Paper VI

Amani, P, S. Bastani, and B. Landfeldt (2015). “Towards optimal content
replication and request routing in content delivery networks”. In: Proceedings
of the 2015 IEEE International Conference on Communications (ICC 2015).
IEEE, pp. 5733-5739.
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Paper I

Multi-step ahead response time prediction
for single server queuing systems

Payam Amani Maria Kihl Anders Robertsson

Abstract

Multi-step ahead response time prediction of CPU constrained computing
systems is vital for admission control, overload protection and optimization of
resource allocation in these systems. CPU constrained computing systems
such as web servers can be modeled as single server queuing systems. These
systems are stochastic and non-linear. Thus, a well-designed non-linear
prediction scheme would be able to represent the dynamics of such a system
much better than a linear scheme.

A non-linear auto-regressive neural network with exogenous inputs based
multi-step ahead response time predictor has been developed. The proposed
estimator has many promising characteristics that make it a viable candidate
for being implemented in admission control products for computing systems. It
has a simple structure, is non-linear, supports multi-step ahead prediction, and
works very well under time variant and non-stationary scenarios such as single
server queuing systems under time varying mean arrival rate. Performance of
the proposed predictor is evaluated through simulation. Simulations show that
the proposed predictor is able to predict the response times of single server
queuing systems in multi-step ahead with very good precision represented by
very small mean absolute and mean squared prediction errors.

Originally published in the Proceedings of the 16" IEEE Symposium on
Computers and Communications (ISCC)", Kerkyra (Corfu), Greece, pp.950-955,
Jun. 2011. Reprinted with permission.
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1. Introduction

Computing systems enable the Telecom operators to provide their customers with
a vast variety of services which are aimed to meet their demands and desires. An
operator usually uses a network of several such computing systems to facilitate
providing the end users with an ever growing variety of services. Optimization of
resource allocation in computing systems has attracted much interest in recent years
as it directly relates to the performance of these systems.

Node elements (NEs) as building blocks of this network of computing systems,
have a requirement for secure, reliable and real-time activation, modification and
deactivation of both new and current customers or services. These tasks should be
performed fast and in an automated manner. A resource access conflict exists
among performing those tasks and providing current customers with their
requested services in the network. This fact raises the necessity for a new
enterprise provisioning system in the network which is hereby named as
management system (MAS). The MAS is equipped with an admission control
mechanism which enables it to avoid the resource access conflict by delaying
sending of requests to a highly loaded NE and protecting it from becoming
overloaded [Kihl et al., 2008; Chen et al., 2003; Liu et al., 2006]. This control
mechanism usually includes a feed forward controller as it should predict the
resource access conflict well before it happens and take action to avoid it.
Therefore there is a requirement for a multi-step ahead state predictor for the NEs
which precisely represent the dynamics of the NE in its whole operation range.
NEs are desired to be loaded as much as possible close to their capacity meanwhile
protected from becoming overloaded. One of the main performance measures of
computing systems is the response time of the requests sent to them. Businesses
and their customers like to minimize the system’s response times while
maximizing system utilization. Doing this, users will have a positive experience
during delivery of services which would lead to increased customer retention and
revenue.

It has been shown in [Cao et al., 2003] that CPU constrained computing systems
such as web servers with dynamic content can be modeled as single server queuing
systems. These are nonlinear stochastic systems. A nonlinear model is much more
capable of representing the dynamics of a single server queuing system compared
to a linear model [Kihl et al., 2003].

Many attempts to develop analytical estimators or predictors for single server
queuing systems have been presented in the literature. Clarke, in his pioneer work
published in 1957, presented maximum likelihood estimator (MLE)’s of arrival
and service rates [Clarke et al., 1957]. Basawa et. al . in [Basawa et al., 1996] have
presented a maximum likelihood estimator for single server queues from waiting
time data. In [Zheng and Seila, 2000], Zheng and Seila have investigated some
popular performance measures like waiting time and queue length under
frequentist setup and showed their undesirable characteristics like nonexistence of
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2 System Configuration

expected value of the estimator and infinite mean-squared error of the estimator.
Further, they proposed a set-up to fix that property. For the first time, McGrath et.
al . in [McGrath et al., 1987; McGrath et al., 1987] have applied the concept of
Bayesian statistical inference to the M/M /1 queuing system. Their work has been
considerably extended in [Armero, 1994; Choudhury and Borthakur, 2008].

The above mentioned analytical approaches to the estimation of single server
queuing systems have some unfavorable characteristics for overload protection
admission control schemes. Firstly, all of the above mentioned estimation methods
can only be applied to steady state and stationary scenarios. Secondly, mean
service and arrival rates are assumed to be constant and time invariant. However, in
the real world, there are many cases where we are interested in a state estimator
that can be applied to a CPU constrained computing system with at least one time
varying parameter. Time varying mean arrival rate can be a good example of these
parameters. Finally it should be noted that none of the above mentioned methods
support multi-step-ahead prediction.

The requirement for a non-linear multi-step ahead response time predictor that
can work under stationary and steady state scenarios as well as time varying and
non-stationary scenarios led us to a grey box approach to identification of single
server queuing systems. By means of a non-linear auto-regressive network with
exogenous inputs (NARX) neural network we have designed a predictor that covers
all the above mentioned characteristics that the other methods lack and also is able
to predict the response times of single server systems with very good precision
represented by very small mean absolute and mean squared prediction errors.

This paper is structured as follows. System configuration containing the use case
scenario, the NARX neural network and the predictor is investigated in section 2.
Section 3 is dedicated to specifications of simulation environment and scenarios.
Simulation results are summarized in section 4. Finally section 5 concludes the

paper.

2. System Configuration

This section covers three sub-sections. In subsection 2.1 the pilot system for which
a non-linear multi-step-ahead predictor is developed is introduced. Sub-section 2.2
is dedicated to the introduction of NARX recurrent neural networks. The proposed
NARX multi-step ahead response time predictor is presented in sub-section 2.3.

2.1 Management System and Node Elements

Communication and computer networks are the media used by Telecom operators
to inspire their subscribers with an ever growing variety of services. These
networks are usually inter-connected and operators provide services to their
customers via several of them. The MAS is responsible for real-time, secure and
reliable activation, modification and deactivation of subscribers and services in an
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Figure 1. A generic distributed service management system.

automated manner. Such management system interacts with many NEs in the
network and is usually implemented in distributed server clusters. Figure 1 depicts
a generic distributed service management system.

The interactions between the MAS and the NEs should not lead the high loaded
NEs to become overloaded. This brings the necessity of an admission control
mechanism for overload protection of the NEs into picture. As a real network
usually consists of various parts which are provided by several vendors with their
own protocol implementations, the admission control mechanism should be
implemented in the MAS. Also, it should be based on measurements which can be
provided without a need for changing the current protocols and operating systems.
A close review of the described set-up led us to figure out three measurements that
have the above mentioned characteristics. These include inter-arrival times,
inter-departure times and response times of the services sent to the node elements
from the service management system. These measurements can be retrieved from
the time tagged logs of requests traveling in the network. The response time of a
service is defined as the duration of time that it spends from the moment that it
leaves the MAS for the NE to the time that it leaves the NE. A high response time
corresponds to a highly loaded NE and a low response time to a lightly loaded one.
Thus response time can be used as an indicator for the NEs’ internal state.

The control mechanism for overload protection of the NEs is in the form of
admission control so that NEs’ traffic from the subscribers is given higher priority
compared to the traffic sent from the MAS to the NEs. In case that the NE is heavily
loaded and tending to become overloaded, the MAS will back off sending more
requests to the NE allowing it to process some of them and reduce its load. As the
control action should take place well before an overload occurs in the network, the
admission control scheme will consist of not only a feedback loop but also a feed
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Figure 3. A single server queue with mean arrival rate A and mean service rate U.

forward part. The requirement for a feed forward controller raises the need for a
multi-step ahead predictor for the NEs. In this paper we focus on interaction of one
Management Server with one NE. Configuration of the computing system which is
to be investigated in this paper is illustrated in Figure 2.

NEs can be modeled as single server queuing systems. In this paper the problem
of non-linear multi-step ahead prediction of response times of single server queuing
systems is investigated. Figure 3 illustrates a single server queuing system in which
the distribution of the inter-arrival times and service times are general. The mean
arrival rate and the mean service rates of the queuing system are denoted by A and
U respectively.

2.2 NARX Neural Network

Recurrent neural networks have been widely used for modeling of nonlinear
dynamical systems [Haykin, 1998; Ljung, 1999]. Among various types of the
recurrent neural networks such as distributed time delay neural networks (TDNN)
[Haykin, 1998], layer recurrent networks [Haykin, 1998] and NARX [Haykin,
1998], the latest is of great interest in input output modeling of nonlinear
dynamical systems and time series prediction [Siegelmann et al., 1997; Lin et al.,
1996; Xie et al., 2009; Menezes and Barreto, 2006; Parlos et al., 2000].

NARX is a dynamical recurrent neural network based on the linear ARX model.
The next value of the dependent output signal y(r) is regressed over the latest n,
values of the independent input signal and n, values of the dependent output signal.
ny and ny respectively represent the dynamical order of the inputs and outputs of
the NARX. A mathematical description of the NARX model is summarized in (1)
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in which f is a nonlinear function.

y(t) = fly(t = 1),y —2),...,9( —ny),x(t — 1),x(t = 2),...,x(t —ny)) (1)

A NARX neural network can be implemented in two set-ups namely parallel
and series-parallel architectures. These are depicted in Figure 4. In this paper we
have used the series-parallel architecture in which during the training period the
actual values of the output are fed back to the neural network. This will improve the
training precision.

This network consists of three main layers namely input layer, hidden layer and
output layer. The input layer consists of the current and previous inputs and
previous outputs. These are fed into the hidden layer. The hidden layer consists of
one or several neurons resulting in a nonlinear mapping of affine weighted
combination of the values from input layer. The output layer consists of an affine
combination of the values from hidden layer. In this network the dynamical order
of inputs and outputs and number of neurons in each layer are pre-determined.
Several methods for determination of these values are presented in [Haykin, 1998].
A suitable training algorithm and performance measure also should be chosen.
Finally, the type of the non-linear map needs to be defined.

Some pre and post processing on the input and target values should be performed
in order to have a valid training [Haykin, 1998]. These processes include mapping
of the input and target data to values in range of [—1, 1], normalization of the inputs
and targets to have zero mean and unity variance and removal of constant inputs
and outputs and processing of unknown inputs. As these measurements are very
noisy, after normalization we filter both input and target values with a designed
Butterworth low pass filter. The bandwidth of the filter is chosen so it suppresses
noise as much as possible while not affecting the characteristics of in band part of
input and output data sets.

2.3 NARX Multi-Step Ahead Response Time Predictor Set-up

Our application requires the prediction of response times of the single server
queuing system in some time steps into the future before the actual output
measurements become available.
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A grey box identification approach was chosen to predict the response time of a
service sent to a NE by the Management Server from three measured time values
namely inter-arrival, inter-departure and response times of the services. The input
vector consists of current inter-arrival times and inter-departure times as two
inputs. Output of the neural predictor is the predicted response time. Measured
response times are required for training and evaluation of the NARX multi-step
ahead response time predictor and are fed back to the input layer of the proposed
predictor.

Measured data is divided into training, evaluation and test data sets. Prediction
horizon m is defined as the shift between corresponding inputs and output values so
that current input is used for prediction of output in m time steps in the future. The
proposed multi-step ahead response time predictor set-up is illustrated in Figure 5.

The overload protection admission controller uses a gate for controlling the
flow of requests to the NE. The flow of requests from the MAS to the NE cannot
get negative values as negative requests do not exist. Also the gate cannot send
more requests than the available requests in the MAS. This imposes an input
nonlinearity to the NE. We already know that NEs are nonlinear and stochastic
computing systems. Thus, a NARX based predictor as a nonlinear predictor has a
much better opportunity to grasp the dynamics of the response times of the NE
compared to linear predictors [Kihl et al., 2003].

The off-line training process is described as follows. The NE is simulated under
high load conditions. The acquired data is then divided to training, validation and
test data sets. The NARX multi-step ahead response time predictor is trained using
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the train data and training is validated and its performance is tested using validation
and test data sets. This trained predictor is used for all static and dynamic load
conditions. Performance of the predictor is investigated in the following section.

3. Simulation environment and Scenarios

The simulation environment and the simulation scenarios are defined in the sub-
sections 3.1 and 3.2 respectively.

3.1 Simulation environment

The NE and the Management Server are implemented in the MATLAB Simulink
tool for event based simulations called SimEvents. Considering the pilot system
configuration, the MAS is simulated by a request generator and the NE is
simulated by a single server queuing system. The NARX multi-step ahead
response time predictor is designed using MATLAB Neural Network Toolbox. The
low pass filter is designed using the Filter Design Toolbox of MATLAB. All the
mentioned tools are included in MATLAB R2010b.

3.2 Simulation Scenarios

In order to test the performance of the multi-step ahead NARX response time
predictor we apply it to the M/M/1 queuing system [Kleinrock, 1975]. Also we
consider four main test scenarios plus an extra scenario which deals with smoothly
changing mean arrival rate.

Response Time Predictor’s Parameters The NARX multi-step ahead response
time predictor is configured as follows. The two dimensional input vector x()
consists of inter-arrival and inter departure times. The one dimensional output y()
represents the predicted response times.

The measured response times are fed back to the input layer for training. The
tapped delay line in the hidden layer consists of two delays. Three neurons are
considered in the hidden layer. The hidden layer neuron’s activation function is
considered as tangential sigmoid function zansig. The output layer consists of one
neuron with activation function chosen as linear function purelin. This is
summarized in Figure 6.

Several criteria such as sampling time, control structure and constraints affect
the choice of the prediction horizon m. As in this paper we only focus on response
time prediction of a single server system regardless of the control structure and other
criteria that affect the choice of the prediction horizon, a suitable value for m cannot
be decided here. However as we know that a multi-step ahead prediction is required
we chose m = 4 to show that the NARX response time predictor is able to predict
the response times of the single server queuing systems in several time steps into
the future.
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Figure 6. Neural predictor configuration and parameters.

The Levenberg-Marquardt algorithm [Haykin, 1998] is chosen as the training
algorithm and the performance metric is set to mean squared error (MSE). The
predictor is trained with the data from the high load scenario then tested over high
load, low load and two varying load conditions.

Single Server Queuing System Parameters Our test set includes a M/M/1
queuing system with the following parameters. Mean service rate is set to 1 for all
the scenarios. Simulation time is set to 20000. All time values are in simulated
seconds. The static scenarios are designed for evaluation of performance of the
NARX response time predictor in steady state under low (p = 0.30) and high
(p = 0.95) load conditions. The dynamical scenarios are meant to evaluate
performance of the NARX response time predictor with arrival rate changing from
high to low load or vice versa with a step function at time 5000. The extra
simulation scenario covers time variant mean arrival rate as a saturated ramp
function starting from low(p = 0.30) load at start time and saturating at high
(p =0.95) load. Static Scenarios:

 S1: Mean arrival rate is set to 0.95 to simulate a high (p = 0.95) load scenario.
The NARX multi-step ahead response time predictor is then trained, validated
and tested using train, validation and test data sets.

* S2: Mean arrival rate is set to 0.3 to simulate a low (p = 0.3) load condition.
Performance of the NARX multi-step ahead response time predictor is tested
using the acquired data.

Dynamic Scenarios:

* S3: Mean arrival rate is a step, denoted by stepl, from 0.3 to 0.95 with the
step time set to 5000. Performance of the NARX multi-step ahead response
time predictor is tested using the acquired data.

e S4: Mean arrival rate is a step from 0.95 to 0.3 with the same step time as
before shown as step2. Performance of the NARX multi-step ahead response
time predictor is tested using the acquired data.
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4. Simulation Results

Performance of the proposed predictor applied to the defined M/M/1 queuing
system is summarized in Table 1. In this section MAE stands for mean absolute
error and MSE stands for mean squared error. It should be considered that the data
used in these simulations is normalized to its maximum value. This is the reason
why the maximum value of the response times is equal to one.

As it can be seen from the results in TABLE 1, the multi-step ahead NARX
response time predictor is well trained and shows a promising performance under
S1 and S2 considering both MSE and MAE. This shows that the proposed response
time predictor is able to accurately predict the response time of the described
M /M/1 system in 4 steps ahead under static and steady state load conditions.

Performance of the response time predictor under dynamic load conditions
especially its performance in transient load conditions is of interest in the
following tests. Under S3 both MSE and MAE indicate very good performance of
the predictor. Figure 7 depicts measured response time vs. estimated response time

Table 1. Performance (MAE and MSE) of NARX m step ahead response time
predictor for M /M /1 queuing system in S1 to S4 scenarios with prediction horizon
m set to 4.

Performance of the Proposed Predictor in Training Phase

Scenario  Server load p  Performance Measure Value
MSE 5.1915¢—-10
S1 p =0.95
MAE 0.00174

Performance of the Proposed Predictor in Testing Phase

Scenario  Server load p  Performance Measure Value
MSE 1.3728¢ -9
S1 p=0.95
MAE 0.002
MSE 4.1312¢ -9
S2 p=0.30
MAE 0.0163
MSE 2.585¢ -9
S3 p = stepl
MAE 0.002
MSE 1.8481e —7
S4 p = step2
MAE 0.0037

48



4 Simulation Results

Response Time Estimation Performance

1+

Estlmated Response Tlme
Response Time

W/\% mmwwmw"u

0 ,4

Time 4
Response Time Estimation Error
T T T T T

Figure 7. NARX m step-ahead response time prediction of the M/M/1 queuing
system with mean arrival rate changing with a step from 0.3 to 0.95 at time 5000.
The prediction horizon m is set to 4. (upper) Measured response times vs. estimated
response times. (lower) Difference between measured and estimated response times.

under S3.

As it can be seen in the upper side of Figures 7, 8 and 9, the measured and
predicted response time values are so close that it is really hard to distinguish
between them. Thus an additional figure depicting the difference between the
measured and predicted response time values or simply prediction error has been
added to the lower part of Figures 7, 8 and 9.

Under S4 we observed that the prediction performance degrades compared to
S3 but still holds a very small value for MSE and MAE. This performance
degradation is most likely caused by the non-linearity of this queuing system.
Figure 8 illustrates the transient behavior of the proposed NARX multi-step ahead
response time predictor under S4.

The two last simulations showed that the proposed response time predictor is
able to handle transient regimes very well. In the last two simulation scenarios, the
time variation in the mean arrival rate was specified as step functions representing
sudden change of levels. In the extra simulation scenario performance (MAE and
MSE) of the NARX m step-ahead response time predictor applied to a M/M/1
queuing system under a smooth slowly varying mean arrival rate is studied. The
prediction horizon m is set to 4. The mean arrival rate is changed with a saturated
ramp which is depicted in Figure 9. The minimum and maximum values of the
mean arrival rate are respectively 0.3 and 0.95. By studying Figure 9 closely we can
conclude that the proposed predictor can handle smooth time variant mean arrival
rates.

Performance of the proposed predictor under some more single server queuing
system configurations such as M/D/1 and D/M/1 for the same sets of scenarios
S1-S4 has been investigated via simulations and very small MAE and MSE for the
prediction error has been confirmed. Due to the lack of space, we skipped presenting
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Figure 8. NARX m step-ahead response time prediction of the M/M/1 queuing
system with mean arrival rate changing with a step from 0.95 to 0.3 at time 5000.
The prediction horizon m is set to 4. (upper) Measured response times vs. estimated
response times. (lower) Difference between measured and estimated response times.
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Figure 9. NARX m step-ahead response time prediction of the M/M/1 queuing
system with mean arrival rate as a saturated ramp function.(upper) Measured
response times vs. estimated response times and the saturated ramp. (lower)
Difference between measured and estimated response times.
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5 Conclusion

those results.

5. Conclusion

A multi-step ahead NARX response time predictor for single server queuing
systems, which represents a CPU constrained computing system, has been
proposed and its performance under several test scenarios has been studied. The
proposed predictor benefits from several promising characteristics which turns it
into a viable candidate for being implemented in admission control products for
computing systems. It is non-linear, it supports multi-step ahead prediction, its
structure is simple and its required measurements can be obtained without any
requirement on changing communication protocols or operating systems. It has
been shown that with being trained in only one high load scenario, it can predict
the response times of a single server queuing system in multiple step ahead under
high and low load steady state scenarios with a high accuracy. Very good
performance of the proposed predictor under time variant and non-stationary
scenarios has been confirmed by very small MAE and MSE of the response time
prediction. It has also been shown that the proposed predictor is capable of
accurate m step ahead response time prediction under time varying mean arrival
rate scenarios. For the future work, the proposed predictor will be implemented in
our web server lab and its capability of predicting the response times of the node
elements will be studied.
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NARX-based multi-step ahead response time
prediction for database servers

Payam Amani Maria Kihl Anders Robertsson

Abstract

Advanced telecommunication applications are often based on a multi-tier
architecture, with application servers and database servers. With a rapidly
increasing development of cloud computing and data centers,
characterizations of the dynamics for database servers during changing
workloads will be a key factor for analysis and performance improvements in
these applications. We propose a multi-step ahead response time predictor for
database queries based on a non-linear auto-regressive neural network model
with exogenous inputs. The estimator shows many promising characteristics
which make it a viable candidate for being implemented in admission control
products for database servers. Performance of the proposed predictor is
evaluated through experiments on a lab setup with a MySQL-server.

Originally published in Proceedings of the 11" International Conference on

Intelligent Systems Design and Applications, Cordoba, Spain, pp.813-818, Nov.
2011. Reprinted with permission.
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1. Introduction

Telecom and Internet operators need to provide their customers with a vast variety
of services which are aimed at meeting their demands and desires.

Multi-tier server clusters are used to host the service logic and user data. The
optimization of resource allocation in server cluster systems has attracted much
interest in recent years as it directly relates to the performance of these systems.

Database servers, as important entities of these server clusters require secure,
reliable and real-time activation, modification and deactivation of both new and
current customers or services. These tasks should be performed fast and in an
automated manner. Therefore, control mechanisms can be introduced, which
enable the system to avoid the resource access conflict and protect it from
becoming overloaded [Kihl et al., 2008; Chen et al., 2003; Liu et al., 2006]. This
control mechanism usually includes a feed-forward controller as it should predict
the resource access conflict well before it happens and take action to avoid it.
Therefore, there is a need for a multi-step-ahead state predictor, which fairly
represents the dynamics of the database in its whole operation range and also
provides high precision state representation of the system near the overload region.

Many attempts to develop response time estimators or predictors for database
queries have been presented in the literature. They can be divided into two
categories namely analytical and experiment-driven methods. Analytical models
[Liu et al., 2006; Tomov et al., 2004; Watson et al., 2010], designed by experts,
usually cover specific types of queries and database servers and assume some
simplifying conditions. Thus they are not able to capture the complex dynamics of
the database server. These models only support static cases and cannot be used in
dynamic scenarios.

Several instances of experiment-driven methods have been recently presented
in the literature. Ganapathi et. al in [Ganapathi et al., 2009] predict several metrics
for database queries including the response time by means of Kernel Canonical
Correlation Analysis (KCCA). Tozer in [Tozer et al., 2010] used a linear regression
model for the response time in order to throttle long running queries. Sheikh etz. al
in [Sheikh et al., 2011] have presented a Bayesian approach for on-line performance
modeling of database appliances using Gaussian models. Their proposed model has
the possibility of adaptation to changes in workload and configuration. The smallest
prediction error of their method is 14%.

In [Amani et al., 2011], we have presented a (non-linear auto-regressive neural
network with exogenous inputs) NARX-based multi-step-ahead response time
predictor for single server queuing systems. We have shown via simulations that
the suggested response time predictor is capable of predicting the response time of
the single server queuing systems in multiple steps ahead with very small mean
squared errors and mean absolute prediction errors respectively under both static
and dynamic workload scenarios without adapting the model parameters to the
changes in the workload.
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Figure 1. A generic multi-tier server cluster.

The requirement for a non-linear multi-step-ahead query response time
predictor that can work under stationary and steady state scenarios, as well as
under time varying and non-stationary scenarios led us to a gray box approach to
identification of database servers. Thus we have used the same type of response
time predictor for database servers. By means of a NARX neural network, we have
designed a predictor that covers all the aforementioned characteristics and is also
able to very well predict the response times of queries of database servers with
very good precision represented by very small mean absolute, mean squared and
sum of squared prediction errors.

This paper is structured as follows: system description, the NARX neural
network and the predictor are investigated in section 2. Section 3 is dedicated to
specifications of the experiment set-up and scenarios. Experimental results are
summarized in section 4 and finally, section 5 concludes the paper.

2. System Configuration

This section covers three sub-sections. In subsection 2.1 the pilot system for which
a non-linear multi-step-ahead predictor is developed is introduced. Sub-section 2.2
is dedicated to the introduction of NARX recurrent neural networks. The proposed
NARX multi-step ahead response time predictor is presented in sub-section 2.3.

2.1 System description

Figure 1 depicts a generic multi-tier server cluster. The system can correspond to a
broad range of Telecom and Internet applications, as data centers, cloud networking
systems, web shops, enterprise systems or service management systems.
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Figure 2. A sample scheme with combined feed-forward and feedback for control
of database servers using response time prediction.

Here, we focus on the database tier. The interactions between the application
tier and the database tier should not lead to the database servers to become
overloaded. Therefore, control mechanisms should be implemented in the
application servers that limit the traffic to the databases. The control system should
be based on measurements which are available and which can be provided without
a need for changing the current protocols and operating systems.

In this paper, we use inter-arrival, inter-departure and response times of the
queries sent to the database servers from the application servers. These
measurements can easily be retrieved from the time-tagged logs of the queries
traveling in the system. A high response time (compared to the reference response
time) corresponds to a highly loaded database and a low response time to a lightly
loaded one. Thus, response time can be used as an indicator of the databases’
internal state. In this paper, we focus on the interaction of one application server
with one database server.

As the control action should take place well before an overload occurs in the
system, the control scheme will consist of not only a feedback loop but also a feed-
forward part. The requirement for a feed-forward controller raises the need for a
multi-step-ahead query response time predictor for the databases. Figure 2 shows a
controller scheme combining feedback and feed-forward, which requires response
time prediction, presented by Kjer et. al in [Kjer et al., 2007].

Two main MySQL query types, Select and Update, are investigated in this
paper. These requests have very different contributions to the response times of the
queries sent to the database. Select queries are based on read actions while Update
queries are based on write actions. Select queries are CPU restricted actions while
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Figure 3. Mean response times of Select and Update queries sent to a 1E7 tuples
relation in a scalable Wisconsin benchmark table in a MySQL database server vs.
mean arrival rates of the queries.

Update queries are I/O restricted actions. As it can be seen in Figure 3, the
non-linear behavior of these two types of queries are very different. Processing of
an Update query is much more time consuming compared to a Select query.

2.2 NARX Neural Network

Recurrent neural networks have been widely used for modeling of nonlinear
dynamical systems [Haykin, 1998; Ljung, 1999]. Among various types of the
recurrent neural networks such as distributed time delay neural networks (TDNN)
[Haykin, 1998], layer recurrent networks [Haykin, 1998] and NARX [Haykin,
1998], the latest is of great interest in input output modeling of nonlinear
dynamical systems and time series prediction [Siegelmann et al., 1997; Lin et al.,
1996; Xie et al., 2009; Menezes and Barreto, 2006; Parlos et al., 2000].

NARX is a dynamical recurrent neural network based on the linear ARX model.
The next value of the dependent output signal y(¢) is regressed over the latest n,
values of the independent input signal and 7, values of the dependent output signal.
ny and ny, respectively represent the dynamical order of the inputs and outputs of
the NARX. A mathematical description of the NARX model is summarized in (1)
in which f is a non-linear function.

() = fly(t = 1),y —2),...,9( —ny),x(t — 1),x(t = 2),...,x(t —ny)) (1)

This network consists of three main layers namely input layer, hidden layer, and
output layer. The input layer consists of the current and previous inputs and
outputs. These are fed into the hidden layer. The hidden layer consists of one or
several neurons resulting in a nonlinear mapping of affine weighted combination of
the values from the input layer. The output layer consists of an affine combination
of the values from the hidden layer. In this network, the dynamical order of inputs
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and outputs and number of neurons in each layer are pre-determined. Several
methods for determination of these values are presented in [Haykin, 1998]. A
suitable training algorithm and performance measure should also be chosen.
Finally, the type of the non-linear map needs to be defined.

Some pre- and post-processing on the input and target values should be
performed in order to have a valid training set [Haykin, 1998]. These processes
include mapping of the input and target data to values in the range of [—1,1],
normalization of the inputs and targets to have zero mean and unity variance and
removal of constant inputs and outputs and processing of unknown inputs. As the
measurements are very noisy, after normalization we filter both input and target
values with a designed Butterworth low pass filter. The bandwidth of the filter is
chosen so it suppresses noise as much as possible while not affecting the
characteristics of in band part of input and output data sets.

2.3 NARX Multi-Step Ahead Response Time Predictor Set-up

Our application requires the prediction of response times of the queries sent to the
database server in some time steps into the future, before they are processed in the
database server. A gray box identification approach was chosen to predict the
response times of such queries from three measured time values, namely
inter-arrival, inter-departure, and response times of the queries. The predictor is
designed by means of the Neural Networks Toolbox of MATLAB R2010b. The
input vector consists of current inter-arrival times and inter-departure times as two
inputs. Output of the neural predictor is the predicted response time. Measured
response times are required for training and evaluation of the NARX multi-step
ahead response time predictor and are fed back to the input layer of the proposed
predictor. Measured data is divided into training, evaluation and test data sets.
Prediction horizon m is defined as the shift between corresponding inputs and
output values so that current input is used for prediction of output in m time steps
in the future. The proposed multi-step ahead response time predictor is illustrated
in Figure 4. The overload protection admission controller uses a gate for
controlling the flow of queries to the database server. The flow of queries from the
application server to the database server cannot get negative values as negative
requests do not exist. Also, the gate cannot send more requests than the available
requests in the application server. This imposes an input non-linearity to the
database server. We already know that database servers are nonlinear and
stochastic computing systems under high load conditions. Thus, a NARX based
predictor as a nonlinear predictor has a much better opportunity to capture the
dynamics of the response time of the database server compared to linear predictors
[Kihl et al., 2003].

The off-line training process is described as follows: The database server is
stressed under high load conditions. The acquired data is then divided to training,
validation and test data sets. The NARX multi-step ahead response time predictor
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Figure 5. Database lab set-up.

is trained using the train data and training is validated and its performance is tested
using validation and test data sets. This trained predictor is used for all static and
dynamic load conditions containing various combinations of database queries. The
performance of the predictor is investigated in the following sections.

3. Database server lab set-up

The database server lab consists of two main computers: one hosting the database
server and one hosting the traffic generator which represents the application tier.
One objective of this lab is to test the performance of the proposed response time
predictor for I/O constrained systems such as database servers. The mentioned
computers are connected via an Ethernet switch. This is depicted in Figure 5.
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3.1 Hardware and Software

The database server is a Dell precision workstation 340 computer with an Intel
Pentium 4 CPU running at 1.7 GHz, 768 MB RAM and a 72GB Hard Disk hosting
MySQL Server 5.1.4.1. It has Solaris 11 Express as its operating system.

The application server, in this case, is represented by a Dell precision
workstation 340 computer with an Intel Pentium 4 CPU running at 1.7 GHz, 512
MB RAM and a 36 GB Hard Disk hosting Apache Jmeter 2.4 as load generator
sending queries to the database server. It has UBUNTU 10.04 LTS as its operating
system.

3.2 Apache Jmeter

Apache Jmeter [Halili, 2008] is a Java-based load generator with support for
plugins that can be used to stress test various types of servers such as web servers,
mail servers and database servers. Support for database queries is provided via
Java database connectivity, JDBC. Various load distributions can be generated by
means of timer plugins. A timer plugin for generation of Poisson distributed
database queries via JDBC has been used [Kihl et al., 2011]. Apache Jmeter
generates the load to the supported servers by means of blocking I/0, and a fixed
number of threads. This imposes an upper limit for the maximum number of
concurrent requests which is equal to the number of Jmeter’s threads. During the
time intervals that all the threads are busy, no new queries can be sent out before
the processing of an old query is finished. This will change the distribution of the
load to the database server. Thus, all experiments that use all of the threads at the
same time shall be invalidated.

3.3 Tracing and D-Trace

Tracing in software engineering terminology is a specialized use of logging for
recording information about execution of an application. Dynamic Tracing,
D-Trace [Gregg and Mauro, 2011], is a detailed dynamic tracing tool introduced
by Oracle for Unix-like operating systems. D-Trace has the option to provide not
only information regarding the whole application like CPU and memory demand,
but also information regarding each function in the application. D-trace scripts are
written in a C based programming language which is equipped with variables and
functions required for tracing, called D. D programs include a set of one or more
probes and each probe is associated with an action. When the condition of the
probe is satisfied, the associated action is executed. We have used these probes to
get exact time stamps of arrival of a Select or Update query to the MySQL
database server and the time that the database server is done with processing of the
mentioned queries. From these time stamps, we can calculate the inter-arrival and
inter-departure times of the queries.
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3.4 Structure of the Database

The database server has several relations all with the same structure from the
Scalable Wisconsin Benchmark [DeWitt, 1993] with different number of tuples.
Two types of MySQL queries which are most frequently used in the database
servers, namely Select and Update, are taken into consideration in this paper. The
structure of the queries are as follows:

Select queries:
SELECT unique2 from tenmil where uniquel equals 7;
Update queries:
UPDATE tenmil SET unique3=7 where uniquel=7;
In the above queries, fenmil is a ten million tuple relation from the Scalable
Wisconsin Benchmark and ? represents a uniformly distributed random number
between 0 and 1E7.

In order to test the performance of the multi-step ahead NARX response time
predictor, we apply it to the described MySQL database server. Also, we consider 4
main test scenarios, consisting of two static and two dynamic scenarios.

3.5 Response Time Predictor’s Parameters

The NARX multi-step ahead response time predictor is configured as follows: the
two dimensional input vector x(¢) consists of inter-arrival and inter departure times.
The one dimensional output y(r) represents the predicted response times.

The measured response times are fed back to the input layer for training. The
tapped delay line in the hidden layer consists of three delays. Three neurons are
considered in the hidden layer. The hidden layer neuron’s activation function is
considered to be tangential sigmoid function tansig. The output layer consists of one
neuron with activation function chosen as linear function purelin. Several criteria
such as sampling time, control structure and constraints affect the choice of the
prediction horizon m. Since support for multi-step ahead prediction is required, we
chose m = 4 to show that the NARX response time predictor is able to predict the
response times of the queries sent to the MySQL database server in several time
steps into the future.

The Bayesian Regularization algorithm [Foresee and Hagan, 1997] is chosen as
the training algorithm and the performance metric is set to the sum of squared errors
(SSE). The predictor is first trained with the data from the high load scenario then
tested over high load, low load and two varying load scenarios.

3.6 Database load and queries specifications

Our test set includes an Apache Jmeter load generator with 30 concurrent threads.
Duration of each experiment is set to 600 seconds. The effective mean arrival rate
for which all the threads are busy in case of Update requests corresponds to 16
requests per second and for Select queries corresponds to 23 requests per second.
This defines the maximum effective mean arrival rates in case of each type of the
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Table 1. Experiment Scenarios

Scenario Mean Arrival Rate [Req/Sec] Predictor State

Update Select Mixed
. S1 15 22 15 Train, Test
Static
S2 5 7 5 Test
. S3 Stepl Stepl Stepl Test
Dynamic
S4 Step2  Step2 Step2 Test

queries. The types of queries in real world applications are usually mixed of both
the mentioned query types. In order to represent a more realistic case we have also
considered a mix of 75% Select and 25% Update queries. The maximum allowed
mean arrival rate in order to keep the Poisson distribution of the arrivals in this case
is equal to 16 requests per second.

The static scenarios are designed for evaluation of performance of the NARX
response time predictor in steady state under low (p ~ 0.30) and high (p ~ 0.95)
load conditions. By load, here we mean the ratio between the mean arrival rate
and the maximum effective mean arrival rate. The dynamical scenarios are meant
to evaluate performance of the NARX response time predictor with arrival rates
changing with a step function at time 200 seconds from low to high load (Step!) or
vice versa (Step2). These are summarized in Table 1.

4. Experimental Results

Performance of the proposed predictor applied to the MySQL database server is
summarized in Table 2. In this section, MAE stands for mean absolute error, MSE
for mean squared error and SSE stands for the sum of squared errors. It should be
noted that the data used in these tests is normalized to its maximum value. This is
the reason why the maximum value of the response times is equal to one.

As it can be seen from the results in Table 2, the multi-step ahead NARX
response time predictor is well trained and shows a promising performance under
S1 and S2 considering MSE, MAE and also SSE. This shows that the proposed
response time predictor is able to accurately predict the response times of the
queries sent to the described MySQL server in 4 steps ahead under static and
steady state load conditions.

Looking at the presented experimental results in Table 2, one can observe a
large difference between the performance of the proposed response time predictor
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Table 2. Performance (MAE, MSE and SSE) of NARX m: step ahead response time
predictor for MySQL database server in scenarios S/-S4 with prediction horizon m
set to 4.

Predictor’s Performance Select Queries

Scenario  Server load p Measure Value
MSE 2.8716e —8
S1 p =0.956
MAE 0.0061
SSE 0.7964
MSE 2.8582¢ —7
S2 p =0.318
MAE 0.0055
SSE 0.2056
MSE 1.9117¢—-6
S3 p = Stepl
MAE 0.0094
SSE 2.4692
MSE 6.2844¢ —7
S4 p = Step2
MAE 0.0071
SSE 0.7352

Predictor’s Performance Update Queries

Scenario  Server load p  Measure Value
MSE 1.2331e—6
S1 p =0.935
MAE 0.0073
SSE 0.8717
MSE 4.2261e —8
S2 p =0.333
MAE 0.0065
SSE 0.4208
MSE 9.3608¢ — 8
S3 p = Stepl
MAE 0.0055
SSE 0.9220
MSE 1.4715¢ -8
S4 p = Step2
MAE 0.0055
SSE 0.4
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Table 2. (Continued)

Predictor’s Performance Mixed Queries

Scenario  Server load p  Measure Value

MSE 8.1621e—9

SI p =0.935
MAE 0.0065
SSE 0.7968
MSE 4.3381le—7
S2 p=0.333
MAE 0.0.0049
SSE 0.1487
MSE 9.3608¢ — 8
S3 p = Stepl
MAE 0.0053
SSE 0.4254
MSE 2.2948e —7
S4 p = Step2
MAE 0.0055
SSE 0.3344

under S/ for update queries compared to the select and mixed queries. This can
be related to the different nature of Select and Update queries. Select queries are
CPU constrained while the Update queries are I/O constrained. This leads to a very
different non-linear behavior of the MySQL database server depending on the query
types. As the response time predictor has been trained using the mixed queries, we
can expect that the scenario S/ for Update queries should have the worst prediction
performance as it is the extreme case which has the longest distance from the mixed
queries.

Performance of the response time predictor under dynamic load conditions
especially its performance in transient load conditions is of interest in the
following tests. Under both scenarios S3 and S4, all the performance measures
namely MSE, MAE and SSE indicate very good performance of the predictor.
Figure 6 depicts measured response times vs. estimated response times under S3
for the mixed queries. As it can be seen in the upper diagram of Figure 6, the
measured and predicted response time values are so close that it is really hard to
distinguish between them. Thus an additional figure depicting the difference
between the measured and predicted response time values or simply prediction
error has been added to the lower part of Figure 6. As it can be seen in this Figure,
the maximum prediction error for each mixed query is less than 5% which is a very
promising performance under dynamic mean arrival rates.

Performance of the proposed predictor under some more query mixes such as
(50% Select, 50% Update queries) and (25% Select and 75% Update queries) for
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Figure 6. NARX m step-ahead response time prediction of the MySQL Server
Database with mean arrival rate changing with a step from 5 to 15 requests per
second at time 200. The prediction horizon m is set to 4. (upper) Measured response
times vs. estimated response times. (lower) Difference between measured and
estimated response times.

the same sets of scenarios S7/-S4 has been investigated via experiments and very
small MAE, MSE, and SSE for the prediction error has been confirmed. Due to the
lack of space, we skipped presenting those results.

5. Conclusion

A multi-step ahead NARX response time predictor for MySQL database server,
has been proposed and its performance under several test scenarios has been
studied. The proposed predictor benefits from several promising characteristics
which turns it into a viable candidate for being implemented in admission control
products for computing systems. It is non-linear, it supports multi-step ahead
prediction, its structure is simple and its required measurements can be obtained
without any requirement on changing communication protocols or operating
systems.

It has been shown that with being trained in only one high load scenario, it still
can predict the response times of queries in MySQL database server under both high
and low load steady state scenarios with a high accuracy. Very good performance
of the proposed predictor under time varying and non-stationary scenarios has been
confirmed by very small MAE, MSE and SSE of the response time prediction.
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