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A quantitative approach for calculating the noise due to the stochastic nature of multimode laser radiation in nonlinear-optical processes is presented. The model is applicable when it is appropriate to describe the nonlinear interaction with a perturbation expansion in the incoming field, and it is derived under the assumption of independent individual laser-mode intensities and phases. It is possible to separate noise contributions from mode-amplitude and -phase fluctuations, respectively, and also to identify the noise contribution from each laser source. For coherent anti-Stokes Raman scattering (CARS) thermometry, the model shows that with a single-mode pump laser the stochastic phases in the dye laser do not generate noise in the conventional approach and that amplitude fluctuations in the dye laser(s) do not (significantly) generate noise in the dual-broadband approaches. Thus, in the dual-broadband approaches, the spectral noise in the Stokes beam is not a lower limit for the noise in the CARS beam. The model seems to overestimate the noise due to phase fluctuations and to underestimate the noise due to amplitude fluctuations.

1. INTRODUCTION

There has been great interest lately in various ways in which laser statistics influence coherent anti-Stokes Raman scattering (CARS) spectra. There is a lively debate on whether the best accuracy in CARS thermometry have been demonstrated. Recently new approaches to CARS thermometry have been demonstrated. In one of these approaches (rotational dual-broadband CARS) the noise obtained in non-Raman resonant spectra was a factor of 2 lower than with a conventional CARS setup. Currently the optimum configuration of a CARS thermometry setup is an open question. Comparisons of the experimental characteristics of CARS spectra recorded using a multimode or a single-mode pump laser have been performed for the conventional CARS setup. These have demonstrated lower noise for non-Raman resonant spectra recorded with a single-mode YAG laser than those recorded with a multimode YAG laser. However, the model used there failed to explain why a single-mode laser yielded lower noise than a multimode laser in non-Raman-reso-
by the diode. The weak-signal limit, where, e.g., shot noise, Johnson noise, and incoherent background must be taken into account, was previously analyzed for several different four-wave-mixing processes (Ref. 25 and Ref. 26, p. 156). The present analysis is primarily valid for the high-signal-intensity limit, where the noise level is primarily determined by the shot-to-shot fluctuations in the laser-mode phases and intensities. A main feature of the present model is that the noise contributions from the stochastic laser-mode phases and the stochastic laser-mode intensities can be calculated separately and that the noise contribution from each laser source is obtained separately. A simplified physical picture of the different sources of noise, as defined in this paper, can be obtained by considering two electric-field modes, $E_a$ and $E_b$, with amplitudes $a$ and $b$ and frequencies $\omega_a$ and $\omega_b$ and phases $\theta_a$ and $\theta_b$, where

$$E_a = a \exp[i(\omega_a t + \theta_a)],$$

$$E_b = b \exp[i(\omega_b t + \theta_b)],$$

and $t$ is time.

The intensity ($I_0$) from such a field would be

$$I_0 = |E_a + E_b|^2 = a^2 + b^2 + 2ab \cos[(\omega_a - \omega_b)t + \theta_a - \theta_b].$$

The noise due to shot-to-shot fluctuations in the term $a^2 (b^2)$ is considered to arise from mode-intensity fluctuations in mode $a$ ($b$), and the noise due to shot-to-shot fluctuations in the cross term

$$2ab \cos[(\omega_a - \omega_b)t + \theta_a - \theta_b]$$

is considered to arise from phase fluctuations. It may be noted that in contrast to the two first terms ($a^2, b^2$) the average intensity contribution from several shots is zero for the cross term. Noise due to phase fluctuations is often referred to as mode beating. We have used a notation in which we call the noise from the cross term mode beating if $\omega_a \neq \omega_b$ and phase incoherence if $\omega_a = \omega_b$. The multimode laser fields are modeled as a sum of a large number of modes with independent phases and amplitudes. This is a commonly used representation for the radiation from a broadband laser. The modes in the frequency-doubled YAG laser radiation are, however, not strictly independent because partial mode locking occurs in the frequency-doubling process.\(^{1,6}\) Also, a number of publications have appeared lately that indicate that this representation may not be correct for a broadband pulsed dye laser; at least this seems to be the case if the number of modes is small ($\sim 10$).\(^{26,29}\) To keep the problem tractable, independent phases and amplitudes have still been assumed for all fields. Spatial effects in the mode structure\(^{2,5,20}\) and the time dependence of both phases and amplitudes have also been neglected. Given the assumptions above, a general expression for the noise in a four-wave-mixing process is given in Section 2. In Section 3

---

**Table 1. Laser Types Used for Each of the Steps in the CARS Process Depicted in Fig. 1**

<table>
<thead>
<tr>
<th></th>
<th>CC</th>
<th>DCB</th>
<th>RDBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump laser (narrow band)</td>
<td>$\omega_a$</td>
<td>$\omega_c$</td>
<td>$\omega_c$</td>
</tr>
<tr>
<td>First broadband dye laser</td>
<td>$\omega_b$</td>
<td>$\omega_a$</td>
<td>$\omega_a, \omega_b$</td>
</tr>
<tr>
<td>Second broadband dye laser</td>
<td>---</td>
<td>$\omega_b$</td>
<td>---</td>
</tr>
</tbody>
</table>
we describe how we have applied the approach outlined in Section 2 to calculate the noise in non-Raman resonant CARS and to rotational Raman-resonant CARS for the case in which the spectral width of the pump laser is much broader than the Raman resonance. A discussion of some crucial details in the evaluation of the expressions for the noise and a physical interpretation of the different mechanisms that give rise to the noise are given in Section 4. In Section 5 a discussion is given, and in Section 6 a summary of the results is presented. All explicit calculations and proofs are collected in Appendixes A–E. In Appendix A, we show how, by starting with light fields with stochastic-mode amplitudes and phases, it is possible to obtain a deterministic expression for the mean and variance for a signal generated in a four-wave-mixing process by using three independent light sources. In Appendixes B and C examples of the explicit calculations of the noise and some mathematical details are given. In Appendix D expressions that can be used to calculate the noise in a more general n-wave-mixing process are given, and, finally, in Appendix E analytical expressions are given for the noise in various approaches to CARS as calculated by the presented model.

2. MODEL FOR CALCULATING NOISE

The description of the nonlinear interaction is similar to the ones in Refs. 6 and 31. The laser fields are described as a summation over an infinite number of independent modes:

\[ E_a = \sum_k a_k \exp\left\{-\frac{1}{2} \left( \frac{k \Omega_a}{\Gamma_a} \right)^2 + i [(\omega_a + k \Omega_a) t + \theta_k] \right\} + \text{c.c.}, \]

\[ E_b = \sum_r b_r \exp\left\{-\frac{1}{2} \left( \frac{k \Omega_b}{\Gamma_b} \right)^2 + i [(\omega_b + r \Omega_b) t + \phi_r] \right\} + \text{c.c.}, \]

\[ E_c = \sum_m c_m \exp\left\{-\frac{1}{2} \left( \frac{m \Omega_c}{\Gamma_c} \right)^2 + i [(\omega_c + m \Omega_c) t + \psi_m] \right\} + \text{c.c.}. \]

Many symbols used in this paper are defined in Table 2. Here \( \omega_a, \omega_b, \omega_c \) are the center frequencies of the multi-mode fields and c.c. stands for a complex conjugate. \( \Omega_a, \Omega_b, \) and \( \Omega_c \) are mode spacings and linewidths, respectively, of the laser sources. The electric-field mode amplitudes \( a, b, c \) and phases \( \phi, \theta, \) and \( \psi \) are assumed to be stochastic variables varying slowly in time. This time dependence will be neglected henceforth. \( \alpha^2, \beta^2, \) and \( \gamma^2 \) belong to the distributions \( \Gamma(1, i), \Gamma(1, i), \) and \( \Gamma(1, i), \) respectively (see Appendix A), and the phase factors are all real. The lower-order spatial modes focus more tightly and are thus the ones mainly contributing to the generation of the CARS signal. The lasers are assumed to operate in their lowest-order spatial mode, and differences in beam overlap are neglected. Thus the spatial integration may be replaced by multiplication by a constant.

In the weak-interaction limit the nonlinear polarization \( [P^{(3)}] \) for a general four-wave-mixing process can be written as (Ref. 26, p. 46)

\[ P^{(3)} \sim \chi^{(3)}E_xE_yE_z, \]

where \( \chi^{(3)} \) is the third-order nonlinear susceptibility. In the weak-signal limit the generated electric field is proportional to the induced polarization. In particular, the field at frequencies near \( \omega_a, \omega_b, \omega_c \)

\[ \text{[which would correspond to the anti-Stokes field (}E_{as}\text{) in CARS]} \]

is given by

\[ E_{as} \sim \sum_{krm} E_{as}(\omega_{krm}) = \sum_{k} \sum_{r} \sum_{m} \chi^{(3)}_{krm} a_k b_r c_m \times \exp\left\{-\frac{1}{2} \left( \frac{k \Omega_a}{\Gamma_a} \right)^2 + \left( \frac{r \Omega_b}{\Gamma_b} \right)^2 + \left( \frac{m \Omega_c}{\Gamma_c} \right)^2 \right\} \times \exp\left\{i [(\omega_a - \omega_b + \omega_c + k \Omega_a - r \Omega_b + m \Omega_c) t + \phi_k - \phi_r + \psi_m] \right\} + \text{c.c.}, \]

where \( \omega_{krm} \) is the frequency of the generated field for the particular mode combination \( k, r, \) and \( m, \) and \( \chi^{(3)}_{krm} \) may be frequency dependent. For the generated intensity \( \langle I \rangle \) at, e.g.,, frequency \( \omega_{as} = \omega_a - \omega_b + \omega_c \), we may write

\[ I = \sum_{krm} a_k a_r b_r c_m \times H(k, l, r, s, m, n). \]

\( H \) is a deterministic function containing, e.g., the third-order nonlinear susceptibility, the response of the detection system (to be briefly discussed in Section 3), and the nonstochastic parts of the laser fields. The expected value \( E(I) \) and the variance \( V(I) \) for the intensity above (assuming three independent laser sources) can be written in the simple form (see Appendix A)

\[ E(I) = \langle i \rangle \frac{\sigma_c}{\Gamma_c} \sum_{krm} H(k, l, r, s, m, n), \]

\[ \sigma(I) \] Standard deviation of \( x \)

\[ \sigma(I)/\langle I \rangle \] noise

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_i )</td>
<td>Bandwidth of laser ( i )</td>
</tr>
<tr>
<td>( \Gamma_r )</td>
<td>Linewidth of Raman resonance</td>
</tr>
<tr>
<td>( W )</td>
<td>Spectral width of detection system's instrument function</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>( (\Gamma_a^2 + \Gamma_b^2 + \Gamma_c^2 + W^2)^{1/2} )</td>
</tr>
<tr>
<td>( \Delta m )</td>
<td>Frequency difference between the center frequency transmitted through the detection system to diode ( \alpha ) and the frequency where a nonresonant CARS signal would have its maximum</td>
</tr>
<tr>
<td>( T )</td>
<td>Duration of anti-Stokes pulse</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
</tr>
<tr>
<td>( I )</td>
<td>Intensity detected by one diode in the diode array</td>
</tr>
<tr>
<td>( \langle x \rangle )</td>
<td>Expected value of ( x )</td>
</tr>
</tbody>
</table>

\( \sigma(x) \) Standard deviation of \( x \)
\[ V(l) = \sum_{k_{l}r_{m}} H(k_{l}r_{m}m)H(l_{n}m) \]

\[ + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) + H(k_{l}r_{m}m)H(l_{n}m) \]

where \( [S_{\alpha}(\omega)]^{2} \) is the detection system’s instrument function for diode \( \alpha \), chosen such that \( S_{\alpha}(\omega) = \exp[-(\omega_{\alpha} - \omega)^{2}/(2\omega^{2})] \), and \( \omega_{\alpha} \) is the center frequency impinging upon diode \( \alpha \). The nonlinear third-order susceptibility \( \chi^{(3)} \) is a real constant in the non-Raman-resonant case. The anti-Stokes intensity registered by the detector is then proportional to

\[ \sum_{k_{l}r_{m}}^{(l_{n}m)} E_{as}(\omega_{k_{l}r_{m}m})S_{\alpha}(\omega_{k_{l}r_{m}m}) \]

yielding

\[ I_{N}(\Delta_{\alpha}) = \frac{I(\Delta_{\alpha})}{\sum_{\beta} I(\Delta_{\beta})} \]

where

\[ \Delta_{\omega} = (k - l)\Omega_{a} - (r - s)\Omega_{b} + (m - n)\Omega_{c} \]

and

\[ \Delta_{\omega} = \omega_{\alpha} - \omega_{\alpha}^{0} + \omega_{\alpha}^{0} - \omega_{\alpha}^{0} \]

Consider a single diode in the diode-array detector. Assume that the intensity \( I(l) \) in this diode is normalized by dividing by the total intensity recorded by all diodes. This is normally done in order to eliminate the overall intensity fluctuations in the anti-Stokes pulse such that only the spectral fluctuations in the laser pulses contribute to the noise. The normalized intensity \( I_{N} \) in an arbitrary diode \( \alpha \) may then be written as

\[ I_{N}(\Delta_{\alpha}) = I(\Delta_{\alpha})/\sum_{\beta} I(\Delta_{\beta}) \]

where the summation over \( \beta \) is made over all diodes in the diode array. The mean and variance for \( I_{N} \) can be estimated by using the first-order Gaussian approximation for the ratio between two random variables. For broadband CARS the following conditions will generally be valid (\( \mathbf{x} = a, b, c \)):

\[ \Omega_{x} \ll \min(W, \Gamma_{x}) \]

\[ T\Omega_{x} \gg \pi/2 \]

The conditions in expressions (4) imply that the summations over mode combinations necessary to calculate the intensity, in most cases, may be replaced by integrations without significant loss in accuracy. The exceptions when this is not the case are discussed in Section 4. The evaluation of \( E(l) \) and \( V(l) \) for the three-laser case is outlined in Appendix B. Explicit expressions for the noise calculated for non-Raman-resonant CARS using CC, DBC, and RDBC are given in Appendix E. In the calculations for single-mode pump laser cases the single-mode fields are assumed to be deterministic and are represented by delta functions in frequency space. For Raman-resonant CARS the calcula-
tion is restricted to the special case of a single Raman line centered at the transmission maximum of the detection system. With the exception of the RDBC case, the laser profiles are assumed to be tuned to give maximum intensity at the corresponding anti-Stokes wavelength. Thus, for the Raman-resonant case,

\[ H(k, l, r, s, m, n) = \exp \left\{ -\frac{1}{2} \left[ \frac{(k^2 + l^2)\Omega_a^2}{\Gamma_a^2} + \frac{(r^2 + s^2)\Omega_b^2}{\Gamma_b^2} + \frac{(m^2 + n^2)\Omega_c^2}{\Gamma_c^2} \right] \times \exp \left\{ -\frac{1}{2} \left[ \frac{(k\Omega_a - r\Omega_b + m\Omega_c - \Delta_a)^2 + (r\Omega_a - s\Omega_b + n\Omega_c - \Delta_a)^2}{W^2} \right] \times \sin \left( \frac{T}{2} \left[ (k - l)\Omega_a - (r - s)\Omega_b + (m - n)\Omega_c \right] \right) \right\} \]  

where \( \Delta_a = 0 \) for CC and DBC. This approach is reasonably correct for rotational CARS, where the spacings between the Raman resonances are normally larger than the width of the instrument function. A vibrational CARS spectrum corresponds to an intermediate case, and the non-Raman-resonant situation corresponds to a case in which all anti-Stokes modes have nearly the same weight. The explicit evaluation of the Raman-resonant case, as above, is performed for

\[ \Gamma_a, \Gamma_b, \Gamma_c, W \gg \Gamma_r \gg 1/T, \]

where \( \Gamma_r \) is the width of the Raman resonance. These conditions will generally be fulfilled for the YAG laser pumped system operating without an étalon in the YAG laser, but they are normally not fulfilled if an étalon is inserted into the YAG laser in order to narrow its bandwidth. In the second part of Appendix B the calculation of the noise for the Raman-resonant case is briefly described, and the expressions for the noise are given in Appendix E.

4. ANALYSIS

One of the main differences between this treatment and the previous treatments of noise in broadband CARS \(^4,5\) is that a quantitative estimate is made of the effect that random phases of the individual modes in the multimode lasers will have on the noise. The noise depends critically on how the sinc function in Eq. (3) is treated in the summation over all modes. This point is thus examined in some detail.

A necessary requirement for replacing the summations in Eqs. (2) by integrations is that there are not too few combinations of \( k, l, r, s, m, n \) yielding a value of \( \Delta \omega T \) \( < \pi \).

As an example we have for CC,

\[ \Delta \omega = (k - l + m - n)\Omega_a - (r - s)\Omega_b = P\Omega_a + S\Omega_b, \]

where \( P = k - l + m - n \) and \( S = s - r \) are integers. \( \Delta \omega \) is the beat frequency between the anti-Stokes modes \( k\Omega_a - r\Omega_b + m\Omega_c \) and \( l\Omega_a - s\Omega_b + n\Omega_c \). It is clear that for every \( P \) there exists an \( S = S_{\text{MIN}}(P) \) yielding a minimum value of \( \Delta \omega \) (\( \Delta \omega_{\text{MIN}} \)) such that \( \Delta \omega_{\text{MIN}} = |P\Omega_a + S\min(P)\Omega_b| < \omega_T/2 \). With \( N \) pump modes these can be combined to a \( P \) in \( N^4 \) ways, and there will be \( \sim 4N \) different values for \( P \). For \( T = 10^{-8} \) sec and \( \Omega_b = 0.01 \) cm\(^{-1} \), \( |\Delta \omega_{\text{MIN}} T| \approx 3\pi \). \( \Delta \omega_{\text{MIN}} \) may be expected to be uniformly distributed in the interval \( \pm 3\pi/T, 3\pi/T \) as \( P \) runs through its \( 4N^4 \) different values. Thus there will be approximately \( N^4/3 \) pump-mode combinations yielding a value of \( \Delta \omega T/2 \) in the interval \( (-\pi/2, \pi/2) \), and there will be roughly \( 4N^3/3 \) different values of \( \Delta \omega_{\text{MIN}} T \) in this interval. Computer simulations show that even for such small values of \( \Gamma_a \) as \( \Gamma_a/\Omega_a = 10 \), the error in approximating the sum by an integral is less than 1%. With a single-mode pump laser, however, \( \Delta \omega_{\text{MIN}} = \Omega_a \) for \( r \neq s \), and there are now no mode-beating terms with a value of \( \Delta \omega T \) in the interval \( (-6\pi, 6\pi) \). Thus terms for which \( r \neq s \) will now only give a negligible contribution, and the sinc function is best replaced by a delta function \( \delta(r - s) \). To visualize how the different noise terms appear, we examine the expression for the noise in non-Raman-resonant DBC [rewritten from Eq. (E3) below]:

\[
\sigma(I) = \left\langle \frac{1}{(2\pi)^{1/4}} \sum_{x=a,b,c} \frac{\Omega_x^{1/2}}{\Gamma} \cdot \left( \frac{1}{(\Gamma^2 - \Gamma_x^{1/2})^{1/2}} + \frac{2\pi}{T} \right)^{1/2} \right\rangle. \tag{6}
\]

Now, again consider Eq. (3):

\[
H(k, l, r, s, m, n) = \exp \left\{ -\frac{1}{2} \left[ \frac{(k^2 + l^2)\Omega_a^2}{\Gamma_a^2} + \frac{(r^2 + s^2)\Omega_b^2}{\Gamma_b^2} + \frac{(m^2 + n^2)\Omega_c^2}{\Gamma_c^2} \right] \times \sin \left( \frac{T}{2} \left[ (k - l)\Omega_a - (r - s)\Omega_b + (m - n)\Omega_c \right] \right) \right\}, \tag{7}
\]

where the indices have been grouped in pairs. If one and only one of the three pairs is different, as in the first three terms in Eq. (2b) [corresponding to the first three terms, respectively, in Eq. (6)], the sinc function is approximated by a delta function, as discussed above. This is explicitly done in Appendix B by setting \( \sum H(k, l, r, s, m, n)H(k, l, r, s, n, m)H(k, l, s, s, n, n) = \int H(k, l, r, r, m, m)H(k, s, s, s, n, n) \) for the first term in Eq. (2b). If the first-order Gaussian approximation is used to calculate the variance for a function \( F \), which is a function of the independent stochastic variables \( x_i, i = 1, 2, 3, \ldots \), we have

\[
V(F) = \sum_i V(x_i) \left( \frac{\partial F}{\partial x_i} \right)^2, \tag{8}
\]
where the index $E$ indicates that the derivative is to be evaluated at the expected values of $x_i$. The first term in Eq. (6) is (apart from a numerical factor) equal to

$$\sum_k V(a_k) \left[ \left( \frac{\partial N}{\partial a_k} \right)^2 \right]_E$$

in the Gaussian approximation, where $a_k$ are the stochastic-mode amplitudes in laser a and $N$ is the normalized diode intensity. Thus the term above can be interpreted as arising from amplitude fluctuations in the modes from laser a. As can be seen from Eq. (6), each of the first three terms is inversely proportional to the square root of the number of modes from one of the lasers contributing to the signal in that particular diode. Thus, for all three lasers, there is one noise contribution due to stochastic-mode-intensity (or-amplitude) variations. In non-Raman-resonant CARS the signal contribution from mode-intensity fluctuations is the same for all diodes in the diode array for a laser a with

$$\Gamma_x \ll \left( \Gamma_a^2 + \Gamma_b^2 + \Gamma_c^2 + W^2 \right)^{1/2}$$

(e.g., a multimode pump laser in CC). For such a case, the normalization employed in Section 3 eliminates this noise contribution. In Eq. (6) this is manifested through the function $F_a$, which arises from the normalization [see Eq. (B8) below].

If the two components in one, and only one, of the three pairs of indices in $H$ above are equal, the last three terms in Eq. (6) are obtained. If none of the pairs has two indices that are equal, then the last term is obtained [compare Eq. (2b)]. These last four terms correspond to mode beating between anti-Stokes modes. The first three of these terms correspond to beating between anti-Stokes modes where, for one, and only one, of the lasers, photons from the same mode have been used to create the anti-Stokes photons. In the last four terms in Eq. (6) none of the lasers contributes a photon from the same mode to the different pairs of anti-Stokes components beating against each other.

A possibly more physical picture of how the mode-beating terms contribute to the noise is to consider anti-Stokes electric-field modes with random phases and a mode separation $\Delta \omega$ impinging upon a diode after passing the detection system with an instrument function with a spectral width $W$. The intensity registered by that diode is proportional to the square of the electric field averaged over the anti-Stokes laser pulse duration $T$. In Fig. 2 an instrument function with a width $W$ and two electric-field modes, separated by an interval $\Delta \omega$ in frequency, is shown. The intensity generated by these two modes contains a term oscillating with a frequency $\Delta \omega$. If $\Delta \omega T > \pi$, this term will average to zero if integrated over the laser pulse, but if $\Delta \omega < \pi/T$, there will generally be a net contribution to the intensity registered by the diode from the beat signal. By considering all possible mode combinations, we can infer that the number of phase-incoherent terms fulfilling the condition $\Delta \omega T < \pi$ is proportional to $W/T$. Because of the random phases, the average value of their contribution is zero with a standard deviation of $(W/T)^{1/2}$. The number of mode combinations contributing to the recorded intensity is proportional to $W$. Thus this noise contribution is proportional to $1/(W/T)^{1/2}$, which corresponds to the last term in Eq. (6). The three terms before last one can be motivated by similar arguments.

Fig. 2. A conceptual picture of an instrument function with the spectral width $W$ and two anti-Stokes modes with a frequency separation $\Delta \omega$ transmitted through the detection window. The two modes will give rise to a beat signal at frequency $\Delta \omega$ in the detector. The horizontal scale is frequency, and the vertical scale is intensity (arbitrary units).

As a special case, consider now the situation when two photons (e.g., $a$, $b$, and $c$) are taken from the same laser. The sinc$^2$ function in the term where $k \not= l$ and $r = s$ but $m \not= n$ should here again be replaced by $\delta(k - l - m + n)$ in the calculation. The influence of such a term is discussed in Ref. 8 for the case $\Gamma_a = \Gamma_b \ll \Gamma$. For such a case all diodes in the diode array would experience the same contribution from this term, and this noise contribution is, as pointed out in Ref. 8, eliminated by the type of normalization that has been employed in Section 3 before calculating the noise. If, however, the bandwidth of the laser generating this incoherent term is large, as in RDBC, this contribution will be different for different diodes and can no longer be eliminated by normalization. This term is the main contribution to the noise in RDBC. One way to understand this term is to consider the mode-beating case first and then to assume that the two modes have the same frequency. With two anti-Stokes modes $\omega_a$ and $\omega_b$, with phases $\phi_1$ and $\phi_2$, the registered intensity $\int E_a E_b \, dt$ will contain terms of the type

$$\int \exp[i(\omega_a - \omega_b) t + \phi_1 - \phi_2] \, dt$$

Assume that a mode combination has been found for which $\omega_a$ exactly equals $\omega_b$. The recorded signal will then be proportional to $\cos(\phi_1 - \phi_2)$. The size of this contribution is thus determined by the relative phases of the modes, and, although the mode beating is now absent, there will still be a phase-incoherent noise contribution from these modes. Furthermore, this contribution will not be decreased by an averaging over the laser pulse as a mode-beating term is. Thus this type of phase-incoherent contribution may be expected to be particularly strong. If two photons are taken from the same (multimode) laser, there will clearly be a large number of mode-combination pairs that have exactly the same frequency. An equivalent term arising in sum-frequency generation is briefly discussed in Ref. 31.

5. DISCUSSION

In deriving the expression for the noise in a nonlinear-optical process the electric fields have been modeled as a sum of modes with stochastic and independent amplitudes and phases. On the basis of this approach, it is possible to separate the noise contribution into two types, one due to the random amplitudes and one due to the random phases.
The incoherent contribution due to the random phases may, as was described in Section 4, be separated into a mode-beating and a non-mode-beating term. For all three techniques, CC, DBC, and RDBC, the noise in non-Raman-resonant and Raman-resonant (for the particular situation described in Section 3) CARS is calculated for both a multimode and a single-mode pump laser by using the data given in Table 3. The results of these calculations are given in Tables 4 and 5.

The two types of noise have quite different characteristics. The random amplitudes cause variations in the coherent intensity contribution to the nonlinear signal. These variations can be reduced by letting as many modes as possible participate in the generation of the signal. This is effective-ly what is happening in DBC and RDBC, where the mode-amplitude fluctuation part is consequently negligible. An effect of this type was anticipated in the papers originally introducing these approaches to CARS.\textsuperscript{15,17}

The noise from phase fluctuations is, in contrast to the amplitude noise, incoherent. Contrary to the case for the coherent noise, the incoherent noise is decreased when as few incoherent terms as possible contribute to the signal. Thus reducing the coherent noise seems (at least at first sight) incompatible with reducing the incoherent noise and vice versa. The incoherent-noise contribution arises as soon as more than one photon in the wave-mixing process comes from a multimode source. (If \(\Omega_b < \Gamma\) the incoherent-signal contribution may also be significant with only one photon from a multimode laser.) It may be clarifying to study a particular case in more detail. The main noise term in Raman-resonant CARS with a single-mode pump laser is

\[
\frac{\Omega_b^2}{2\pi \Gamma} \left( \frac{1}{\Gamma T} \right)^{1/2}
\]

for CC and RDBC and

\[
\frac{1}{\Gamma T} \left( \frac{1}{\Gamma T} \right)^{1/2}
\]

for DBC. In CC the noise comes from mode-amplitude variations. The dye-laser mode spacing may then be decreased in order to increase the number of modes participating in driving the Raman resonance and thus reducing the noise. This will be effective until \(\Omega_b \Gamma T\) is of the order of \(\pi\). Two adjacent dye-laser modes are then so close in frequency that mode beating between these two modes will be too slow to be averaged to zero during the anti-Stokes pulse, and a phase-incoherent contribution will start to appear for the CC single-mode case. In a more mathematical approach the fact that \(\Omega_b \Gamma T\) is of the order of \(\pi\) means that the \(\text{sinc}^2\) function in Eq. (3) can no longer be replaced by a delta function before the integrations are carried out, as was described in Section 4. We can actually show that in the limit of zero mode spacing, the noise in CC (single mode) will decrease to \(1/(\Gamma T)^{1/2}\), the noise observed in DBC. As can be seen from Table 4, the noise in the non-resonant CC single-mode case is determined by mode-amplitude fluctuations in the dye laser only. This is the spectral noise in the dye laser. In the case of DBC the total noise is indeed below this value. Essentially, the noise in DBC is given by expression (7b) with \(\Gamma_r\) exchanged for \(\Gamma\). This can also be inferred from Eq. (E4 below) and Table 3.

At this point, it is interesting to compare the calculated results with experimental data. In CC (single-mode) we essentially need to take only the amplitude noise into account. Snelling et al.\textsuperscript{9,14} have compared the noise in experimental vibrational CARS spectra with theoretical calculations of mode-amplitude noise for this experimental configuration. A factor-of-1.4 higher noise than predicted by the theoretical calculations is observed in the experimental spectra for the non-Raman-resonant, as well as the Raman-resonant, case.\textsuperscript{14} On the other hand, in a comparison with the experimental noise measured by Aldén et al.\textsuperscript{17} for non-Raman-resonant RDBC (multimode), the theoretical model presented here overestimates the noise by a factor of 1.8. From expressions (7) it is seen that the analytical expressions for the main noise terms are the same in CC and RDBC, and this is, as a matter of fact, also the case for non-Raman-resonant CARS. A more extensive investigation of the noise- and temperature-accuracy properties of rotational CARS, which may be compared with the present model, is in progress.\textsuperscript{33}

In practice, CC and RDBC may not give the same noise at all. The theoretical expressions in Eq. (2) and in Eqs. (D1) and (D2) below are exact under the conditions given. However, several approximations have been made in

---

### Table 3. Values Used When Calculating the Noise in Tables 4 and 5\textsuperscript{a}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CC</th>
<th>DBC</th>
<th>RDBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_r)</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(\Gamma_b)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(\Gamma_{rb})</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Common for All Three Experimental Approaches

\(\Omega_b = \Omega_b = \Omega_r = 0.01\)

\(W = 1.0\)

\(T = 8.3\) nsec

\(\Gamma_r = 0.03\)

\(\text{a Units are inverse centimeters if not otherwise stated. All \(\Omega's, \Gamma's, \text{and } W \text{ must be multiplied by a factor of } 2 \pi c, \text{where } c \text{ is the velocity of light } (=3 \times 10^{10}\text{ cm/sec}). To convert to FWHM's the } \Gamma's \text{ and } W \text{ need to be multiplied by a factor of } 2/(\ln 2)^{1/2}. \text{ All quantities are defined in Table 2.} \)

### Table 4. Calculated Noise for Nonresonant CARS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CC</th>
<th>DBC</th>
<th>RDBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode-amplitude fluctuations</td>
<td>6</td>
<td>6</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Mode beating</td>
<td>—</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Phase-incoherence non mode beating</td>
<td>—</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Total (added in quadrature)</td>
<td>6</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

\(\text{a SM, single-mode pump laser; MM, multimode pump laser.} \)

### Table 5. Calculated Noise in a Spectrum Where a Single Raman Resonance Contributes to the Signal in Each Diode

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CC</th>
<th>DBC</th>
<th>RDBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode-amplitude fluctuations</td>
<td>23</td>
<td>11</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Mode beating</td>
<td>—</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Phase-incoherence non mode beating</td>
<td>—</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Total (added in quadrature)</td>
<td>23</td>
<td>23</td>
<td>15</td>
</tr>
</tbody>
</table>

\(\text{a SM, single-mode pump laser; MM, multimode pump laser.} \)
order to arrive at them. Transverse modes have been neglected, amplitudes and phases have been assumed not to change during the laser pulse, and all mode amplitudes and phases have been assumed to be independent. Deviations from these conditions may affect, e.g., CC and RDBC differently. In particular, we may expect that the CC noise would be reduced for a laser experiencing amplitude locking and that the RDBC noise would be reduced for a laser experiencing phase locking. Spontaneous processes of these types have been observed in some multimode dye lasers.35,36,37

It is thus questionable whether the model can be used for quantitative predictions of noise. It may, however, be helpful for qualitative interpretations and, in particular, it shows that if we assume multimode sources with independent modes the noise should be larger in non-Raman-resonant CARS when the CC multimode approach is used than with the CC single-mode approach, as has been shown experimentally.4 The mode-beating term contributing in this case will also contribute to Raman-resonant spectra and may thus be one of the sources of the noise observed by Snelling et al.,14 in addition to the mode-amplitude noise in their multimode spectra. They have noted that (for their system) the Stokes and pump laser intensities appear to be correlated in time (on a nanosecond time scale),4,14 and they point out that this may be the reason for the increased noise when a multimode pump laser is used. As can be seen from Table 5, the model fails to predict the reduction of noise that is obtained in Raman-resonant spectra when a multimode pump laser is used. This would be consistent with the fact that the model underestimates the noise due to mode-amplitude fluctuations and overestimates the noise due to phase fluctuations. It is unclear exactly how the statistics of laser radiation should deviate from what has been assumed in order to reproduce this behavior.

From the analysis presented here and the comparisons with experimental measurements, it seems that to design the optimum experimental approach it would be helpful to know more about the characteristics of the statistics of the laser radiation. One may also attempt to manipulate the laser radiation such that it suits the experimental approach chosen. An approach to achieve phase locking has recently been demonstrated by Li et al.30

A completely different approach to reduce the noise in CARS measurements would be to use accurate referencing. This has long been considered a difficult task. As discussed in Ref. 10, it is important to ascertain that the same modes contribute to the reference spectra and the signal for successful referencing. This seems to be a necessary condition. At present, it is, however, unclear to what extent it is a sufficient condition.

6. SUMMARY

An approach for calculating the noise in a general four-wave-mixing process, in which the generated field is weak and a perturbation expansion in the incoming fields is sufficient for calculating the induced polarization, has been presented. Mode amplitudes and phases of the electromagnetic fields have been assumed to be uncorrelated, and their time dependence during the laser pulse has been neglected. The model is strictly correct only for uncorrelated and uniformly distributed laser-mode phases. This model has been used to evaluate explicitly the noise in different experimental approaches to broadband CARS, yielding the following information on noise in broadband CARS as it is used in thermometry.

Generally two principal sources of noise can be identified. From each multimode source there is a term, inversely proportional to the square root of the number of modes, that contributes to the CARS signal. Normalizing the intensity registered by a single diode to the total intensity registered by the diode array, as is generally done in CARS thermometry, will tend to eliminate this noise contribution for a laser with a bandwidth that is much smaller than the convoluted bandwidth of all laser sources and the instrument function. The reason for this is that this contribution will be the same for all diodes and that the different types of noise contribution are statistically independent. The other main source of noise arises from the phase incoherence in the multimode lasers, which adds noise primarily through mode beating between the generated anti-Stokes modes. If the different mode combinations are frequency degenerate, noise will still be added because the phases for different mode combinations will be different. The analysis shows that it is essentially only the stochastic laser-mode phases (and not the stochastic-mode amplitudes) that cause the noise in the dual-bandwidth techniques, and, conversely, it is only the stochastic-mode amplitudes (i.e., the spectral noise in the dye laser) that cause the noise in the conventional CARS single-mode pump laser case. Consequently, the dye-laser spectral noise is not a limiting factor in the temperature accuracy in the dual-bandwidth approaches.

The model predicts that the noise in nonresonant broadband CARS is higher with a multimode YAG laser than with a single-mode YAG laser, as a multimode YAG laser will contribute to the noise through phase incoherence. This result is supported by existing experimental data.4,9

In general, however, the model seems to underestimate the noise due to amplitude fluctuations and to overestimate the noise due to phase incoherence. As the exact mathematical and statistical description of the laser radiation is unknown, the discrepancy may, in principle, arise from an incorrect representation of the laser fields. A conclusion that may be drawn from the calculations is that it may be possible to reduce the noise and thus to improve the accuracy in single-shot broadband CARS by using amplitude- and/or phase-locked lasers.

APPENDIX A

Consider two complex-valued random variables

\[
I_j = \sum_{k \in \text{random}} a_k a_j b_k c_m e_n \exp(i[(\theta_k - \theta_j) - (\phi_k - \phi_j)]) \]

+ \langle \psi_m - \psi_j \rangle |\mathcal{H}_j(k, l, r, s, m, n), \quad j = 1, 2,

where the summation is performed over all integers, including infinity. The functions \(\mathcal{H}_j\) are deterministic but otherwise arbitrary, \(j = 1, 2\). \([x^2]\) is a sequence of independent, exponentially distributed random variables with mean \(i\), \(x = a, b, c\), and \(|y|\) is a sequence of independent random variables that are uniformly distributed over the interval
(0, 2π), y = θ, φ, ψ. Furthermore, these six sequences of real random variables are independent of one another.

We will calculate here the expected value \( E(I_1) \) and the covariance \( C(I_1, I_2) \) between the random variables \( I_1 \) and \( I_2 \). At the end of this appendix we will choose \( H_1 = H_2 = H \), and hence \( I_1 = I_2 = I \), and we will determine \( E(I) \) and \( V(I) = C(I, I) \) as a special case.

For a complex-valued random variable \( Z = Z_1 + iZ_2 \), where \( Z_1 \) and \( Z_2 \) are random real variables, the mean is \( E(Z) = E(Z_1) + iE(Z_2) \).

Suppose that \( X^2 \) is exponentially distributed with a mean \( m \), i.e., that \( X^2 \) \( \sim \Gamma(1, m) \). Then, \( X^2 \) has the density \( f(z) = \frac{1}{m} \exp(-z/m) \) for \( z > 0 \), and hence \( E(X^2) = m, \ E(X^4) = 2m^2 \).

If \( Y \) is uniformly distributed over the interval \( (0, 2\pi) \) we have, for an integer \( k \), if \( k \neq 0 \), and 0 otherwise.

Mean

Because the six sequences are independent, we have

\[
E(I_1) = \sum_{klrmn} E(a_k a_r) E(b_l b_m) E(c_n c_m) E(\exp[i(\theta_k - \theta_l)]) \times E(\exp[i(\phi_s - \phi_t)]) E(\exp[i(\psi_m - \psi_n)]) \times H_1(k, l, r, s, m, n).
\]

Consider the expected value \( E[\exp[i(\theta_k - \theta_l)]] \). If \( k \neq l, \theta_k \) and \( \theta_l \) are independent, and if we use (A3), we have

\[
E[\exp[i(\theta_k - \theta_l)]] = E[\exp(i\theta_k)] E[e(-i\theta_l)] = 0.
\]

But if \( k = l, \) we have \( E[\exp[i(\theta_k - \theta_l)]] = 1 \).

The same argument for \( \phi \) and \( \psi \) gives

\[
E(I_1) = \sum_{klrmn} E(a_k^2 b_l^2 c_n^2) H_1(k, k, r, r, m, m).
\]

Covariance

First we write

\[
I_j = \sum_{n=1}^{8} S_j(n), \quad j = 1, 2,
\]

where

\[
S_j(1) = \sum_{klrmn} a_k a_r b_l b_m c_n c_m \exp[i(\theta_k - \theta_l) + (\phi_s - \phi_t) + (\psi_m - \psi_n)] 
\times H_1(k, l, r, s, m, n),
\]

\[
S_j(2) = \sum_{klrmn} a_k a_r b_l b_m c_n c_m^2 \exp[i(\theta_k - \theta_l) + (\phi_s - \phi_t)]
\times H_1(k, l, r, s, m, m),
\]

\[
S_j(3) = \sum_{klrmn} a_k a_r b_l^2 c_n c_m \exp[i(\theta_k - \theta_l) + (\psi_m - \psi_n)]
\times H_1(k, l, r, s, m, m),
\]

\[
S_j(4) = \sum_{klrmn} a_k^2 b_l b_m c_n c_m \exp[i(\phi_s - \phi_t)]
\times H_1(k, l, r, s, m, m),
\]

\[
S_j(5) = \sum_{klrmn} a_k^2 b_l^2 c_n^2 \exp[i(\theta_k - \theta_l)]
H_1(k, l, r, s, m, m),
\]

\[
S_j(6) = \sum_{klrmn} a_k^2 b_l b_m c_n \exp[i(\phi_s - \phi_t)]
\times H_1(k, l, r, s, m, m),
\]

\[
S_j(7) = \sum_{klrmn} a_k^2 b_l^2 c_n^2 \exp[i(\psi_m - \psi_n)]
H_1(k, l, r, s, m, m),
\]

\[
S_j(8) = \sum_{klrmn} a_k^2 b_l^2 c_n^2 \exp[i(\phi_s - \phi_t)]
\times H_1(k, l, r, s, m, m),
\]

This partition of \( I_j \) is convenient because we can show that \( C[S_1(u), S_2(v)] = 0 \) when \( u \neq v \), and hence

\[
C(I_1, I_2) = \sum_{u=1}^{8} C[S_1(u), S_2(u)]. \quad (A5)
\]

Therefore it only remains to calculate the covariances

\[
C[S_1(u), S_2(u)], \quad u = 1, \ldots, 8:
\]

\[
C[S_1(1), S_2(1)] = \sum_{klrmnopqtuv} H_1(k, l, r, s, m, n) H_2(o, p, q, t, u, v) C_1,
\]

where

\[
C_1 = C(a_k a_r b_l b_m c_n c_m \exp[i(\theta_k - \theta_l) + (\phi_s - \phi_t)]
\times \exp[i(\theta_0 - \theta_0) + (\phi_t - \phi_t) + (\psi_0 - \psi_0)]).
\]

Because

\[
E(a_k a_r b_l b_m c_n c_m \exp[i(\theta_k - \theta_l) + (\phi_s - \phi_t) + (\psi_m - \psi_n)]) = 0
\]
and because the sequences are independent, we have
\[ C_1 = E(a_o a_p a_o a_p)E(b_o b_p b_o b_p)E(c_o c_p c_o c_p) \]
\[ \times E[\exp[i(\theta_o - \theta_p + \theta_o - \theta_p)]] E[\exp[i(\phi_o - \phi_p + \phi_o - \phi_p)]] \]
\[ \times E[\exp[i(\psi_o - \psi_p + \psi_o - \psi_p)]] ] \]

Now consider the mean $E[\exp[i(\theta_o - \theta_p + \theta_o - \theta_p)]]$. Clearly, if one index differs from the other three, say $k$, then $\theta_k$ is independent of $\theta_o$, $\theta_p$, and $\theta_m$ and hence the mean is zero. Furthermore, it is obvious that this mean differs from zero only when $\theta_o = \theta_p$, $\theta_o = \theta_m$, or $\theta_o = \theta_m$, which means $k = o$ and $l = o$. A similar argument holds for $\phi$ and $\psi$, so when $k = o$, $l = p$, $r = q$, and $m = t$, we have $C_1 = E(a_o a_p a_o a_p)E(b_o b_p b_o b_p)E(c_o c_p c_o c_p)$, and $C_1 = 0$ otherwise.

Because $k \neq l$, $r \neq s$, and $m \neq n$, by independence and by using Eq. (A1), we then have
\[ C_1 = (i_o i_p i_o i_p)^2. \]

Hence we have
\[ C[S_1(1), S_2(1)] \]
\[ = (i_o i_p i_o i_p)^2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n), \]
\[ C[S_1(2), S_2(2)] \]
\[ = \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n)C_2, \]
\[ \text{(A6)} \]

where
\[ C_2 = C(a_o a_p b_o b_p c_o c_p) \exp[i(\theta_o - \theta_p) + (\phi_o - \phi_p)] \]
\[ a_o a_p b_o b_p c_o c_p \exp[i(\theta_o - \theta_p) + (\phi_o - \phi_p)]. \]

By using arguments similar to those for the calculation of $C_1$, we have
\[ C_2 = E(a_o a_p a_o a_p)E(b_o b_p b_o b_p)E(c_o c_p c_o c_p) \]
\[ \times E[\exp[i(\theta_o - \theta_p + \theta_o - \theta_p)]] \]
\[ \times E[\exp[i(\phi_o - \phi_p + \phi_o - \phi_p)]] \]
\[ = E(a_o a_p a_o a_p)E(b_o b_p b_o b_p)E(c_o c_p c_o c_p) \]
\[ = (i_o i_p i_o i_p)^2 E(c_o c_p c_o c_p), \]
when $k = o$, $l = p$, $r = q$, and $C_2 = 0$ otherwise.

We have to separate the cases where $m = n$ or $m \neq n$. If $m = n$, from Eq. (A2),
\[ C_2 = (i_o i_p i_o i_p)^2 E(c_o c_p c_o c_p) = 2(i_o i_p i_o i_p)^2. \]
If $m \neq n$, $c_m$ and $c_n$ are independent, and hence
\[ C_2 = (i_o i_p i_o i_p)^2 E(c_m c_n) = (i_o i_p i_o i_p)^2. \]

We therefore have
\[ C[S_1(2), S_2(2)] = (i_o i_p i_o i_p)^2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n) \]
\[ \times H(k, l, r, s, m, n) \]
\[ + 2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n) \]
\[ \times H(k, l, r, s, m, n). \] (A7)

By symmetry we must have
\[ C[S_1(3), S_2(3)] \]
\[ = (i_o i_p i_o i_p)^2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n) \]
\[ + 2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n) \]
\[ \text{(A8)} \]
\[ C[S_1(4), S_2(4)] \]
\[ = (i_o i_p i_o i_p)^2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n) \]
\[ + 2 \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n) \]
\[ \text{(A9)} \]
\[ C[S_1(5), S_2(5)] \]
\[ = \sum_{k \neq l \neq r \neq s \neq m} H(k, l, r, s, m, n)H(k, l, r, s, m, n)C_3, \]
where
\[ C_3 = C(a_o a_p b_o b_p c_m c_n) \exp[i(\theta_o - \theta_p)] \]
\[ a_o a_p b_o b_p c_m c_n \exp[i(\theta_o - \theta_p)]. \]

By the same argument as before we have
\[ C_3 = i_o^2 E(b_o b_p b_m b_n)E(c_m c_n), \]

if $k = o$ and $l = p$, and 0 otherwise.

We now have to distinguish the four cases
\[ r = s, m = n \rightarrow C_3 = 4(i_o i_p i_o i_p)^2, \]
\[ r = s, m \neq n \rightarrow C_3 = 2(i_o i_p i_o i_p)^2, \]
\[ r \neq s, m = n \rightarrow C_3 = 2(i_o i_p i_o i_p)^2, \]
\[ r \neq s, m \neq n \rightarrow C_3 = (i_o i_p i_o i_p)^2 \]

because of independence and Eqs. (A1) and (A2). Hence we have
\[ C[S_1(5), S_2(5)] = (i_{i1}i_{i2})^2 \left[ \sum_{k \neq l \neq m \neq n} H_1(k, l, r, s, m)H_2(l, l, r, s, m) \right. \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, l, r, m, m)H_2(k, l, r, m, m) \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, l, r, m, m)H_2(k, l, r, n, n) \\
\left. + 4 \sum_{k \neq l \neq m \neq n} H_1(k, l, r, m, m)H_2(k, l, r, m, m) \right] . \]  

As in the previous case, by symmetry we have

\[ C[S_1(6), S_2(6)] = (i_{i1}i_{i2})^2 \left[ \sum_{k \neq l \neq m \neq n} H_1(k, k, s, s, m)H_2(l, l, s, s, m) \right. \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, k, s, s, m)H_2(k, k, s, s, m) \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, k, s, s, m)H_2(k, k, s, s, m) \\
\left. + 4 \sum_{k \neq l \neq m \neq n} H_1(k, k, s, s, m)H_2(k, k, s, s, m) \right] . \]  

\[ C[S_1(7), S_2(7)] = (i_{i1}i_{i2})^2 \left[ \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(l, l, r, r, m) \right. \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(k, k, r, r, m) \\
+ 2 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(k, k, r, r, m) \\
\left. + 4 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(k, k, r, r, m) \right] . \]  

Finally, we calculate

\[ C[S_1(8), S_2(8)] = \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(l, l, r, r, m)C_4. \]

where

\[ C_4 = C(a_k^2 b_s^2 c_m^2, a_k^2 b_r^2 c_n^2) = E(a_k^2 a_r^2)E(b_s^2 b_n^2)E(c_m^2 c_n^2) - (i_{i1}i_{i2})^2. \]

As for the previous case, we separate the covariance into the (eight) appropriate cases, which finally yields

\[ C[S_1(8), S_2(8)] = (i_{i1}i_{i2})^2 \left[ \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(l, l, r, r, m) \right. \\
+ 3 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(k, k, r, r, m) \\
+ 3 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(k, k, r, r, m) \\
\left. + 3 \sum_{k \neq l \neq m \neq n} H_1(k, k, r, r, m)H_2(l, l, r, r, m) \right] . \]  

Thus we have computed \( C[S_1(u), S_2(u)], u = 1 \ldots 8, \) and therefore, by using Eq. (A5), we have found \( C(I_1, I_2) \) to be the sum of \( 1 + 3(2) + 3(4) + 7 = 26 \) different sums. Fortunately, when we simplify the expression, it turns out that most terms vanish. Because these tedious calculations are of little interest, we will just give the final result without any details:

\[ C(I_1, I_2) = (i_{i1}i_{i2})^2 \left[ \sum_{k \neq l \neq m \neq n} H_1(k, l, r, s, m)H_2(l, l, r, s, m) \right. \\
+ \sum_{k \neq l \neq m \neq n} H_1(k, l, r, s, m)H_2(k, l, r, s, m) \\
+ \sum_{k \neq l \neq m \neq n} H_1(k, l, r, s, m)H_2(k, l, s, s, m) \\
\left. + \sum_{k \neq l \neq m \neq n} H_1(k, l, r, s, m)H_2(l, l, r, s, m) \right] . \]  

(A14)
where each summation is performed over all occurring indi-
ces. If we now choose $H_1 = H_2 = H$ and if we use Eqs. (A4)
and (A14), we have [as in Eq. (2)]

\[
E(I) = (i_a i_b i_c) \sum_{k r m} H(k, l, r, s, m, n),
\]

\[
V(I) = (i_a i_b i_c)^2 \sum_{k r m n} [H(k, l, r, s, m, n)]^2
+ H(k, l, r, s, m, n)H(l, l, r, s, m, n)
+ H(k, l, r, s, m, n)H(k, l, r, s, m, n)
+ H(k, l, r, s, m, n)H(k, l, r, s, m, n)
+ H(k, l, r, s, m, n)H(k, l, r, s, m, n)
+ H(k, l, r, s, m, n)H(l, l, r, s, m, n).
\]

**APPENDIX B**

In this appendix we will evaluate $E(I)$ and $V(I)$, which are
given at the end of Appendix A. We will thus be able to
obtain a corresponding expression for the noise $\sigma^2 / E(I)$.

To simplify forthcoming calculations, we begin with a
slightly more general expression. Let

\[
I(\Delta) = \sum_{k r m n} a_a a_b b_c c_m c_n \exp[i(\theta_a - \theta_b) - (\phi_a - \phi_b)
+ (\phi_m - \phi_n)]H_\Delta(k, l, r, s, m, n),
\]

(B1)

where

\[
H_\Delta(k, l, r, s, m, n) = \exp\left\{-\frac{1}{2} \left[\frac{\Omega_a^2}{\Gamma_a^2} (k^2 + l^2)
+ \frac{\Omega_b^2}{\Gamma_b^2} (r^2 + s^2) + \frac{\Omega_c^2}{\Gamma_c^2} (m^2 + n^2)\right]\right\}
\times \exp\left\{-\frac{1}{2W^2} \left[(\Omega_a k - \Omega_b r + \Omega_c m - \Delta)^2
+ (\Omega_a l - \Omega_b s + \Omega_c n - \Delta)^2\right]\right\}
\times \exp\left\{-\frac{1}{2} \left[\Omega_a (k - l) - \Omega_b (r - s) + \Omega_c (m - n)\right]\right\}.
\]

After we have evaluated the mean $E[I(\Delta)]$ and the co-variance $C[I(\Delta_1), I(\Delta_2)]$, $E(I)$ and $V(I)$ above will easily follow as
a special case, letting $\Delta = \Delta_1 = \Delta_2 = 0$.

To be able to replace summations with integrations, we
assume throughout this appendix that

\[
\Omega_x \ll \min(W, \Gamma_x), \quad x = a, b, c.
\]

The mean $E[I(\Delta)]$ is given by Eq. (A4). Hence we should evaluate the following integral:

\[
\sum_{k r m n} H_\Delta(k, l, r, s, m, n) \approx \int_{R^2} \left\{ \exp\left[-\left(\frac{\Omega_a^2}{\Gamma_a^2} k^2 + \frac{\Omega_b^2}{\Gamma_b^2} r^2
+ \frac{\Omega_c^2}{\Gamma_c^2} m^2\right)\right]\right\} dm dr dk.
\]

After suitable variable substitutions and repeated use of the
identity

\[
\int_{R} \exp(-px^2 \pm qx)dx = \exp[q^2/(4p)](\pi/p)^{1/2},
\]

we obtain

\[
E[I(\Delta)] \approx (i_a i_b i_c) \pi^{1/2} \left(\frac{\Gamma_a \Gamma_b \Gamma_c}{\Omega_a \Omega_b \Omega_c}\right) W \exp(-\Delta^2/W^2). \tag{B2}
\]

where $W^2 = \Gamma_a^2 + \Gamma_b^2 + \Gamma_c^2$.

Define a constant $C_\Delta$ by

\[
C_\Delta = \pi^{1/2} \left(\frac{\Gamma_a \Gamma_b \Gamma_c}{\Omega_a \Omega_b \Omega_c}\right) W \exp(-\Delta^2/W^2). \tag{B3}
\]

We will now evaluate the covariance $C[I(\Delta_1), I(\Delta_2)]$ by using
Eq. (A14) with $H_1 = H_{\Delta_1}$ and $H_2 = H_{\Delta_2}$. We first note that
there are three unique sums; the remaining four are given by
obvious symmetry. Although the evaluation of these three
unique sums is somewhat more difficult than for the mean,
we shall only mention some difficulties and not give the
explicit calculations.

First, we observe that for the last three sums in Eq. (A14)
we have to replace the sinc function in $H_{\Delta_k}H_{\Delta_l}$ with a delta
function in order to replace the summation with integration.
The reason for this substitution is discussed in Section 4.
Hence the integration in these three cases only goes over five
variables.

Second, the remaining four integrals cannot be solved
exactly because the sinc function does not vanish, as in the
case of the mean, nor can they be replaced with a delta
function, as above. Hence the result in these cases will
depend on an integral $f(a)$, defined for $a > 0$ by

\[
f(a) = \int_{R} \exp(-ax^2) \sin^2(x)dx. \tag{B4}
\]

Using this function, we obtain the following expression for
the covariance:
where the constant \( C_t \) is defined in Eq. (B3).

If we let \( \alpha = 0 \) in Eq. (B2) and \( \alpha_a = \alpha_f = 0 \) in Eq. (B5) we find \( E(J) \) and \( V(I) \). Finally, we give an expression for the noise in the signal:

\[
\sigma(I) = \left[ \frac{V(I)}{E(I)^2} \right]^{1/2} 
\]

\[
\approx (2\pi)^{-1/4} \left[ \sum_{x=a,b} \frac{\Omega_x}{\Gamma_x} \left( 1 - \frac{\Gamma_x^2}{\Gamma^2} \right)^{-1/2} \right] 
+ \frac{2}{T} \sum_{x=a,b} \left[ \frac{2}{W^2 r^2} \left( 1 + \frac{W^2}{\Gamma^2} \right) \right] 
\times \left( \sum_{x=a,b} \left( 1 - \frac{(W^2 + \Gamma_x^2)}{\Gamma^2} \right)^{-1/2} \right) 
+ \frac{2}{T W} \left( 1 - \frac{W^2}{\Gamma^2} \right)^{-1/2} \left[ \frac{2Gamma}{T^2 W^2 (\Gamma^2 - W^2)} \right]^{1/2}.
\]

We will now evaluate the noise in the normalized signal

\[ I_N(\Delta) = I(\Delta) / \sum_{\beta} I(\Delta_\beta), \]

where \( I(\Delta) \) is given by Eq. (B1).

Using the first-order Gaussian approximation\( ^{32} \) for the quotient \( X/Y \) of two complex-valued random variables, we have

\[
E \left( \frac{X}{Y} \right) \approx \frac{E(X)}{E(Y)},
\]

\[
V \left( \frac{X}{Y} \right) \approx \frac{V(X)}{E(Y)^2} + \frac{V(Y)}{E(Y)^2} - 2 \text{Re} \{C(X, Y)\} \frac{E(X)}{E(Y)^3},
\]

and hence

\[
\frac{V(X/Y)}{E(X/Y)^2} \approx \frac{V(X)}{E(X)^2} + \frac{V(Y)}{E(Y)^2} - 2 \text{Re} \{C(X, Y)\} \frac{E(X)}{E(Y)^3}.
\]

For suitable choice of \( \Delta, \Delta_a \), and \( \Delta_b \) in expression (B2) and Eq. (B5), these moments can be evaluated. Hence, using Eq. (B7), we are able to get an expression for the noise in the normalized signal. If we introduce a function \( F_{\Delta}(x) \) by

\[
F_{\Delta}(x) = 1 - 2 \sum_{\beta} \exp(-\Delta_{\beta}^2/\Gamma^2) 
+ \sum_{\beta} \exp(-\Delta_{\beta}^2/\Gamma^2)^2
\]

we have, after some rearranging,

\[
\frac{V[I_N(\Delta)]}{E[I_N(\Delta)]^2} \approx \frac{1}{(2\pi)^{1/2}} \left( \frac{2}{T W} \left( 1 - \frac{W^2}{\Gamma^2} \right)^{-1/2} \right) \left[ \frac{2Gamma}{T^2 W^2 (\Gamma^2 - W^2)} \right] 
\times F_{\Delta}(\frac{W^2}{\Gamma^2}) 
+ \sum_{x=a,b} \left[ \frac{\Omega_x}{\Gamma_x} \left( 1 - \frac{\Gamma_x^2}{\Gamma^2} \right)^{-1/2} \right] \frac{F_{\Delta}(\frac{\Gamma_x^2}{\Gamma^2})}{F_{\Delta}(\frac{W^2}{\Gamma^2})}. \]

**APPENDIX C**

In this appendix we will express the function \( f(\alpha) \), defined by Eq. (B4), as a composition of simpler functions and

\[
\Phi(x) = \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{\infty} \exp(-y^2/2) dy.
\]
\( \Phi(x) \) is the distribution function for a standard normally distributed random variable.

We will also find approximations for \( f(a) \) when \( a > 0 \) is small and will estimate \( F_{\Delta}(x) \), defined in Eq. (B8), when \( x \) is close to zero or unity. We have

\[
\begin{align*}
\int_0^a f'(y) \, dy &= \int_0^a f'(y) \, dy, \\
f(0) &= \sin^2(x) \, dx = \pi, \\
f'(y) &= \frac{1}{2} \left( \frac{\pi}{y} \right)^{1/2} [1 - \exp(-1/y)].
\end{align*}
\]

Furthermore,

\[
\int_0^a f'(y) \, dy = \left( \frac{\pi}{2} \right)^{1/2} \left[ \int_0^a y^{-1/2} \exp(-1/y) \, dy - \int_0^a y^{-1/2} \, dy \right] = \left( \frac{\pi}{2} \right)^{1/2} \left( 2/a \right)^{1/2} \exp(-1/a) - (\pi)^{1/2}.
\]

Hence

\[
f(a) = \pi - 2\pi \left[ \Phi(2a)^{1/2} \right] - (\pi a)^{1/2} [1 - \exp(-1/a)].
\]

For all \( x > 0 \),

\[
\left( \frac{1}{x} - \frac{1}{a^2} \right) g(x) < 1 - \Phi(x) < \frac{1}{x} g(x),
\]

where \( g(x) = \exp(-x^2/4) \). Hence, if \( x \) is large,

\[
1 - \Phi(x) \approx \exp(-x^2/4) [x(2\pi)^{1/2}]
\]

is a good approximation. If \( a > 0 \) is small, \( (2a)^{1/2} \) is large, and we have

\[
1 - \Phi(2a)^{1/2} \approx (2a)^{1/2} \exp(-1/a)/(2\pi)^{1/2} = \left( \frac{\pi}{2} \right)^{1/2} (a/x)^{1/2} \exp(-1/a).
\]

Hence

\[
f(a) \approx \pi - (\pi a)^{1/2} \exp(-1/a) - (\pi a)^{1/2} + (\pi a)^{1/2} \exp(-1/a) = \pi - (\pi a)^{1/2}.
\]

Concerning \( F_{\Delta}(\epsilon) \) and \( F_{\Delta}(1 - \epsilon) \), we give the following estimates without proofs:

\[
\begin{align*}
F_{\Delta}(1 - \epsilon) &\approx 1, \\
F_{\Delta}(\epsilon) &< \epsilon,
\end{align*}
\]

when \( \epsilon > 0 \) is small.

**APPENDIX D**

In this appendix we will deduce a general expression for the mean and variance for a general \( n \)-wave-mixing process.

Assume that we have an \( n \)-wave-mixing process using \( N \) different multimode laser sources and taking \( f_v \) photons from laser \( v; v = 1, \ldots, N \). Let

\[
F_k = \sum_{v=1}^{k} f_v, \quad k \geq 1,
\]

and define \( F_0 \) by \( F_0 = 0 \). Furthermore, let

\[
I_j = \sum_u \left\{ \prod_{k=1}^{N} \left[ \prod_{v=x_{2m-1}+1}^{2m} a_v(u(x)) \right] \times \exp \left( i \sum_{y=x_{2m-1}+1}^{2m} [\theta_v(u(2y - 1)) - \theta_k(u(2y))] \right) \right\}.
\]

The outer summation is over the indices \( u(1), u(2), \ldots, u(2F_N) \) and \( u(v)e\in\{1, \ldots, 2F_N\} \).

As usual \( [a^2]\) is a sequence of independent identically distributed \( \Gamma(t, m) \) and \( \theta(s) \) is a sequence of independent identically distributed \( R(0, 2\pi) \) variables, \( k = 1, \ldots, N \). If \( m \neq n \) or \( \theta(m) \) is independent of \( \theta(n) \) and \( \theta(m) \) is independent of \( \theta(n) \) for all \( r \) and \( s \), \( \theta(m) \) and \( \theta(s) \) are independent for all \( m, n, r, s, \) and \( H_j \) is a (possibly complex) deterministic function.

Now we define the permutation operators \( P_n(2m) \) and \( P_n(2m) \). \( P_n(2m) \) operates on a function \( H_{k(1), \ldots, k(2m)} \).

More specifically, \( P_n(2m) \) permutes the variables \( k_{n+1}, \ldots, k_{n+2m} \) in the following way: \( k_{n+1} \) is replaced by any one of the variables \( k_{n+2m-1} - 1, \ldots, m \). This can be done in \( m \) different ways. Next, \( k_{n+1} \) is replaced by any of the remaining \( m - 1 \) variables. We continue this procedure until \( k_{n+2m} \) is replaced by the only remaining variable. The operator \( P_n(2m) \) operates on a product of two functions

\[
H_{s(1), \ldots, s(m), k_{n+1}, \ldots, k_{n+2m}, t_{n+2m+1}, \ldots, t(2m)} \times H_{u(1), \ldots, u(m), k_{n+1}, \ldots, k_{n+2m}, v_{n+2m+1}, \ldots, v(2m)}
\]

where the variables at places \( n+1, \ldots, n+2m \) in \( H_F \) equal the variables at the same places in \( H_L \). The remaining variables \( s, t, u, \) and \( v \) are arbitrary. As with \( P_n(2m) \), \( P_n(2m) \) permutes only the variables \( k_{n+1}, \ldots, k_{n+2m} \) and leaves the others unaffected. The permutation works as follows: in \( H_F \), \( k_{n+2} \) is replaced by any one of the variables \( k_{n+2m} \) for \( r = 1, \ldots, 2m \), which can be done in \( 2m \) different ways. Next, still in \( H_F \), \( k_{n+2} \) is replaced by any of the remaining \( 2m - 1 \) variables. The procedure of replacing \( k_{n+2m} \) for \( r = 1, \ldots, m \)
(in $H_1$) by any one of the variables not yet used continues
until $k_{n+2m}$ have been assigned a value among the now $m+1$
remaining variables. Now, we permute the $k$ variables in $H_2$
in a similar way: $k_{n+1}$ is replaced by any one of the $m$
remaining variables, then $k_{n+2}$ is replaced, and so on until
$k_{n+2m-1}$ has been assigned the last variable. Definition:

$$
\hat{P}_n(2m)[H_1(s_1, \ldots, s_n, k_{n+1}, \ldots, k_{n+2m}, t_{n+2m+1}, \ldots, t_{2N})
\times H_2(u_1, \ldots, u_m, k_{n+1}, \ldots, k_{n+2m}, v_{n+2m+1}, \ldots, v_{2N})]
= \left(\begin{array}{c}
2m \\
\sum_{j=1}^{2m} \prod_{i \in A_n(m)} H_1(s_1, \ldots, s_n, k_{n+1}, k_{i_1}, k_{n+3}, k_{i_2}, \\
\cdots, k_{n+2m-1}, k_{i_r}, t_{n+2m+1}, \ldots, t_{2N}) \\
\sum_{i_1 \neq i_2} H_2(u_1, \ldots, u_m, k_{i_1}, k_{n+2}, k_{i_2}, k_{n+4}, \\
\cdots, k_{i_r}, k_{n+2m}, v_{n+2m+1}, \ldots, v_{2N})
\end{array}\right),
$$

where $A_n(m) = [n + r; r = 1, \ldots, 2m]$. Using these two
permutation operators, we make the following two state­
ments:

$$
E(I_i) = \left(\prod_{n=1}^{N} m_n^{f_n}\right) \sum_{f_n} \left[\prod_{n=1}^{N} P_{2F_{n-1}}(2f_n)\right]
\times H_1[u(1), \ldots, u(2N)],
$$

$$
E(I_1I_2) = \left(\prod_{n=1}^{N} m_n^{2f_n}\right) \sum_{f_n} \left[\prod_{n=1}^{N} \hat{P}_{2F_{n-1}}(2f_n)\right]
\times H_1[u(1), \ldots, u(2N)]H_2[u(1), \ldots, u(2N)],
$$

where the summation in the first case is over the indices $u(1), u(3), \ldots, u(2N-1)$ and in the second case is over $u(1), u(2), \ldots, u(2N)$. As usual, $u(x) \in Z, x = 1, \ldots, 2N$. We have not proved these statements rigorously, except in the special
case where $f_n \leq 2$ and $N$ is arbitrary. However, general
considerations indicate that Eqs. (D1) and (D2) are correct
for an arbitrary case as long as the stochastic variables be­
long to the stated distributions. Finally, we have

$$
C(I_1, I_2) = E(I_1I_2) - E(I_1)E(I_2)^2
$$

and in particular

$$
V(I_i) = E(|I_i|^2) - |E(I_i)|^2.
$$

We note that in a general case, where the mode amplitudes
are not exponentially distributed, there will be correction
terms to Eqs. (D1) and (D2). The summations in the correc­tion
terms will run over fewer indices than the main terms, as
given in Eqs. (D1) and (D2), and thus will normally be
smaller. Thus, as long as only the phases are uniformly
distributed over the interval $(0,2\pi)$, Eqs. (D1) and (D2) can be expected to be reasonable starting points for calculating
the noise.

**APPENDIX E**

In this appendix we give approximate analytical expressions
for the noise $\sigma(I)/\langle I \rangle$ in the different experimental ap­
proaches to broadband CARS calculated as outlined in the
paper and Appendixes A-D. The present expressions are
appropriate for the conditions normally encountered in
CARS, e.g., such as those given in Table 3. The complete
analytical expressions, which, e.g., are valid for much shorter
laser excitation pulses, can be obtained from the authors.

**Non-Raman Resonant Case**

**Conventional Coherent Anti-Stokes Raman Scattering**

Multimode pump laser:

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left[ \frac{\Omega_a}{\Gamma^2} + \frac{\Omega_b}{(W^2 + \Gamma_a^2)^{1/2}} \right]^{1/2}.
$$

Single-mode pump laser:

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left( \frac{\Omega_b}{W} \right)^{1/2}.
$$

**Dual-Broadband Coherent Anti-Stokes Raman Scattering**

Multimode pump laser:

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left[ \sum_{x=a,b,c} \frac{\Omega_x}{\Gamma} \left( \frac{1}{\Gamma^2 + \Gamma_x^2} \right)^{1/2} \right]^{1/2}
+ \frac{2\pi}{T} \left[ \sum_{x=a,b,c} \left( \frac{W^2 + \Gamma_x^2}{\Gamma^2} - \frac{1}{\Gamma^2} \right)^{1/2} + \frac{2\pi}{WT} \right]^{1/2}.
$$

Single-mode pump laser:

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left[ \sum_{x=a,b} \frac{\Omega_x}{\Gamma} \left( \frac{1}{\Gamma^2 + \Gamma_x^2} + \frac{2\pi}{WT} \right)^{1/2} \right]^{1/2}.
$$

**Rotational Dual-Broadband Coherent Anti-Stokes Raman Scattering**

Multimode pump laser:

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left[ \frac{1}{\sqrt{2}} \frac{\Omega_a}{\Gamma} \left( \frac{\Omega_b}{W^2 + \Gamma_b^2} + \frac{\Omega_b\Gamma_b}{\Gamma^2} + \frac{2\pi}{WT} \right)^{1/2} \right]^{1/2}.
$$

Single-mode pump laser [to first order in $(W/\Gamma)^{1/2}$]

$$
\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/4}} \left( \frac{\Omega_a}{W} \right)^{1/2}.
$$

**Raman Resonant Coherent Anti-Stokes Raman Scattering**

It is now assumed that there is a single Lorentzian Raman
resonance centered under the instrument function and (with
the exception of RDBC) that we have chosen a diode with
resonance centered under the instrument function and (with
the non-Raman-resonant anti-Stokes signal would
have its maximum. Furthermore, the noise is calculated
under the conditions given at the end of Appendix B. In
particular it should be noted that the bandwidth of the
pump laser is assumed to be much larger than the Raman
linewidth $(\Gamma_r)$ in the multimode case. Only terms to first
order in $\Gamma_n/\Gamma_{\text{laser}}$ ($\sim 0.1$) are included. Furthermore, only zeroth-order terms in $\Gamma_{\text{pump laser}}/\Gamma_{\text{dye laser}}$ ($\sim 0.01$) are included. The symbol $F_b$, which is introduced in the multimode expressions, is $\sim 0.1$ if normalization, as in the second half of Appendix B, is employed and is 1 otherwise.

Conventional Coherent Anti-Stokes Raman Scattering Multimode pump laser:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}$$

$$\times \left[ 1 + 2 \left( 1 + \frac{\Gamma_a^2}{W^2} \right)^{1/2} \right]$$

$$\times F_b + \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}$$

$$+ \frac{(2\pi)^{1/2}}{TT_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}$$

$$\times \left[ 1 + 2 \left( 1 + \frac{\Gamma_a^2}{W^2} + \frac{\Gamma_a^2}{\Gamma_b^2} \right)^{1/2} \right]$$

$$\times \left[ 1 + \frac{\Gamma_a^2}{W^2} + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}.$$

Single-mode pump laser:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a}^{1/2}.$$

Dual-Broadband Coherent Anti-Stokes Raman Scattering Multimode pump laser:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} F_b$$

$$+ \frac{(2\pi)^{1/2}}{TT_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}.$$

Single-mode pump laser [to first order in $(\Omega_0/\Gamma_a)^{1/2}$]:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(TT_a)^{1/2}}.$$

Rotational Dual Broadband Coherent Anti-Stokes Raman Scattering Multimode pump laser:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} F_b$$

$$+ \frac{(2\pi)^{1/2}}{TT_a} \left[ 1 + \frac{\Gamma_a^2}{W^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2} \frac{\Omega_0}{\Gamma_a}$$

$$\times \left[ 1 + \frac{\Gamma_a^2}{W^2} + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2} \left[ 1 + \frac{\Gamma_a^2}{\Gamma_b^2} \right]^{1/2}.$$

Single-mode pump laser [to first order in $(\Gamma_n/\Gamma_a)^{1/2}$]:

$$\frac{\sigma(I)}{\langle I \rangle} = \frac{1}{(2\pi)^{1/2}} \frac{\Omega_0}{\Gamma_a}^{1/2}.$$
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Note added in proof: The calculations for CC and RDBC are done assuming that the two photons taken from the same laser come from the same beam or from two beams correlated in time. For uncorrelated beams the noise in Tables 4 and 5 will decrease by a factor of $\sqrt{2}$ for RDBC.
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