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ABSTRACT: As fault handling in multi-processor system-on-chips (MPSoCs) is a major challenge, we have developed an MPSoC demonstrator that enables experimentation on fault injection and fault handling. Our MPSoC demonstrator consists of (1) an MPSoC model with a set of components (devices) each equipped with fault detection features, so-called instruments, (2) an Instrument Access Infrastructure (IAI) that connects the instruments, (3) a Fault Indication and Propagation Infrastructure (FIPI) that propagates fault indications to system-level, (4) a Resource Manager (RM) to schedule jobs based on fault statuses, (5) an Instrument Manager (IM) connecting the IAI and the RM, and (6) a Fault Injection Manager (FIM) that inserts faults. The main goal of the demonstrator is to enable experimentation on different fault handling solutions. The novelty in this particular demonstrator is that it uses the existing test features, i.e. IEEE P1687 infrastructure, to assist fault handling. The demonstrator is implemented and a case study is performed.

I. INTRODUCTION

While recent semiconductor technologies enable the design and manufacturing of extremely complex integrated circuits (ICs) that may contain multi-processor system-on-chips (MPSoCs), these MPSoCs are increasingly susceptible to defects. Unfortunately, an increasing number of defects show up during operation. These defects are due to escapes from manufacturing test, aging effects leading to development of faults while the MPSoC is in operation, and environmental impact [1]. The defects lead to faults, which can be classified as soft (transient and intermittent) and hard (permanent). To handle these faults, there is a need of fault handling to automate detection, identification, and recovery from faults occurring in-operation. A key for the fault handling is to correct faults as quickly as possible and keep the system in an operational state. It should be noted that fault detection and correction are best performed as close to the origin of the fault as possible, often in the interior of a system component, while keeping the system in an operational state is best controlled on the system level to have the overall view.

To aid development of fault handling solutions, this paper proposes a demonstrator in which an MPSoC can be simulated and the impact of faults can be studied.

The main parts of the demonstrator are:

- An MPSoC model, which consists of set of components such as CPUs, DSPs, accelerators and memories. Each component is equipped with features called instruments for fault detection.
- An Instrument Access Infrastructure (IAI) to connect the instruments to the master CPU. The IAI follows the proposal for IEEE standard P1687, a standardization of access to on-chip instrumentation.
- A Fault Indication and Propagation Infrastructure (FIPI), which holds fault indications and fault codes, and propagates fault indications to the system-level to shorten the time between the occurrence of a fault and its detection at a system-level.
- A Resource Manager (RM) for collecting fault statuses from instruments, conducting fault handling tasks and scheduling jobs, based on the fault statuses.
- An Instrument Manager (IM), to automate operations given by the RM on the instruments over the IAI. The IM acts as the RMs interface to the instruments.
- A Fault Injection Manager (FIM) which is capable of injecting soft and hard faults into the MPSoC.

The main goal of the demonstrator is to enable experimentation on fault handling solutions at system level, while assuming that fault detection has already been implemented at the component level. The novelty in the demonstrator is that it makes use of existing test features, i.e. test instruments that are connected through dynamically configurable infrastructure that is based on IEEE P1687 standard, to assist fault handling (system monitoring and enable access to faulty components that require some recovery actions).

The paper is organized as follows. A review of the literature is given in Section II. Section III details the main parts of the demonstrator. In Section IV, a case study shows how the demonstrator can be used to perform experiments on fault management, including fault injection and fault handling. Section V concludes the paper.

II. RELATED WORK

This section reviews prior work related to the demonstrator’s main parts, as they are listed in Section I, as well as previous works for verifying fault handling solutions.

A. Fault Handling in MPSoCs

Fault handling is that which automates detection, identification and recovery from faults occurring in-operation, with the purpose to maintain correct system operation.
For MPSoCs, several studies aim to improve the reliability by employing fault tolerant techniques and spare parts [2], [3]. A good example of a fault-management solution for MPSoC [3] is an approach in which a job is executed in-synch on two processors and fault detection is achieved by comparing the state of the two processors. A system-level component reacts by re-executing the job as a recovery process. Fault handling solutions typically has a multi-level approach with system-level decision support and at least one level of fault detection and recovery mechanisms. In our demonstrator, the RM provides system-level decision support and the instruments provide fault detection and recovery mechanisms.

B. Instrument Access Infrastructure

To connect the instruments to the system-level decision support in the RM, our demonstrator includes an Instrument Access Infrastructure (IAI) implemented according to IEEE P1687 [4]–[7]. Also known as Internal-JTAG (IJTAG), P1687 aims to standardize access to on-chip instrumentation by connecting a network of instruments from multiple vendors to a chip-level JTAG TAP. Previously available standards have limitations which lead to large overhead when the number of instruments increase beyond a few hundred. Uses of P1687 include access to sensors, Design for Test (DfT), configuration features, debug features, etc. Research has investigated the use of P1687 to tune high-speed serial links [8], how to calculate instrument access time [9] and how to optimize instrument access time by design of the instrument access infrastructure [10]. Scalable fault management architecture based on IEEE P1687 is presented in [11].

C. Fault Indication Propagation Infrastructure

Our demonstrator includes a Fault Indication Propagation Infrastructure (FIPI). An analogy to FIPI is the interrupt function in a microprocessor, which triggers for several types of faults with the purpose of notifying the operating system of the fault as soon as possible and trigger corresponding actions. The purpose of FIPI is to indicate occurring faults as soon as possible to the system-level where fault handling takes corresponding actions.

D. Fault Handling with a Resource Manager

In our demonstrator, a resource manager handles both job scheduling and fault handling decisions. This suits many fault handling solutions, such as the approach in [3], which on top of managing faults keeps track of the system 'health' and schedule jobs accordingly. An example is the fault tolerant technique rollback and recovery [12], which involves restarting jobs that are affected by faults. For this purpose the fault handling needs to be able to schedule jobs. In other words, fault handling solutions are incorporated in resource management. Such fault handling solutions can be simulated in our demonstrator, using the resource manager.

In the Razor approach to power and performance scaling [13], an extra latch is put on each flip-flop to detect and recover from delay faults. A delay fault count from each Razor flip-flop is considered while adjusting the supply voltage for minimizing the power consumption while keeping the number of delay faults low. The Razor flip-flops can be seen as fault detection instruments for which a RM keeps the delay fault count and makes the decisions to use other instruments to adjust the supply voltage.

E. Instrument Management

So far, no commercial tool is available for automating operations on instruments over a P1687 IAI, such as is the task of the IM. An ad-hoc solution based on beyond-the-standard use of JTAG exist [14].

F. Fault Injection and Testing Fault Handling

Fault injection is a well studied method for investigating the impact of a fault on system behavior. Fault injection is used to evaluate fault-tolerance methods [15]–[17]. In [15], fault injection-based testing is proposed as a compliment to formal methods for increasing the confidence in fault-tolerant method implementations. They found that fault injection-based testing is essential for verifying fault tolerance, because critical parts of the fault tolerance system are only exercised when faults occur and are handled. Therefore, fault injection is included in our demonstrator.

G. MPSoC Demonstrators of Fault Handling Solutions

One previous study [18] presents a simulation framework for experimenting with reliability solutions targeting soft faults. The framework includes fault injection capability and a reliability manager. The key idea in [18] is to analyze a task graph at MPSoC design time and add redundancy and self-checking schemes as needed to increase reliability, followed by fault injection-supported verification in a hardware-software co-simulation. In contrast to our demonstrator, the framework in [18] only targets soft faults, does not support experimentation on fault handling schemes and does not include instruments, an IAI, a FIPI nor any other similar concepts.

H. Motivation for our MPSoC Demonstrator

As seen from above, reliability enhancement through fault handling is important for MPSoCs [2], [3]. Indeed, new implementations of fault tolerance techniques must be verified and fault injection is appropriate for studying fault tolerance techniques in action [15], [16]. The same is true for fault handling solutions. Fault injection is best done in a simulation environment, and therefore the study in [18] created a framework for simulating an MPSoC with fault injection to experiment on methods to handle soft faults. To allow experiments on a larger set of fault handling solutions, including such that feature instruments for fault detection and correction (facilitated by an instrument access infrastructure) and that feature fault identification (facilitated by a fault indication propagation infrastructure) and handling of both soft and hard faults, we present our demonstrator. Furthermore, our demonstrator is the first to feature an instrument access interface based on P1687, which is capable of extending to hundreds of instruments.
III. DEMONSTRATOR

The main parts of the MPSoC demonstrator (see Figure 1), as listed in Section I, are detailed below.

A. MPSoC

The MPSoC consists of a number of components such as CPUs, DSPs, accelerators, memories, etc. For the CPUs, we assume that one of the processors is the master CPU and the rest are work-horse CPUs. The master CPU is used by the Resource Manager and the Instrument Manager. To emulate execution of jobs we use the work-horse CPUs. Each of the work-horse CPUs contains a number of blocks (units), e.g., ALUs, multiplication units, floating-point units, etc. Each block contains operating registers, status registers and some test logic circuitry. An operating register is used by the CPU to enable execution of jobs, such as a Program Counter, Stack Pointer, general-purpose register, etc. A status register reports the state of a given CPU. For example, the content of the status register can be a fault indication code. Test logic circuitry is a test mechanism that enables testing a block of a CPU during operation. In this paper, we use the term instrument, whenever we address an operating register, status register or test logic circuitry.

B. Instrument Access Infrastructure

The Instrument Access Infrastructure (IAI) enables access to the instruments in the MPSoC from the master CPU. While an IAI can be implemented using various techniques, some requirements should be considered. In particular, access to instruments might occur more frequently at some points in time and less frequent at other times. It becomes important to have an infrastructure that can be dynamically configured to optimize access time to instruments.

One way of developing a dynamically configurable infrastructure is to follow the IEEE standard proposal P1687 [19], which aims to standardize access to on-chip instruments. A key feature in P1687 is that the infrastructure can be hierarchically organized. In [9] it was suggested that a multi-level hierarchy can be used to prioritize instruments that are more frequently accessed than others.

While several options for the design of the IAI can be envisioned, from the above we can see that the IAI should be dynamically configurable and preferably implement some sort of multi-level hierarchy.

C. Fault Indication and Propagation Infrastructure

The Fault Indication and Propagation Infrastructure (FIPI) is an important part in the demonstrator. Faults that are detected in the instruments, inside blocks which in turn are inside components, might threaten the operation of the complete MPSoC, unless proper action is taken. The time between the manifestation of the fault and the corresponding action is critical, not just for correct operation, but also for performance. Therefore, the FIPI implements an interrupt-like function that propagate fault indications, in instruments that are capable of fault detection, to a system-level fault indication instrument that holds a global fault indication. In other words, the fault indication at the fault detection instrument identifies the fault origin, but this information takes a certain time to access. In contrast, the system level fault indication instrument just indicates that a fault is present somewhere in the MPSoC, but can be quickly accessed, much like an interrupt. To facilitate identification of the fault origin, the FIPI implements a traceable path back to the instrument (or instruments) that first raised the alarm.

D. Resource Manager

The purpose of the Resource Manager (RM) is to obtain correct system operation and maximize the system’s throughput. The RM is implemented as software that runs on the master CPU, and it performs these two main tasks:

- Schedules and assigns (distributes) jobs to available components (CPUs, DSPs, accelerators, etc.), and
- Provides fault handling, i.e., keeps track of defective components, with the goal of increasing both system availability and reliability.

For scheduling, the RM assumes given is a list of jobs and the number of components from each component type in the MPSoC. Each job in the job list is associated with an execution time and a criticality (priority) level. The goal of the RM is to assign jobs to the components, such that the total time required for all the jobs to be completed while utilizing the available components in the MPSoC is minimized. Due to the fact that faults may occur during the execution of jobs and that some components may become defective during system operation, the RM needs to provide some fault handling to obtain correct system operation.

For fault handling, close system observation is required from the RM to get information regarding the status of the MPSoC, e.g., answers are required to questions such as: Are there any errors in the CPUs on which jobs are being executed? Are there any defective parts in the MPSoC? There are multiple alternatives on how the fault handling
is to be carried out. The demonstrator provides a number of features to facilitate fault handling.

To be able to detect malfunctioning of any of the components, it is required that the RM monitors the operation and constantly collects fault statuses by accessing the different instruments. The collected data is analyzed and appropriate action is carried out by the RM. An appropriate action can be to employ a fault-tolerant technique to a job or to initiate a functional test or a Built-In Self-Test. Based on the collected data, the RM can perform fault marking of components through a System Health Map (SHM) that keeps track on defective components. The RM inspects the SHM when scheduling jobs to identify fault-free components on which the jobs can be executed.

E. Instrument Manager

The main objective of the Instrument Manager (IM) is to carry out the communication between the RM and the instruments. In that sense, the IM behaves as a mediator between the RM and the instruments.

As discussed in the previous section, the RM has only the global view of the MPSoC in terms of types and number of components. In contrast to the RM, the IM contains structural information of the system, meaning that the IM is aware of the different instruments, and how they are connected through the IAI. Given the structural information, the IM is able to translate the requests from the RM into physical addresses of the instruments.

A typical scenario for the IM would be as follows. The RM sends a request to the IM through a specific high-level command. Whenever the IM receives a high-level command, the IM translates the high-level command into a low-level command (bit stream) that is sent into the hardware through the IAI. Once the low-level command is performed and a low-level response in form of a bit stream is received, the IM translates the response to some high-level response (e.g. response from read or write command) that is sent to the RM.

F. Fault Injection Manager

To be able to simulate the system in presence of faults, there is a need to have a mechanism to inject faults. The Fault Injection Manager (FIM) is developed to enable testing of different fault handling solutions.

The FIM is able to inject soft (transient) and hard (permanent) faults in any instrument, given a list of faults. The list of faults specifies for each fault which instrument to inject into, the type of fault (soft or hard) and the time at which the fault should manifest.

In Section III-C, we discussed that fault indication is incorporated within the instruments. We assume that the contents of these instruments are results of some underlying error detection mechanism. However, the error detection mechanisms are not always perfect, i.e. an error detection mechanism may identify a presence of fault even when no such fault actually exists in the system. Therefore, another useful feature of the FIM is the ability to inject “false” faults, i.e. faults that have not occurred in reality.

IV. Case Study

In this section, we use our demonstrator in a case study demonstrating: 1) fault injection, 2) fault detection, 3) fault identification, 4) fault marking and 5) recovery. For that purpose, we implemented the demonstrator and simulated a scenario where a permanent fault occurs in a CPU register. We illustrate all needed steps taken by the RM to detect the fault, identify the fault location, fault mark the defective CPU and recover the operation.

Due to that some of the parts of the demonstrator were implemented in VHDL (MPSoC, IAI, FIPI and FIM) and other parts in software (RM and IM), we used commercial hardware-software co-simulation tools.

Below we first describe the implementation of the demonstrator, and then we show how the demonstrator carries out the before mentioned scenario.

A. Demonstrator implementation

**The MPSoC** is implemented in VHDL and it consists of one master CPU, 10 identical work-horse CPUs and two DSPs (the DSPs are due to space limitation not detailed). The structure of a work-horse CPU is depicted in Figure 3. A work-horse CPU consists of two blocks: ALU and CTRL (control). The ALU block contains two instruments, i.e. a scan chain and a register file. The CTRL block contains a Program Counter (PC) to emulate execution of jobs. The DSPs are not detailed further as the case study focuses on a fault in a CPU.

**The IAI** is implemented to follow the IEEE P1687 standard. The reason behind this is to enable flexible access to instruments. A key component that enables flexible access in IEEE P1687 is the Segment Insertion Bits (SIBs) which make the network (scan-path) dynamically configurable. We have designed the IAI such that the instruments, including the IAI specific instruments (status registers), which we address as EIF (Error Indication Flag), are connected in a multi-level hierarchy (tree-like structure) (see Figure 2 and Figure 3). The advantage with the design is that we easily can access different instruments, e.g. the system-level EIF can be accessed by an overhead of accessing only two SIBs (see Figure 2).

By programming (opening) the SIBs, it is possible to access any of the IAI levels (System-level, Component-Type-Level, Component-Level, Intra-Component-Level and Instrument-Level). As the IAI is implemented in a tree-like structure, opening a given SIB that belongs to a given hierarchical level allows access to isolated set of SIBs (subtree) that belong to the lower hierarchical levels. For example if we in Figure 2 open the leftmost SIB in the Component-Type-Level, we allow access to the SIBs that belong to the lower levels (that belong to the CPUs).

The EIFs contain fault indication information. At Instrument-Level, there is one EIF bit per instrument, at Intra-Component-Level there is one EIF bit per component block, at Component-Level there is one EIF bit per component, at Component-Type-Level there is one EIF.
The FIPI, implemented in VHDL, is a combinational logic that enables the contents of an EIF at one level in the IAI to be propagated to the EIF of the upper level. In this way fault effects are immediately reported from a lower level to the system-level (root) EIF. From each EIF, the FIPI propagates a single bit to an EIF in the upper level, by performing an OR operation on all the bits in the lower level EIF. For example, if a fault occurs in a register in the ALU, the corresponding bit in the Instrument-Level EIF of the ALU is set. An OR operation is performed on the Instrument-Level EIF bits, and a single bit (corresponding to the ALU block) is set in the Intra-Level-Component EIF. If a fault in the register file is detected, the RM first performs fault marking, i.e., updates the SHM, and issues a command to the IM to write in the corresponding mask register, and after that it forces re-execution of the job on a different CPU.

The IM receives commands from the RM. When the IM receives a command from the RM, the IM first configures the SIBs in the IAI such that required instruments are accessed. Once the setup is done, the actual instrument or instruments are accessed.

The FIM inject faults that are specified in a given file, i.e., FaultList. The FaultList contains one line for each fault that is to be injected. For each fault given is: a time stamp that represents the time at which the fault is to be injected, a unique address of the instrument where the fault should occur (fault location), the fault effect of the inserted fault (e.g., Sa0, Sa1), the fault type soft or permanent.

B. Demonstrator in operation

In this section, we detail the needed steps required to detect, identify, fault mark and recover from a permanent fault that occurs in the register file, in the ALU of CPU1 after some time in operation. The steps are as follows:

1) Injection: To inject the fault, we generate a FaultList file that contains a single fault (see Figure 5). The FIM reads the FaultList and injects the fault by the following scheme: when the simulation time reaches 44ns, bit 1 (this bit corresponds to the register file) in the Instrument-level EIF of ALU block in CPU1 is set. The FIPI propagates the fault upwards in the IAI hierarchy such that corresponding bits of the EIF at Intra-Component-level, Component-level, Component-Type-Level and System-Level are set.

2) Detection: During operation, the RM constantly checks if a fault has occurred by sending commands to the IM for checking the EIF bit at System-Level (polling).
the SIBs such that the System-Level EIF is accessed and checked (see Figure 4(a)). If the System-Level EIF is set, a fault in the MPSoC is detected. Once the RM detects that there is a fault, the RM tries to identify the defective component.

3) Identification: Once the RM detects that there is a fault somewhere in the system, the RM sends a command to the IM to check which type of component is defective. This is done by checking the Component-Type-Level EIF. The IM provides the SIBs such that the Component-Type-Level EIF is accessed, and reports, in this case, that there is a fault in one of the CPUs (the bit corresponding to the SIB which is connected to the CPUs is set, see Figure 4(b)). Since at this point the RM is aware that there is a faulty CPU, the RM then gives a command to the IM to check which CPU is defective, i.e., checks the Component-Level EIF of the CPUs. The IM re-configures the SIBs such that the Component-Level EIF of the CPUs is accessed (see Figure 4(c)), and reports CPU1 as faulty.

4) Fault Marking: Once the fault is identified, the RM updates the SHM such that CPU1 is marked as defective and then issues a command to the IM to write in the mask register associated to the Component-Level EIF of the CPUs (observe the contents of the mask register in Figure 4(d)) such that no further faults are propagated from CPU1 over the FIPI.

5) Recovery: The recovery process, consists of moving the job that was running on CPU1 to another CPU. The RM checks the SHM to find an idle fault-free CPU. If successful, RM issues a re-execution of the job. After this step, the RM continues polling the System-Level EIF.

V. Conclusion

In this paper we present an MPSoC demonstrator useful to explore in-operation fault injection and fault handling strategies. A key feature of the demonstrator is the combination of the fault propagation architecture and the IEEE P1687 architecture, which gives enables minimized time between fault detection at a component and the fault action at the system-level and allows flexible access to any part of the system. Through a case study, we have with the demonstrator shown the steps from fault injection, fault detection, fault identification, fault marking, and recovery.
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