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Popular Science Summary 

Throughout the last decades, we have become better and better at creating and 
manipulating structures at the nanometer scale (one nanometer is a billionth of a 
meter). One motivation for this is miniaturization: Transistors, which are the basic 
building blocks of our computers and mobile phones, are today only few tens of 
nanometers in size, making it possible to integrate many billions of them in computer 
chips as small as your fingertip.  

Another reason for the immense interest in nanostructures is that the behavior of 
many materials changes dramatically when their size approaches the nanoscale. In the 
research field of nano-photonics, scientists make use of this phenomenon to create 
nanoscale structures that interact with light in a specific way. For example, 
nanometer-sized semiconductor needles (‘nanowires’) can be designed to show 
enhanced absorption of light, useful for converting sunlight into electric power in a 
solar cell. Another example are nanoparticles made of gold or silver, which can be 
designed to focus light into tiny spots. This might, among other things, lead to 
sensors able to detect single molecules or to less invasive treatments for cancer. 

In this thesis, we have studied the processes unfolding within single nanostructures 
when interacting with light. This is challenging for two reasons:  

First, nanostructures are, by definition, very small. So small, in fact, that conventional 
light microscopes can at best produce blurry images of single nanostructures in which 
much of the interesting information is hidden. This is a consequence of the so-called 
optical diffraction limit, which fundamentally restricts the resolution of optical 
microscopes. One way to circumvent this limitation is the use of electron microscopy, 
where electrons are used instead of light to form an image. In this thesis, we used a 
photoemission electron microscope, or PEEM in short, which creates high-resolution 
images of nanostructures using electrons released from their surface. 

The second challenge is that many processes triggered by light take place on an 
incredibly short time scale, sometimes within only a few femtoseconds (10-15 seconds). 
It is hard to comprehend how short one femtosecond really is because this unit of time 
is so utterly detached from our everyday experience. I will try to illustrate this by 
embarking on an imaginary journey through time: 
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We are traveling back in time to the beginning of the Oligocene epoch about 34 million 
years ago. The Himalayas have begun to slowly rise from the ocean, and early ancestors of 
mammals we know today are roaming the landscape. Another 26 to 30 million years will 
pass until a new branch in the evolution of apes emerges, leading eventually to the 
appearance of the homo sapiens. Civilizations will rise and fall. The alphabet, the printing 
press, and modern technology will be invented, allowing me to type these words on my 
computer on a Saturday in late August in 2021. During all this time, about 1015seconds 
have passed. Likewise, 1015 femtoseconds make up one second. 

Not even the most advanced electronics available today are fast enough to follow 
events on the femtosecond time scale. Instead, researchers use short pulses of laser 
light. Often, these pulses are used in so-called pump-probe experiments, where a first 
laser pulse (the pump) triggers a process in the sample before a second laser pulse (the 
probe) is used to take a snapshot, much like the flash of a camera. By taking snapshots 
at different times, a slow-motion movie of the whole process can be assembled. 

In this thesis, we have carried out such pump-probe experiments inside an electron 
microscope. That way, we could combine the best of both worlds and record sharp 
images of nanostructures with femtosecond time resolution. We have studied a variety 
of nanoparticles, from ‘nanowires’ to ‘nanosponges’ (small, porous particles). Some of 
our studies have focused on relaxation processes: light interacting with nanostructures 
transfers part of its energy to the electrons in the material. We tried to understand 
how fast, and through which mechanisms, the electrons lose this energy again. In 
other cases, we have investigated how light itself can be concentrated and 
manipulated on the nanoscale. Our results contribute to the collective effort of 
understanding the interaction between light and matter at the nanoscale and might – 
one day – contribute to the development of new nano-technologies. 
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1 Introduction 

Scientists across disciplines have always been striving to expand their experimental 
capacities, whether to find elusive particles, record the echo of distant cosmic events, 
resolve smaller and smaller structures, or monitor some of the fastest processes 
occurring in nature. A case in point is the field of microscopy – from the ancient 
Greek words mikrós (small) and skopeĩn (to observe) – which has undergone an 
astonishing development since the early 20th century. Conventional optical 
microscopes cannot resolve features smaller than roughly half the optical wavelength 
due to the diffraction of light, limiting the spatial resolution to a few hundred 
nanometers. To overcome this limitation, researchers resorted to imaging with 
electrons, which – just like light – can behave as waves but have substantially shorter 
wavelengths, pushing the fundamental limit on resolution into the picometer range. 
As electron optics have become more sophisticated, the resolution of electron 
microscopes has continuously improved. Today, transmission electron microscopes 
can resolve the arrangement of atoms in materials with Ångström resolution1, rivaled 
only by scanning probe microscopy techniques which can also produce spectacular 
images of the (atomic) structure of surfaces and molecules with comparable 
resolution2,3. 

In a parallel development initiated by the realization of the first laser in 19604, 
spectroscopists and laser physicists began to explore light-induced dynamic processes 
unfolding within picoseconds or faster, such as energy transfer through the 
photosynthetic apparatus5 or the relaxation of excited electrons in solids6. In 
monitoring dynamics on this time scale (often referred to as ultrafast dynamics), the 
coherent nature of light emitted by lasers plays a critical role: it enables the creation of 
laser pulses as short as a few femtoseconds by ‘locking’ laser modes of different 
frequency in phase7. In a typical time-resolved experiment, a first laser pulse (‘pump’) 
repeatedly pushes the sample out of equilibrium. In each such cycle, a delayed second 
pulse probes the system's current state, much like a short flash of light in stroboscopic 
imaging. By repeating this process for different time delays between the pulses, it is 
possible to follow ultrafast processes directly in the time domain. Such pump-probe 
measurements are nowadays routinely carried out, and they have contributed 
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immensely to our current understanding of ultrafast processes in, e.g., solids, 
molecules, and biological systems. 

Both developments described above at first proceeded independently. However, as 
advances in microscopy and laser technology made the instruments more reliable and 
accessible, researchers began to combine electron-based imaging with approaches 
from optical time-resolved spectroscopy1,8–10, capitalizing on the strengths of each 
method to accomplish nanoscale imaging with femtosecond time resolution. This 
combination offers many intriguing possibilities: First, to study fundamental 
processes directly on their natural time and length scales, such as the collective 
excitation of surface electrons in metals (surface plasmon polaritons) or transport of 
photoexcited electrons in semiconductors. Second, the possibility to gain new insights 
into the relationship between local structure and excitation dynamics in spatially 
heterogeneous materials, exploring, for instance, the effect of grain boundaries11 or 
local morphology on nanostructured surfaces12. Lastly, we consider the context of 
nanoscience, where size-effects emerging on the nanoscale are often exploited to 
design nanostructures with new physical properties compared to bulk materials. Here, 
the ability to spatially resolve ultrafast dynamics is especially valuable. It allows the 
characterization of dynamics within single nanostructures, illuminating the interplay 
between several components in heterostructures and providing statistical information 
not accessible in ensemble-averaged methods.  

The exploration of ultrafast phenomena on the nanometer scale is not merely of 
academic interest. Several essential technologies, such as laser diodes, solar cells, light 
detectors, and fiber-optic communication, rely on the interaction between light and 
matter. And while many such devices operate in a steady-state regime, electrons 
excited by light may still undergo various ultrafast relaxation processes which can 
severely affect the overall device efficiency, such as intraband relaxation and trapping 
in solar cell materials. Conversely, numerous proposals for new technologies suggest 
specifically exploiting or manipulating ultrafast photoexcitation processes to construct 
new types of devices with increased efficiency or new functionality13–15. A detailed 
characterization of the spatiotemporal photoexcitation dynamics is a substantial 
benefit in developing new materials and devices.  

One technique that combines the spatial resolution of electron-based imaging with 
the femtosecond time resolution of laser-based spectroscopy is time-resolved 
photoemission electron microscopy (TR-PEEM) – the subject of this thesis. This 
microscopy technique relies on photoelectrons emitted from the sample upon optical 
excitation to form a high-resolution image of the sample surface. PEEM instruments 
for ‘conventional’ imaging are typically operated with table-top UV sources such as 
Hg or He lamps or at synchrotron facilities. However, when these light sources are 
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replaced by femtosecond laser pulses, sample excitation and the generation of 
photoelectrons can be timed with femtosecond precision, enabling time-resolved 
imaging of ultrafast processes at surfaces. The first PEEM experiments of this kind 
were reported in 200216. Since then, the technique has been extensively applied to 
study surface plasmon polaritons17–20. More recently, as more TR-PEEM setups 
around the globe have come into use, the range of applications has been extended to 
relaxation and transport dynamics in semiconductor systems21–23.  

1.1 Scope of this work  

In this thesis, I will summarize the results of the research carried out during my PhD 
studies dedicated to further development of TR-PEEM and the application of the 
technique to study ultrafast photoexcitation dynamics in metal- and semiconductor 
systems, including surfaces and nanostructures.  

The research projects included in this thesis can be divided into two categories: first, 
developments in ultrafast optics for the generation and manipulation of femtosecond 
laser pulses, aiming to extend the experimental capabilities of the TR-PEEM setup. 
This line of research is represented by papers I to III. In paper I, we describe a setup 
for the generation of short, broadband UV pulses suitable for photoemission 
experiments with very high temporal resolution. Paper II presents a grating-based 
interferometer for use in time-resolved interferometric PEEM measurements. In 
Paper III, we characterize artifacts occurring in femtosecond pulse shapers based on 
liquid crystal technology and present a method for compensation of these artifacts. 

The second line of research concerns the application of TR-PEEM to study 
photoexcitation dynamics in various systems. In Paper IV, we apply TR-PEEM to 
study the intra-band relaxation of photoexcited ‘hot’ electrons in InAs nanowires, 
illuminating which energy relaxation mechanisms are relevant on the sub-picosecond 
time scale and also investigating the effect of the local crystal phase. Paper V 
introduces a combination of two-color pump-probe PEEM with Fourier transform 
spectroscopy for time-resolved measurements with excitation energy resolution. 
Proof-of-principle experiments on GaAs nanowires and surfaces are presented. Papers 
VI and VII focus on the properties on surface plasmon polaritons. In Paper VI, we 
use TR-PEEM to investigate localized resonances in disordered gold nanostructures 
(‘nanosponges’). Finally, Paper VII explores the possibility to excite and control 
surface plasmon polaritons on gold using monolayers of WSe2, a two-dimensional 
semiconductor material belonging to the class of transition metal dichalcogenides. 
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1.2 Outline 

This thesis consists of two parts, the first of which introduces the concepts, methods, 
and systems relevant for the included research papers. The second part is a collection 
of papers and manuscripts (Papers I to VII) which discuss the main results of my PhD 
studies.   

The first part is organized as follows. Chapter 2 introduces relevant aspects of ultrafast 
optics, in particular the concepts and methods relevant for Papers I to III. Chapter 3 
introduces the systems that have been studied in Papers IV to VII and gives an 
overview of the relevant optical properties and relaxation processes. Chapter 4 is 
dedicated to the photoemission process, which is of essential importance for the TR-
PEEM. The technique itself is introduced in chapter 5, which discusses both general 
aspects of imaging with photoelectrons and the combination of PEEM with 
femtosecond laser pulses. Chapter 6 briefly introduces the main results of the papers. 
Finally, in chapter 7, I give some concluding remarks and venture a guess or two 
regarding future developments of TR-PEEM.    
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2 Elements of Ultrafast Optics 

Since the first demonstration of the laser in 19604, lasers as a source of coherent light 
have revolutionized science and technology. Among countless applications in 
research, lasers have afforded scientists with the ability to observe ultrafast processes 
directly in the time domain by using pulses of laser light as short as a few 
femtoseconds. The range of time scales and processes which are accessible in such 
experiments has always been closely linked to progress in laser technology. Over the 
decades, key technologies such as mode-locking7, chirped pulse amplification24, and 
optical parametric amplification25 in conjunction with many other technological 
improvements have led to shorter and more intense laser pulses in a wide spectral 
range and at high laser repetition rates, greatly expanding the experimental 
capabilities of ultrafast spectroscopy laboratories. With the relatively recent advances 
in the generation of pulses in the extreme ultraviolet region via high harmonic 
generation26,27, even time scales as short as a few hundreds of attoseconds are now 
within experimental reach. Nowadays, ultrafast laser physics is a highly active research 
field and improved methods for generating, manipulating and characterizing 
ultrashort laser pulses are continuously developed, often with the incentive to extend 
the experimental capabilities of ultrafast spectroscopy techniques. 

In the present work, ultrashort laser pulses have been employed in combination with 
PEEM for time-resolved imaging of photoexcitation dynamics in nanostructures and 
at surfaces. Since the technique probes ultrafast dynamics via photoemission in a 
photon-in/electron-out scheme, it puts specific demands on the laser system. For 
example, to be able to access charge carrier dynamics in semiconductors around the 
conduction band minimum via a one-photon ionization process, probe pulses with 
around to 5 eV photon energy are typically required. In addition, the laser system 
should be able to operate at high repetition rates and low pulse energies in order to 
avoid detrimental space charge effectsA. A considerable part of the work behind this 
thesis has therefore been dedicated to adapting and expanding the existing laser 
system in the 2D spectroscopy laboratory at the Division of Chemical Physics with 
the aim to provide laser pulses optimized for photoemission-based pump-probe 

 
A A more detailed discussion of space charge effects can be found in the chapter on time-resolved PEEM. 
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measurements and to enable complex time-resolved PEEM experiments with down to 
~10 fs time resolution. Some important results from these efforts are discussed in 
Papers I, II and III. In this chapter, I will discuss certain elements of ultrafast optics – 
the research field dealing with the generation, manipulation and characterization of 
ultrashort laser pulses – and introduce the concepts and methods which provide the 
basis for Papers I to III. 

2.1 Femtosecond Laser pulses 

2.1.1 Basic description of laser pulses 

Classical electrodynamics describes light as an electromagnetic wave oscillating in 
space and time. In this context, a pulse of laser light is an electromagnetic wave packet 
of finite duration and finite spatial extent, that can be constructed as a coherent 
superposition of monochromatic waves, as illustrated in Fig. 2.1. A laser pulse is 
typically described in terms of its electric field 𝑬(𝒓, 𝑡) which is a real-valued vectorial 
quantity. Here, we are mostly interested in the temporal characteristics of laser pulses, 
and we thus consider a linearly polarized pulse with infinite spatial extent 
perpendicular to the propagation direction. The spatial properties of laser beams are 
typically discussed within the framework of Gaussian beam optics28,29. With the 
assumptions made above, the temporal characteristics of the pulse are fully captured 
by a scalar field 𝐸(𝑡), or the corresponding frequency domain field  𝐸෨(𝜔) which is 
obtained via Fourier transform of the time domain field: 𝐸෨(𝜔) = 1√2𝜋 න 𝑑𝑡  𝐸(𝑡)𝑒ିఠ௧ (2.1) 

If the laser pulse duration is significantly longer than one optical cycle, it is often 
convenient to decompose the time domain field into a slowly varying envelope 
function 𝐴(𝑡) and a rapidly oscillating carrier term: 𝐸(𝑡) = 𝐴(𝑡) cos[𝜔𝑡 + 𝜑ே(𝑡) + Δ𝜑] (2.2) 

Here, 𝜔 is the centre frequency, Δ𝜑 is a constant phase offset and the term 𝜑ே(𝑡) 
contains phase contributions which are nonlinear in 𝑡 and give rise to temporal 
variations of the instantaneous frequency. Similarly, the frequency domain field is 
typically factorized into the real-valued spectral amplitude 𝐴(𝜔) and a phase term: 
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Figure 2.1: Principle of mode-locking. Figure (a) shows several modes oscillating at frequencies between 0.3 fs-1 and 
0.7fs-1 with a Gaussian amplitude distribution and random phases. The superposition of these modes – shown in the 
bottom panel – results in random fluctuations of the electric field. (b) Once the modes are locked, constructive 
interference of all modes leads to the formation of an intense pulse centered at t=0 while the modes interfere 
destructively at other times.  

 𝐸෨(𝜔) = 𝐴(𝜔)𝑒ି(ன) (2.3) 

where 𝜑(𝜔) is the spectral phase. Since 𝐸(𝑡) is real-valued, positive and negative 
frequency components are related by  𝐸෨(𝜔) =  𝐸෨∗(−𝜔) and we can thus restrict the 
discussion to the positive frequencies. 

In order to achieve pulse durations on the order of ~10 fs or less, two requirements 
are to be met. First, a broad spectrum 𝐴(𝜔) is needed as the shortest possible pulse 
duration Δ𝑡 is inversely proportional to the spectral width Δ𝜈 due to the Fourier 
transform relationship between the frequency and time domain field. For a Gaussian 
pulse shape, a lower bound for the pulse duration is given by Δ𝑡 ≥ 0.44/Δ𝜈, such 
that at least 44 THz of optical bandwidth are required to achieve 10 fs pulse duration. 
The second requirement for achieving short pulses concerns the spectral phase 𝜑(𝜔). 
Taking another look at Fig. 2.1, we can already guess that all frequency components 
of the pulse should interfere constructively at a single point in time to achieve the 
shortest possible pulse. Indeed, the minimum pulse duration is achieved if the spectral 
phase is constant or only linear in 𝜔 in which case the pulse is said to be transform 
limited. Any contributions to the phase which are nonlinear in 𝜔, on the other hand, 
generally cause pulse broadening and may introduce other distortions of the temporal 
pulse shape. Typically, the spectral phase is expressed in terms of a Taylor expansion 
around the center frequency 𝜔: 
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𝜑(𝜔) =  1𝑛!
𝜕𝜑𝜕𝜔ฬఠబ (𝜔 − 𝜔) =  𝜑𝑛! (𝜔 − 𝜔) (2.4) 

In many situations, the phase varies sufficiently slowly such that the expansion can be 
truncated after the first few terms, in particular for narrow-band pulses. This allows a 
fairly accurate description of the spectral phase using only a few coefficients (typically 
terms up to 3rd or 4th order are considered) each of which affects the pulse in the time 
domain in a characteristic way. 

The zero-order term 𝜑, known as the carrier-envelope-phase (CEP), determines the 
phase offset between the temporal envelope and the carrier term (see equation (2.2)). 
The pulse envelope is unaffected, but CEP-related effects can become significant 
when the pulse is no longer than a few optical cycles30,31 and relative differences in 
CEP in multi-pulse sequences are employed in Fourier transform spectroscopy 
methods to isolate signals of interest via phase cycling32. The first order term 𝜑ଵ 
simply corresponds to a translation of the entire pulse in time.  

Higher-order contributions result in changes of the temporal envelope and are 
associated with characteristic distortions of the pulse shapes, as illustrated in Fig. 2.2. 
To gain a more intuitive understanding of the relation between higher-order phase 
contributions and temporal pulse shape, it is often more instructive to consider the 
group delay 𝜏 = 𝑑𝜑(𝜔)/𝑑𝜔 instead, which can be understood as the time delay 
where the frequency components in a small frequency band around 𝜔  interfere 
constructively (see right column in Fig. 2.2). The related group velocity is the speed 
at which energy is transported through a medium33. A quadratic phase variation, 
known as group delay dispersion (GDD) or chirp, corresponds to a linear variation in 
group delay and thus leads to pulse stretching and a gradual increase or decrease of 
the instantaneous frequency, depending on the sign of 𝜑ଶ. Quadratic phases are 
purposefully introduced in e.g., chirped pulse amplification schemes which virtually 
every modern amplified laser system is based on, and chirped pulses have been used in 
numerous studies to manipulate interaction between laser pulses and matter34. 

With increasing polynomial order of the phase contribution, the group delay curve 
becomes successively flatter around the center frequency and consequently pulse 
broadening is less pronounced. However, large group delays may be introduced at the 
edges of the pulse spectrum, leading to wings or satellite pulses in the time domain. 
This is illustrated in Fig. 2.2 for a third and fourth order phase polynomial. In case of 
a positive third order phase, spectral components both at the high and low frequency 
wing of the spectrum experience large positive group delays. In the time domain, 
interference between high and low frequency wings of the pulse then leads to a 
characteristic series of satellite pulses. For a fourth-order phase (Fig. 2.2d), spectral 
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components at the high and low frequency wing, respectively, experience large but 
opposite group delays, leading to long, structureless wings in the temporal pulse 
structure on either side of the main pulse.  

 
Figure 2.2: Relationship between spectral phase and temporal pulse shape. Spectral and temporal properties of 
four Gaussian pulses with identical spectral intensity and a (a) flat phase, (b) quadratic phase, (c) cubic phase and (d) 
quartic phase. The left column shows the spectral intensity (black) and phase (blue, dashed line). The center column shows 
the electric field and its envelope in the time domain. The column to the right shows the spectrogram 𝑆 of the pulse, 𝑆(𝜔, 𝜏) = |  𝑑𝑡 𝐸(𝑡)𝑔(𝑡 − 𝜏) exp −𝑖𝜔𝑡|ଶ, calculated with a Gaussian gate function 𝑔(𝑡) with 15 fs FWHM. The group 
delay is plotted on top of the spectrogram (black dashed line) to illustrate the relation between group delay and pulse 
structure.  

While the description of the spectral phase in terms of its Taylor coefficients is very 
convenient, it should be noted that it is not well suited for rapidly varying phase 
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functions such as sinusoidal phases35 or phase jumps which occur in the context of 
pulse sequence generation36,37 or coherent control experiments38. 

2.1.2 Dispersion and dispersion control 

As shown above, the spectral phase can dramatically alter the shape and duration of 
an ultrashort laser pulse. In any laser application where short pulses are required it is 
therefore essential to control the spectral phase to ensure that the pulses have the 
shortest possible duration when interacting with the sample. The principal source of 
undesired spectral phase contributions in ultrafast optics setups is material dispersion 
from transmissive optical elements such as lenses, optical windows, or filters. These 
elements typically consist of optical glasses such as fused silica, which are practically 
transparent in the visible and near-infrared spectral region. Their optical properties 
can therefore be accurately described by a real-valued refractive index 𝑛. In dispersive 
materials, the refractive index varies with frequency and therefore both the phase 
velocity and the group velocity are frequency-dependent, causing broadband pulses to 
stretch in time as they propagate through the medium. 

Pulse propagation through a transparent medium can be described in terms of the 
spectral phase 𝜙(𝜔) = 𝐿𝜔𝑛(𝜔)/𝑐 which is accumulated by the electric field after 
propagation over a distance 𝐿. This corresponds to a group delay of 𝜏(𝜔) = 𝑑𝜙𝑑𝜔 = 𝐿𝑐 ቆ𝑛(𝜔) + 𝜔 𝑑𝑛(𝜔)𝑑𝜔 ቇ (2.5) 

For the majority of transparent media, the behavior of 𝑛(𝜔) in the visible and near-
infrared spectral range leads to a group delay that increases with frequency (this type 
of dispersion is called normal or positive dispersion in the ultrafast optics literature). 
This results in stretched and positively chirped pulses with a red-shifted leading edge 
and a blue-shifted trailing edge. How strongly the shape of a laser pulse is affected by 
material dispersion critically depends on the spectral bandwidth (dispersion effects are 
more pronounced for spectrally broad pulses) and the center frequency of the pulse 
(dispersion becomes stronger at higher frequencies), as illustrated in Fig. 2.3. For laser 
pulses with a duration on the order of ~10 fs (as used in this work), dispersion effects 
are substantial and need to be compensated for. 
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Figure 2.3: Pulse stretching due to material dispersion. The graph shows the initial and final pulse duration of a 
transform limited pulse propagating through 5 mm of fused silica (FS) glass which is commonly used for optical elements. 
Here, only second-order phase contributions are taken into account. The final pulse duration is shown for pulses centered 
at 700 nm (red) and 265 nm (blue).  

Expanding the group delay 𝜏(𝜔) in powers of the optical frequency 𝜔 reveals that 
pulse shape distortions due to dispersion are dominated by a linear group delay 
variation (corresponding to the quadratic phase term in equation (2.4)). To 
compensate for this, an optical setup with negative dispersion is required, i.e., a setup 
that introduces larger group delays for the low-frequency components of a laser pulse. 
Fortunately, various such setups are available: In prism compressors33,39 and grating 
compressors33, angular dispersion is used to create a frequency dependent optical path 
length with negative dispersion. So-called chirped mirrors40 have a specially designed 
coating that reflects different spectral components at a frequency-dependent 
penetration depth, also resulting in negative dispersion. Using either of these setups, it 
is possible to compensate for the linear group delay variation from material dispersion 
and achieve efficient pulse compression. However, higher-order variations of 𝜏(𝜔) – 
which are relevant for the compression of pulses in the sub-10 fs regime – are more 
challenging to compensate since none of the above-mentioned components is capable 
of compensating first and higher-order group delay variations simultaneously. Prism 
compressors, for instance, overcompensate the quadratic group delay variation (third-
order phase), leading to satellite pulses when compressing large bandwidth pulses. A 
more flexible (but also more complex) approach to dispersion compensation is 
adaptive pulse shaping, which can correct for dispersion contributions of all orders 
simultaneously37,41. Pulse shaping is discussed in more detail below. 

2.1.2.1 Dispersive ray tracing 
Optical setups that rely on angular dispersion of spectral components to achieve 
temporal dispersion compensation – such as prism sequences or grating compressors – 
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are nowadays routinely used in laser setups, and analytic expressions are available to 
evaluate their temporal dispersion. These expressions are typically based on some 
approximations and simplifying assumptions (for instance, only paraxial rays are 
considered, or prisms are assumed to be oriented for minimum deviation) and they 
quickly become lengthy if more than a few optical elements are involved. For complex 
setups where these assumptions do not hold, it is therefore more convenient to 
calculate the temporal dispersion numerically using dispersive ray tracing. As the name 
suggests, the technique is based on ray optics, i.e., different spectral components are 
treated as optical rays whose path through the optical setup is traced numerically 
taking dispersion, reflection, refraction at interfaces and grating diffraction into 
account. By repeatedly tracing rays of different optical frequencies, it is possible to 
obtain the frequency-dependent optical path length 𝑃(𝜔) which contains the full 
information about the temporal dispersion of the setup33. In addition, ray tracing 
provides useful information about the angular and spatial dispersion introduced by 
optical setups. In Paper I, we investigated the temporal dispersion of a setup for 
broadband UV-pulse generation. Due to the complexity of the setup, an analytic 
evaluation of the dispersion was unfeasible and numerical ray tracing was employed 
instead. In addition, ray tracing was used to determine the setup configuration 
resulting in optimum phase-matching conditions for UV generation. In Paper II, 
dispersive ray tracing was employed to investigate how temporal and spatial 
dispersion of a grating-based interferometer are affected if deviations from the ideal 
(dispersion-free) alignment are introduced. 

2.2 Fourier Transform Pulse Shaping 

In the previous section on dispersion and pulse compression, we have already 
encountered several ways to manipulate the temporal shape of femtosecond laser 
pulses by controlling their spectral phase. For example, by combining a pulse 
compressor with a variable amount of glass in the beam path, one may create pulses 
with a tunable chirp30,42. Even the action of a Michelson interferometer, which creates 
two replica pulses at a controllable time separation, may be considered as a form of 
femtosecond pulse shaping. While these ‘conventional’ approaches to pulse shaping 
are of essential importance and ubiquitous within ultrafast optics, they typically 
provide only a few free control parameters, and the space of available temporal pulse 
shapes is limited. Efforts to overcome this limitation have been ongoing since the 
1980s43. Nowadays, a range of advanced femtosecond pulse shaping techniques for 
the generation of nearly arbitrarily shaped optical pulses are available37,44, and these 
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methods are widely used in applications such as coherent control45,46, pulse 
compression, and multidimensional spectroscopy36,47. In combination with TR-
PEEM, pulse shaping has been used to control spatial and temporal behavior of 
plasmonic excitations48,49 and in implementations of spatially-resolved two-
dimensional spectroscopy50. Part of the work behind this thesis was the construction 
and calibration of a liquid crystal-based pulse shaper which will be incorporated into 
the TR-PEEM setup for future experiments. Special care was taken to compensate for 
interference artifacts which impair the accuracy of such devices, and the results from 
these efforts are reported in Paper III. In the remaining part of this section, I will 
introduce some general aspects of Fourier transform pulse shaping and provide a brief 
description of liquid crystal based pulse shapers. 

 

Figure 2.4: The 4f-line. The spectral components of the ingoing pulse are angularly dispersed using a grating before 
being recollimated and focused by a lens or curved mirror. For pulse shaping, a spatial mask is placed in the Fourier plane 
at the center of the setup to manipulate the spatially separated spectral components. 

Many pulse shaping implementations are based on the concept of Fourier transform 
pulse shaping, where the desired temporal pulse shape is synthesized by manipulating 
the pulse in the frequency domain. In practice, this is accomplished by spatially 
separating the frequency components of the input pulse and applying a spatial mask 
that modifies the spectral components according to the desired pulse shape. The 
optical setup commonly used for this purpose – known as 4f-line – is shown in Fig. 
2.4. This setup separates different spectral components spatially by first introducing 
an angular dispersion using a diffraction gratingB before collimating and focusing the 
spectral components with a lens or focusing mirror. A spatial mask is placed in the 
central Fourier plane of the setup, where the individual spectral components are 
spatially dispersed and focused. Depending on the type of mask, spectral phase and/or 

 
B In principle, a prism can also be used, see ref. 250. Prism-based pulse shapers offer high throughput and 

put no constraints on the spectral pulse width, but the material dispersion introduced by the prism 
itself is substantial. 
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amplitude and/or polarization of the spectral components can be adjusted before they 
are recombined again to form the pulse with the desired temporal shape. 

Various spatial masks for pulse shaping are available today, the most common ones 
being acousto-optic modulators (AOM)51 and (one-dimensional) liquid crystal spatial 
light modulators (LC-SLM)41. Other types of masks are also in use, such as 
micromirror arrays52,53, deformable mirrors54 (used for pulse compression in Paper I) 
or 2D liquid crystal displays55. 

2.2.1 Liquid crystal spatial light modulators 

Pulse shaping based on liquid crystal technology exploits the fact that liquid crystals 
have a birefringence that can be controlled via an external voltage. A typical LC-SLM 
consists of a linear array of pixels, each of which consists of a thin layer of nematic 
liquid crystalC sandwiched between two transparent electrodes (see Fig. 2.5a). Each of 
these pixels acts as a programmable waveplate. Light propagating through such a pixel 
is decomposed into two partial waves (a fast and a slow wave) with orthogonal 
polarization. Due to the birefringence, a phase delay Δ𝜙 is introduced between these 
waves. Application of an external voltage results in a rotation of the elongated liquid 
crystal molecules (see Fig. 2.5a), which in turn affects the refractive index of the slow 
wave according to 1𝑛ଶ(𝜔, 𝜃(𝑉)) = cosଶ 𝜃(𝑉)𝑛ଶ(𝜔) + sinଶ 𝜃(𝑉)𝑛ଶ(𝜔) . (2.6) 

Here, 𝜃(𝑉) is the voltage dependent rotation angle of the liquid crystal molecules. 𝑛 
and 𝑛  are the ordinary and extraordinary refractive index of the liquid crystal. 
Consequently, the external voltage controls the phase offset introduced between fast 
and slow wave after propagation through the liquid crystal layer: Δ𝜙(𝜔, 𝑉) = 𝜔Δ𝑛(𝜔, 𝑉)𝑑𝑐 (2.7) 

Here, Δ𝑛 is the refractive index difference between fast and slow wave and 𝑑 is the 
thickness of the liquid crystal layer. Depending on the relative orientation of light 
polarization and the waveplate axes, the above relation can be used to manipulate the 
phase delay or polarization state of the spectral component propagating through one 
of the liquid crystal pixels. By introducing a polarization filter behind the liquid 
crystal mask, a rotation of the polarization can be translated into a change in 

C A nematic liquid crystal consists of elongated, rod-shaped molecules at random positions but with the 
same orientation 29. 
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amplitude. To allow for independent shaping of phase, amplitude and polarization, 
several liquid crystal layers are typically required37. For example, independent phase 
and amplitude shaping can be achieved by combining two liquid crystal layers in 
which the native orientation of the liquid crystals molecules is at +45° and -45° with 
respect to the polarization direction of the incident light (see Fig. 2.5b). Such an 
arrangement, in combination with a linear output polarizer, modifies phase and 
amplitude of a spectral component 𝐸෨(𝜔) according to: 𝐸෨௨௧(𝜔) = 𝐸෨(𝜔) exp ൬−𝑖 Δ𝜙ଵ(𝜔) + Δ𝜙ଶ(𝜔)2 ൰ cos ൬Δ𝜙ଵ(𝜔) − Δ𝜙ଶ(𝜔)2 ൰ 

(2.8) 

where Δ𝜙ଵ/ଶ denotes the phase shift introduced by the first and second liquid crystal 
pixel, respectively. Since the phase shift is determined by the sum of Δ𝜙ଵ and Δ𝜙ଶ 
while the amplitude change is determined by the difference, both phase and 
amplitude can be manipulated independently. The pulse shaping setup described in 
Paper III is based on this approach.  

 

Figure 2.5: Liquid crystal-based pulse shaping. (a) A single LC pixel, consisting of a thin LC layer embedded between 
two transparent electrodes. Due to the birefringence of the LC, the pixel acts like a wave plate with a fast and a slow axis 
as indicated. Appliying a voltage leads to a rotation of the molecules, changing the refractive index for light polarized 
along the slow axis. (b) Sketch of a linear LC-SLM consisting of a one-dimensional array of LC pixels. The LC-SLM is placed 
at the center of a 4f-line such that each pixel is hit by a different spectral component (see Fig. 2.4). Phase- and amplitude 
shaping is possible in dual-LC-SLMs where each pixel consists of two LC pixels in series with their slow axis at -45° and 
+45° with respect to the x-axis, as shown. By adding a linear polarizer in the beam path (P), the change in polarization 
state can be translated into an amplitde modulation. 

Pulse shaping based on LC-SLMs is a powerful and flexible tool and impressive 
experimental results have been demonstrated. However, the range of attainable pulse 
shapes and the shaping accuracy are subject to several limitations, which should be 
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considered in the planning and evaluation of pulse shaper-based experiments. Certain 
limitations arise from the general concept of Fourier transform pulse shaping in a 4f-
line, such as spatio-temporal coupling56 (a change in the spatial pulse profile which is 
coupled to the frequency domain modulation introduced by the spatial mask) and the 
presence of a limited time window in which the real output pulse can accurately 
represent the programmed pulse shape57,58. Other limitations are related to specific 
classes of spatial masks. In the case of LC-SLMs, thermal motion of the liquid crystal 
introduces phase noise59 and the pixelation of the mask can lead to replica pulses in 
the time domain60. Another source of distortions in LC-SLMs is the multi-layer 
structure of these devices. Differences in refractive index between consecutive layers 
give rise to partial reflections which interfere with the main pulse, leading to 
unwanted spectral modulations of the output pulses. In Paper III, we characterize 
these interferences and describe how to correct for them by extending the standard 
calibration procedure for LC-SLMs. 

2.3 Nonlinear optics  

So far, we have limited the discussion of ultrafast pulses interacting with dielectric 
media to the linear regime, where the polarization induced by a laser pulse in the 
material is proportional to the optical field amplitude. In a non-dispersive medium, 
this polarization 𝑷(𝑡) is given by: 𝑃(𝑡) = 𝜀  𝜒(ଵ)𝐸(𝑡) (2.9) 

The relation between electric field and polarization is determined by the linear 
susceptibility 𝜒(ଵ) which is a 3 × 3 matrix in an anisotropic medium. One of the 
outstanding characteristics of ultrashort laser pulses is the extremely high peak 
intensity that can be reached since the output energy of femtosecond lasers is 
concentrated within an exceptionally short time interval. With focused laser pulses it 
is therefore rather straightforward to reach the regime where the response of the 
medium can no longer considered to be linear and where nonlinear interaction 
between the laser field and the material becomes relevant. To describe this nonlinear 
regime, equation (2.9) is extended by adding terms of higher order in the electric 
field: 𝑃 = 𝜀  𝜒(ଵ)𝐸 + 𝜀  𝜒(ଶ)𝐸𝐸 + 𝜀  𝜒(ଷ) 𝐸𝐸𝐸 + ⋯ (2.10)
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Second-order nonlinear effects are characterized by 𝜒(ଶ), third-order effects by 𝜒(ଷ)  
and so on. The higher-order terms appearing in the above equation describe a wide 
range of nonlinear optical phenomena, a detailed discussion of which can be found in 
the literature61,62. To illustrate some of the nonlinear processes relevant in this work, 
we consider the example of an external field 𝐸(𝑡) interacting with a dispersionless 
medium with a 𝜒(ଶ)-nonlinearity. For the sake of simplicity, we will consider only a 
single cartesian component of 𝑷 and 𝑬, related by one component of the 𝜒(ଶ) tensor, 
so that we can express the second-order polarization as 𝑃(ଶ)(𝑡) = 𝜀𝜒(ଶ)𝐸ଶ(𝑡). For 
an electric field with two frequency components,  

 𝐸(𝑡) = 𝐸ଵ exp(𝑖𝜔ଵ𝑡) + 𝐸ଶ exp(𝑖𝜔ଶ𝑡) + 𝑐. 𝑐. (2.11) 

the second-order polarization becomes: 

 

𝑃(ଶ)(𝑡) = 𝜀𝜒(ଶ)(𝐸ଵଶ𝑒ଶఠభ௧ + 𝐸ଶଶ𝑒ଶఠమ௧ + 𝑐. 𝑐. )                 +𝜀𝜒(ଶ)2(𝐸ଵ𝐸ଶ𝑒(ఠభାఠమ)௧ + 𝑐. 𝑐. )                 +𝜀𝜒(ଶ)2(𝐸ଵ𝐸ଶ∗𝑒(ఠభିఠమ)௧ + 𝑐. 𝑐. )                 +𝜀𝜒(ଶ)2(|𝐸ଵ|ଶ + |𝐸ଶ|ଶ) 

(2.12) 

Expression (2.12) contains various terms oscillating at frequencies different from 
those of the input fields, representing the various second-order nonlinear mixing 
processes that may occur: polarization contributions oscillating at twice the frequency 
of either input field (2𝜔ଵ or 2𝜔ଶ) represent second harmonic generation (SHG), 
while polarizations oscillating at 𝜔ଵ + 𝜔ଶ and 𝜔ଵ − 𝜔ଶ give rise to electric fields 
oscillating at the sum and difference of the input frequencies, respectively (sum-
frequency generation, SFG, and difference-frequency generation, DFG). The 
constant terms give rise to an average DC polarization in the material, a phenomenon 
known as optical rectification (OR). A graphical illustration of SHG, SFG, and DFG 
is provided in Fig. 2.6. Notably, second-order processes such as those considered here 
only occur in materials where the inversion symmetry is brokenD,61. In centrally 
symmetric materials, the second-order susceptibility vanishes, and nonlinear effects 
are dominated by the third-order susceptibility 𝜒(ଷ) at typical laser intensities.  

The simple example above illustrates a key feature of nonlinear optical interaction: the 
generation of optical signals at new frequencies. This feature, which is common to 
nonlinear processes of all orders, has proven to be extremely useful within the ultrafast 
sciences since it greatly expands the range of optical frequencies where laser pulses are 
available, see for example references63,64. A part of the work behind this thesis was the 
construction a source of broadband UV pulses based on SHG, discussed further 

 
D 𝛽-barium borate, BBO in short, is such a material that is widely used in ultrafast optics. 
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below and in Paper I. Nonlinear optical interactions are also the basis for the vast 
majority of methods for characterizing the temporal structure of ultrashort laser 
pulses, which have been essential in the pursuit of shorter and shorter laser pulse 
durations.  

Figure 2.6: Second-order nonlinear frequency mixing processes. (a) Sum-frequency generation (SFG), (b) second 
harmonic generation (SHG), and (c) difference-frequency generation (DFG). 

2.3.1 Phase-matching 

The second-order polarization given equation (2.12) contains terms representing 
various nonlinear processes. In practice, however, only nonlinear processes for which 
the phase-matching requirement is satisfied can be observed. This means that signal 
contributions generated at different positions within the nonlinear medium must 
interfere constructively for a macroscopic signal to be generated. In the case of sum-
frequency generation, for instance, this phase-matching condition can be expressed as 𝒌ଵ + 𝒌ଶ = 𝒌ଷ where 𝒌ଵ  and 𝒌ଶ  are the wave-vectors of the ingoing beams at 
frequencies 𝜔ଵ and 𝜔ଶ inside the nonlinear medium and 𝒌ଷ is the wave-vector of the 
sum-frequency signal. In practice, perfect phase-matching is rarely achieved, and a 
non-zero phase mismatch Δ𝒌 = 𝒌ଵ + 𝒌ଶ − 𝒌ଷ (2.13) 

is typically present, implying that the sum-frequency signals from different positions 
are not perfectly in phase. Consequently, the signal intensity is reduced61, and the 
relative loss of intensity is given by the relation 𝐼(Δ𝒌)𝐼 = sincଶ ൬Δ𝑘𝐿2 ൰. (2.14) 

Here, 𝐼 denotes the signal intensity achieved for perfect phase-matching, and 𝐿 is the 
thickness of the nonlinear medium. This relation shows that the nonlinear signal 
intensity decreases steeply with increasing phase mismatch (see Fig. 2.7), and in 
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experiments, care must be taken to reduce the phase mismatch as much as possible. 
To illustrate the common approach to phase-matching, we consider the example of 
collinear second harmonic generation (𝒌ଵ = 𝒌ଶ and 𝜔ଵ = 𝜔ଶ), where we can write 
the phase-matching condition as 

 𝑛(𝜔ଵ) = 𝑛(2𝜔ଵ). (2.15) 

This condition is impossible to fulfill in dispersive, isotropic materials where the 
refractive index monotonically increases as a function of frequency. Likewise, phase-
matching conditions for other frequency mixing processes cannot be satisfied either in 
dispersive, isotropic media. However, phase-matching may be achieved by using 
birefringent materials where the refractive index is a function of the light polarization 
and propagation direction. In practice, uniaxial birefringent crystals are typically used 
in which the refractive index of one of the normal modesE (the extraordinary wave) 
depends on the angle 𝜗 between travel direction and the crystal’s optic axis: 

 
1𝑛ଶ(𝜔, 𝜗) = cosଶ 𝜗𝑛ଶ(𝜔) + sinଶ 𝜗𝑛ଶ(𝜔) (2.16) 

where 𝑛 and 𝑛 denote the ordinary and extraordinary refractive index. The second 
normal mode – the ordinary wave – always has a refractive index 𝑛(𝜔).  

 

Figure 2.7: Phase-matching. (a) Efficiency of nonlinear processes as a function of phase mismatch and interaction 
length. The vectorial representation of the phase-matching condition for collinear SHG (where 𝑘ଵ = 𝑘ଶ) is also shown. (b) 
Phase-matching in BBO for SHG at 600 nm (~500 THz). By choosing a propagation direction at 40.24° inside the crystal, 
the refractive index of the extraordinary wave 𝑛(𝜗) at the second harmonic frequency (~1000 THz) matches the ordinary 
refractive index at the pump frequency (~500 THz). 

 
E In this context, normal mode refers to a polarization state which remains unaffected by propagation 

through the birefringent crystal. 
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The angular dependence of the refractive index introduces an additional degree of 
freedom that can be used to minimize the phase mismatch by choosing a suitable 
light polarization and crystal orientation. For example, in the widely used birefringent 
nonlinear crystal BBO, one finds that 𝑛(𝜔) < 𝑛(𝜔) at relevant optical frequencies, 
such that the phase-matching relation for SHG can be fulfilled with the pump beam 
(𝜔ଵ) as ordinary wave and the SHG signal (2𝜔ଵ) as extraordinary wave, as illustrated 
in Fig. 2.7b. 

In the context of ultrafast optics, where nonlinear processes are often employed for 
amplification or frequency conversion of broadband pulses, an important parameter is 
the phase-matching bandwidth, i.e., the spectral bandwidth over which the phase 
mismatch is sufficiently small to allow for efficient nonlinear signal generation. In 
non-collinear geometries, a large phase-matching bandwidth can be achieved by 
carefully setting the angles of the ingoing beams and the crystal orientation65. A 
general approach, which also applies to collinear geometries, is the use of very thin 
nonlinear crystals, as the relative efficiency is determined by the product of phase 
mismatch and crystal length (see equation (2.14)). This approach has the 
disadvantage that a short interaction length limits the overall intensity of the 
nonlinear signal, and it is thus not feasible at low pulse energies. In Paper I, we use an 
alternative scheme known as achromatic phase-matching, where phase-matching for 
SHG over a large bandwidth is achieved by introducing a suitable angular dispersion 
in the incident pump beam. The small phase mismatch allows the use of relatively 
thick nonlinear crystals, making the approach attractive for generating broad UV 
pulses via SHG at low pulse energies.  

2.3.2 Optical parametric amplification 

Another second-order nonlinear process that is especially relevant for this work is 
DFG since this process can be used for the amplification of low-energy laser pulses in 
a scheme called optical parametric amplification (OPA). The amplification process is 
most conveniently illustrated in the photon picture, where we can understand DFG 
of light with energies ℏ𝜔ଵ  and ℏ𝜔ଶ  (with ℏ𝜔ଵ > ℏ𝜔ଶ ) as the destruction of a 
photon with ℏ𝜔ଵ and the creation of a photon with the energy difference, ℏ(ωଵ −ωଶ), see Fig. 2.6c. To satisfy energy and momentum conservation, an additional 
photon at energy ℏ𝜔ଶ is generated in the process. The light at frequency 𝜔ଵ – the 
pump beam – is thus depleted in the DFG process while the beam at 𝜔ଶ – the seed – 
is amplified. In the amplification process, no energy is transferred to the nonlinear 
medium since the energy difference between pump and seed beam is released in the 
form photons (the process is said to be parametric). This immensely facilitates the 
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generation of intense laser pulses, since technical difficulties related to heating of the 
amplification medium are largely avoided. In a typical parametric amplification 
scheme, intense, narrow-band laser pulses are used as pump, while seed pulses are 
created through nonlinear white-light continuum generation via third-order 
nonlinear processes. Alternatively, the seed pulses may be generated directly by 
broadband oscillator systems65.  By choosing suitable phase-matching conditions, a 
specific portion of the seed spectrum is amplified, enabling the generation of 
amplified, tunable, and spectrally broad laser pulses. OPA systems based on amplified 
solid-state lasers such as Ti:sapphire or Yb:KGWF lasers can generate femtosecond 
laser pulses throughout the visible (VIS) and near-infrared (NIR) spectral range66 and 
are nowadays widely used in ultrafast spectroscopy laboratories. Both the laser system 
used in Papers I to V and the system employed in Papers VI and VII are built around 
non-collinear optical parametric amplifiers (NOPAs). In NOPAs, the seed beam and 
the pump beam propagate non-collinearly through the amplification crystal, and the 
relative angle serves as an additional degree of freedom for adjusting the phase-
matching conditions. Very large phase-matching bandwidths can be achieved in this 
fashion, enabling the generation of amplified few-fs pulses in the VIS spectral range25. 

  

 
F Yb:KGW refers to ytterbium-doped potassium gadolinium tungstate, a gain medium used in 

femtosecond lasers with a lasing transition around 1030 nm. 
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3 Light-Matter Interaction at the 
Nanoscale 

This chapter is going to introduce the second main direction of research in this thesis: 
the photoexcitation dynamics triggered by femtosecond laser pulses when interacting 
with metal- and semiconductor nanostructures or surfaces. The discussion will focus 
on the systems and processes that are relevant for Papers IV to VII. The systems 
investigated in these papers can be divided into two categories: in Papers IV and V, 
we studied dynamics of photoexcited charge carriers in III-V semiconductor 
materials, in the form of bulk semiconductors (Paper V) and in the form of nanowires 
(Papers IV and V), needle-shaped nanocrystals with interesting properties. Section 3.1 
introduces the III-V materials and III-V semiconductor nanowires. The relaxation 
dynamics of photoexcited electrons in these materials will be discussed in section 3.2, 
with a focus on intraband relaxation and transport processes unfolding on the femto- 
and picosecond time scale. In Papers VI and VII, we used TR-PEEM to investigate 
surface plasmon polaritons, excitations inherent to metal-dielectric interfaces that 
arise from the coupling between surface charge density oscillations and the optical 
electromagnetic field. Especially surface plasmon polaritons confined to the surfaces 
of nanoparticles have received much attention in recent decades (localized surface 
plasmons) since they can be used to create strongly localized and enhanced optical 
near-fields.  Surface plasmon polaritons on surfaces and nanoparticles are introduced 
in section 3.3.   

3.1 III-V compound semiconductors 

III-V materials are semiconducting alloys consisting of one (or several) of the group 
III elements (mostly Al, Ga, In) of the periodic table and one (or several) of the group 
V elements (mostly N, P, As, Sb). These materials have been the subject of intense 
research for many decades, in large part due to their favorable optoelectronic 
properties: III-V semiconductors have large electron mobilities (especially the narrow-
gap semiconductors InAs and InSb), and many III-V materials have a direct bandgap 
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enabling efficient light emission. The bandgaps available in the III-V family extend 
from the mid-infrared region (InSb with 𝐸 = 0.17 eV) all the way to the ultraviolet 
range (AlN with 𝐸 = 6.2 eV) as shown in figure 3.1. Creating ternary or quaternary 
alloys of three or four of the III/V elements results in compounds with properties that 
can be finely tuned by varying the material composition – in principle, this affords 
researchers and engineers with the ability to create materials with arbitrary bandgaps 
all the way from the infrared to the ultraviolet region, see Fig. 3.1. In addition, several 
materials can be combined into layered heterostructures which allows the creation of 
complex devices with specific spatial band profiles, making the III-V compounds 
highly useful for applications in optoelectronics. In practice, possible material 
combinations are constrained by lattice mismatch. Nonetheless, the III-V materials 
have found widespread use in applications such as solar cells67,68, LEDs69,70 and 
quantum cascade lasers71,72.  

Figure 3.1: Bandgaps of III-V semiconductors. Direct bandgaps are represented by black dots, blue dots indicate 
indirect bandgaps. The bandgaps for the nitrides are shown for the wurtzite crystal phase. Bandgaps of some ternary 
compounds are indicated by lines. Figure adapted from 73, data taken from 73,74. 

Most of the bulk III-V compound semiconductors crystallize in the zincblende 
structure with a mixed ionic-covalent bond character75. The exception are the three 
nitrides (GaN, InN, AlN) which can form stable crystals both in the wurtzite and the 
zincblende crystal phase76. Both crystal structures are shown in figure 3.2. The 
zincblende structure consists of two interleaved face-centered cubic sublattices, 
populated by the group III and group V atoms respectively, which are shifted against 
each other by a quarter of the volume diagonal of the unit cell. The wurtzite 
structure, on the other hand, consists of two hexagonal close-packed structures shifted 
against each other along the [0001] direction. The two structures have an identical 
arrangement of nearest-neighbor atoms but differ in the arrangement of the next-
nearest neighbors and beyond. Often, the structural differences are illustrated using 
the stacking of crystal layers which follows and ‘ABC’ sequence along the [111] 
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direction of zincblende while an ‘ABAB’ stacking sequence can be found along the 
[0001] direction of wurtzite crystals, as illustrated in Fig. 3.2. While these structural 
differences might appear subtle, the reduced symmetry of the wurtzite structure gives 
rise to anisotropic optical properties because optical selection rules allow different 
inter-band transitions to be excited for light polarized parallel or perpendicular to the 
[0001] direction77–80. The optical properties of the cubic zincblende lattice, on the 
other hand, are independent of the light polarization. This effect was explored in 
Paper IV. 

 

Figure 3.2: Crystal structure and electronic structure of III-V semiconductors. (a) and (b) show the zincblende and 
wurtzite crystal structures. The zincblende structure (a) can be thought of as two fcc sublattices (occupied by group III and 
V atoms, respectively) shifted against each other by quarter of the volume diagonal of the unit cell. The wurtzite structure 
(c) can be constructed from two hexagonal close packed structures shifted along the [0001] direction. The unit cell is 
indicated by dashed lines. (c) The band structure of GaAs, showing the direct bandgap in the Γ valley and the conduction 
band side valleys at the 𝐿 and 𝑋 point. Data taken from 81. (d) and (e) illustrate the different stacking order in zincblende 
(d) and wurtzite (e) crystals. 

The electronic band structure of the prototypical III-V semiconductor GaAs is 
depicted in figure 3.2c. The valence band maximum is always located at the Γ point. 
The conduction band of all III-V materials has a multi-valley structure, i.e., 
conduction band minima can be found not only at the center of the Brillouin zone (Γ 
point) but also at the 𝑋 and 𝐿 symmetry points. In direct III-V semiconductors, the 



26 

global conduction band minimum is located at the Γ point while it is located at the 𝑋 
point in III-V semiconductor with an indirect bandgap such as GaP. The presence of 
conduction band side valleys has strong implications for the electronic properties of 
III-V materials because electrons that are either accelerated by strong electric fields or 
optically excited with high photon energies efficiently scatter into the side valleys via 
electron-phonon scattering82. This scattering mechanism reduces electron mobility in 
high fields. On the other hand, the inter-valley transfer may also be exploited in 
devices such as the Gunn oscillator82 and has been suggested as a mechanism to ‘store’ 
hot electrons for increased solar cell efficiency83,84.  

3.1.1 III-V semiconductor nanowires 

III-V semiconductor nanowires are needle-shaped single-crystalline nanostructures 
consisting of one or several of the III-V materials. III-V nanowires are characterized 
by a high aspect ratio, with the nanowire diameter typically in the range from 10 nm 
to 200 nm and nanowire lengths typically in the range of a few μm.  

Growth of III-V nanowires was first observed in studies on planar semiconductor 
growth methods85,86 where nanowires could occur unintentionally under certain 
conditions87. First studies to systematically understand and optimize growth of III-V 
nanowires were undertaken in the early 1990s88,89 and efforts to fully understand the 
growth mechanisms involved are still ongoing90,91 although a high degree of control 
over the nanowire structure has been achieved by today92–94. This long-lasting interest 
in III-V nanowires is motivated by the unique properties of these quasi one-
dimensional nanostructures in comparison with their bulk counterparts.  

 

Figure 3.3: III-V semiconductor nanowires. (a) SEM image of a regular array of InAs nanowires grown via particle-
assisted MOVPE. Image courtesy of Sebastian Lehman. (b) SEM image of InAs nanowires after transfer onto a silicon 
substrate for PEEM measurements. (c) SEM image of the top section of two GaAs nanowires, showing the characteristic 
gold seed particle at the nanowire top. 
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First, the fact that the nanowires are grown free-standing in combination with their 
small diameter allows their crystal lattice to expand or contract radially87. This effect 
can compensate for lattice-mismatch between different materials and enables the 
combination of different III-V semiconductors into a single, dislocation-free 
nanowire heterostructures, and the growth of nanowires on lattice-mismatched 
substrates, far beyond the possibilities available in planar growth87. In particular the 
growth of III-V nanowires on cheap Si substrates95 has received much attention. In 
addition, nanowires can be employed as waveguides96, have a large surface-to-volume 
ratioG, high mechanical flexibility97, exhibit strong polarization anisotropy both in 
light absorption and light emission98–100 and nanowire arrays show enhanced and 
tunable light absorption101,102. Further, III-V nanowires can be grown in the wurtzite 
crystal phase92,103, even if only the zincblende crystal phase is stable in the bulk 
material, enabling the study of fundamental material properties in the wurtzite phase 
and the creation of wurtzite/zincblende nanowire heterostructures with atomically 
sharp transitions between the different phases92. Due to these remarkable properties, 
III-V nanowires have become a versatile platform for fundamental research104–106 and 
considerable effort is directed to advance nanowire-based applications including 
single-107,108 and multi-junction109 solar cells, LEDs110,111, photodetectors112,113 and 
transistors114,115. 

3.1.1.1 Nanowire growth 
III-V nanowires are typically fabricated in a bottom-up approach via epitaxial crystal 
growth on a substrate (i.e., the nanowire lattice is grown as an extension of the 
substrate lattice without disrupting the crystal order75). The numerous variants of 
epitaxial crystal growth differ mainly in the way the constituents of the crystal are 
delivered to the growth site75. Commonly used methods in III-V nanowire growth are 
molecular beam epitaxy (MBE) and metalorganic vapor-phase epitaxy (MOVPE). 
The latter was used to grow the nanowires studied in Papers IV and V and shall be 
described briefly below. More information regarding MBE and other aspects of 
nanowire growth can be found in the literature87. 

In MOVPE, the group III and group V element are supplied in the form of 
metalorganic precursor molecules (such as trimethylindium, TMIn, or 
trimethylgallium, TMG) which are carried into the growth reactor in a flow of inert 
carrier gas. Two approaches are commonly used to promote the growth of thin 
nanowires: first, selective area epitaxy where the substrate is covered with a dielectric 
mask that defines small areas where growth is allowed116. Second, particle-assisted 

 
GThis is beneficial for nanowire-based transistors where the gate can be wrapped around the entire 

nanowire. 
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MOVPE, where small, typically metallic seed particles are deposited onto the 
substrate, which serve as growth sites because of enhanced growth rates at the metal-
semiconductor interface87,117. Nanowires grown via particle-assisted MOVPE show 
the characteristic seed particle atop the wire, as visible in Fig. 3.3.  

Figure 3.4: Nanowire growth via particle-assisted MOVPE. (a) Seed particles, typically gold or another metal, are 
deposited on the growth substrate. (b) Metalorganic precursor gases containing the group III and V element are 
introduced. The group III element alloys with the gold. (c) III-V crystal growth occurs prefentially at the gold-
semiconductor interface, resulting in the formation of narrow, elongated nanowires. Figure adapted from 87. 

Figure 3.4 illustrates the steps involved in particle-assisted MOVPE nanowire growth 
using gold particles. To begin with, the seed particles are deposited onto the growth 
substrate. The particles size determines the nanowire diameter, while the positions of 
the particles determine nanowire arrangement on the growth substrate. The latter is 
relevant in certain nanowire applications, e.g., for tuning the optical properties of 
nanowire arrays101. To initiate the growth process, the substrate is heated, and the 
precursor gases are introduced (Fig. 3.4b). Upon reaching the substrate, the precursor 
molecules undergo pyrolysis, and the group III element forms an alloy with the gold 
particleH. Once a critical concentration of the group III element within the seed 
particle is reached, the nanowire begins to grow layer by layer at the gold-substrate 
interface (Fig. 3.4c). The group V elements reach the growth front via diffusion along 
the gold-semiconductor interface87. The physical origins for the enhanced growth rate 
at the particle nanowire interface are not yet fully understood, but several mechanisms 

H The phase of the seed particle during nanowire growth has been the subject of some debate87. While 
the typical assumption is that the seed particle becomes liquid once the group III content has 
surpassed a threshold value, nanowire growth has also been observed under conditions where the 
particle can be assumed to be solid251. With the advancement of environmental transmission electron 
microscopy, nanowire growth from both liquid and solid seed particles252 could be observed. 
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which are thought to be relevant have been identified: nucleation at the 
gold/nanowire interface is thermodynamically favored118, the gold particle may act as 
a catalyst lowering the activation energy for precursor pyrolysis119,120 and the gold 
particle may have an increased sticking coefficient, leading to accumulation of the 
growth materials at the nanowire top121.  

Doping and material composition of the nanowire can be controlled by introducing 
dopants and by varying the precursor composition, respectively.  In this fashion, 
complex nanowire heterostructures may be created, with both axial and radial 
segments. In addition, abrupt switching between wurtzite and zincblende crystal 
growth in the axial direction is possible by controlling the precursor ratios92.  

3.2 Photoexcited electrons in semiconductors 

The electronic structure of semiconductor materials is characterized by a forbidden 
gap separating the occupied valence band and the (nearly) empty conduction band. In 
the optical spectrum of a semiconductor, this shows as a sharp absorption onset at the 
bandgap energy 𝐸. Exciting a semiconductor with an ultrashort optical pulse with 
photon energies ℏ𝜔 ≥ 𝐸 thus creates a nonequilibrium distribution of photoexcited 
electrons in the conduction band. Following such an excitation event, the 
semiconductor returns to equilibrium through a multitude of relaxation and transport 
processes, many of which take place on a femto- or picosecond time scale. Studies of 
this relaxation cascade, such as Papers IV and V, provide insight into fundamental 
processes in semiconductors and are immensely useful for the improvement of (opto-) 
electronic devices. The following section will provide a short overview on electron 
relaxation (3.3.1) and transport (3.3.2) on ultrashort time scales. 

3.2.1 Carrier relaxation 

The relaxation of photoexcited electrons in semiconductors is a complex interplay of 
numerous scattering and recombination processes, leading to dissipation of excess 
energy, momentum randomization and eventually to the restoration of equilibrium 
via recombination of photoexcited electrons and holes. For a discussion of this 
relaxation cascade, it is convenient to break down the entire process into four 
regimes6: (i) the coherent regime where excitations in the material have a well-defined 
phase, (ii) the emergence of a thermal hot carrier distribution via fast scattering 
processes, (iii) cooling of the hot carrier distribution and (iv) recombination of 
excited carriers. This picture is justified by the difference in the typical time scales of 
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the relevant processes in each regime, even though considerable temporal overlap can 
occur. A sketch of these four regimes together and an illustration of typical time scales 
at room temperature is provided in Fig. 3.5. This framework has proven to be highly 
useful in the discussion of ultrafast spectroscopy experiments on semiconductors, in 
particular with regard to hot electron relaxation. Nonetheless, one should keep in 
mind that this framework omits the details of the relaxation process in favor of an 
intuitive description which might break down, e.g., at very low or very high excitation 
densities. 

Figure 3.5: Photoexcited carrier relaxation regimes in semiconductors. (a) Coherent regime. Excitation of the 
semiconductor with an ultrafast laser pulse with sufficient photon energy to overcome the bandgap excites valence band 
electrons, putting electrons into a coherent superposition of ground state (VB) and excited state (CB). (b) Non-thermal 
regime. After dephasing, the electron distribution is non-thermal, but carrier-carrier scattering and other scattering 
mechanisms quickly redistribute electrons in energy and momentum. (c) Hot-carrier regime. Electrons and holes can be 
characterized by a temperature, often much higher than the lattice temperature. Energy relaxation of the carriers ocurs 
mostly via carrier-phonon scattering. (d) Recombination. Thermal equilibrium between the carriers and the lattice has 
been established and the excited electron population decays via recombination. (e) Typical time scales for the four 
relaxation regimes. 

3.2.1.1 Coherent regime 
The resonant excitation of a semiconductor with an ultrashort laser pulse does not 
instantaneously promote electrons to the valence band. Instead, the optical excitation 
puts the electrons in a superposition of their ground state (valence band) and excited 
state (conduction band), resulting in a macroscopic polarization 𝑷 in the material. 
Due to fast scattering processes such as carrier-carrier scattering via the Coulomb 
potential or electron-phonon scattering, the well-defined phase relationship 
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(coherence) between the excitations in the material rapidly decays. The time scale of 
this decay is influenced by numerous factors such as excitation energy, excited 
electron density, temperature and electron-phonon coupling strength. In GaAs at 
room temperature, for example, polarization dephasing times around 10 fs have been 
reported122 for excitation densities on the order of ~1017 cm-3, while a dephasing time 
of 7 ps has been measured in the same material123 at liquid helium temperature and at 
excitation densities around ~1014 cm-3. In the experiments carried in this work (room 
temperature, excitation densities around ~1017 cm-3) dephasing times no longer than 
few tens of femtoseconds can be expected. 

3.2.1.2 Non-thermal regime 
After dephasing, the excited carrier population in the material generally can be 
expected to be non-thermal, i.e., the energy distribution of the carriers does not 
follow a Fermi-Dirac distribution and it is therefore not possible to assign a 
temperature to the carriers. For sufficiently high excitation densities, this non-thermal 
distribution rapidly evolves into a thermal Fermi-Dirac distribution through carrier-
carrier and carrier-phonon scattering in a process referred to as thermalizationI.  The 
process often occurs on extremely short time scales (few tens of femtoseconds) and 
results in a redistribution of the excited electrons over a wide energy range124,125. On a 
similar time scale, carrier-carrier and carrier-phonon scattering processes also reshape 
the momentum distribution of the excited carriers and can lead to rapid and efficient 
electron transfer to conduction band side valleys126,127. In III-V semiconductors, for 
instance, electrons at high energies in the Γ-valley of the conduction band can be 
transferred into the 𝐿-valley via electron-phonon scattering within 100 fs or less126–130. 
The return from the side valleys to the Γ-valley is often substantially slower. 

3.2.1.3 Hot carrier regime 
After thermalization, the electron distribution function follows the Fermi-Dirac 
statistics, i.e., it is possible to assign a temperature to the excited electrons (and holes). 
The initial electron temperature depends on excitation fluence and photon energy 
and can reach up to several thousands of Kelvins131, motivating the term ‘hot carriers’ 
which is often applied in this context. Mainly through interaction with phonons, the 
excess energy of the hot carriers is dissipated until thermal equilibrium between the 
hot carriers and the lattice is established. The time scale of this carrier cooling may 

 
I Some authors use the term thermalization to describe the thermal equilibration of electrons and 

phonons. In this thesis, and in Paper IV, thermalization refers to the evolution of the non-thermal 
electron distribution towards a thermal distribution. 



32 

vary between ~1 ps and hundreds of ps, depending on parameters such as electron-
phonon coupling strength, lattice temperature, and density of excited electrons.  

Electrons scatter with phonons via the deformation potential (the perturbation of the 
periodic lattice potential due to lattice deformations by phonons) and via the 
polarization induced by optical phonons in polar crystals, such as the III-V 
semiconductors. Longitudinal optical (LO) phonons, in particular, couple strongly to 
electrons in polar materials, and electron-LO-phonon scattering is typically assumed 
to be the dominant intra-band relaxation mechanism in such materials. Interestingly, 
the contributions of different phonon modes to the overall hot electron relaxation rate 
are still actively investigated132, with some studies challenging the established notion 
that hot carriers in polar materials lose their energy mainly through LO-phonon 
scattering133. At high excitation densities, the energy loss rate of hot carriers can 
decrease significantly due to the so-called hot-phonon effect (or phonon bottleneck 
effect), a phenomenon which has been explored intensely in the 1980s and 90s and 
which has recently received renewed attention in the context of lead-halide perovskite 
materials131. The effect occurs when the comparatively slow anharmonic decay of 
optical phonons into acoustic phonons leads to a large non-equilibrium optical 
phonon population, increasing the rate of phonon reabsorption by electrons and thus 
lowering the net cooling rate of the hot carriers6,131,132. The change in the effective 
cooling time due to hot phonon effects can be dramatic, extending the time scale for 
equilibration between electrons and lattice by a factor of up to ~100131,134.  

While electron-phonon scattering is often the prevalent mechanism for hot electron 
cooling, other energy relaxation channels may also play an important role.  In narrow-
gap semiconductors like InAs or InSb, for example, hot electrons can relax via impact 
ionization126,130, an inelastic scattering process in which a conduction band electron 
transfers energy to a valence band electron, thereby promoting it to the conduction 
band135. Impact ionization thus both reduces the average kinetic energy of the 
conduction band electrons (cooling) and also leads to an increased number of free 
carriers in the conduction band. 

Another mechanism which can lead to rapid cooling of the hot electron distribution 
is electron-hole scattering136–140. In semiconductors where the effective hole mass 𝑚∗  
significantly exceeds the effective electron mass 𝑚∗ , the electrons obtain most of the 
excess energy after optical excitation. After thermalization of each subsystem, this 
results in a large electron temperature 𝑇 and a comparatively low hole temperature 𝑇 ( 𝑇 ≫ 𝑇). Inelastic collisions between electrons and holes then lead to energy 
transfer from the hot electron distribution to the cold hole distribution, effectively 
cooling the electrons. Thermal equilibrium between electrons and holes with 𝑇 = 𝑇 
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is typically observed within less than 1 ps. However, large carrier densities are 
required for the energy loss rate due to electron-hole scattering to be relevant (in 
comparison to electron-phonon scattering)137,138 since the electron-hole collision rate 
strongly depends on the carrier density. In Paper IV, we discuss hot electron 
relaxation in InAs nanowires and find evidence that electron-hole scattering plays a 
major role in the electron cooling dynamics at early times (≤ 1ps). 

 

3.2.1.4 Recombination 
Eventually, a photoexcited semiconductor returns to its ground state through 
recombination of the photoexcited charge carriers. Recombination can occur through 
multiple pathways whose relative importance depends on the material properties and 
the density of excited carriers. Generally, these processes can be divided into radiative 
processes where the excess energy is released in form of a photon, and non-radiative 
processes in which recombination occurs via the emission of multiple phonons.  

Radiative recombination is significant only in direct bandgap semiconductors due to 
the small photon momentum. The direct recombination of a conduction band 
electron with a valence band hole under the release of a photon is referred to as 
bimolecular recombination. At low excitation densities, non-radiative recombination 
is dominated by trap states within the bandgap which capture free electrons or holes, 
which then recombine with free charges, releasing the excess energy in the form of 
phonons. Trap states are especially common at semiconductor surface, and surface-
trap-assisted recombination (or simply ‘surface recombination’) can be the dominant 
carrier recombination process if the surface is not passivated141. Traps can also show 
optical activity, i.e., the recombination of trapped carriers can be accompanied by the 
release of a photon, observable as below-bandgap luminescence from 
semiconductors142. At high densities of excited carriers, Auger recombination where 
the excess energy is transferred to another charge carrier can become relevant. 

The evolution of the excited carrier density in semiconductors is typically described 
by a set of rate equations143,144. A simple description of the decay of the excited 
electron density 𝑛  is provided by the so-called ‘ABC model’145 which gives the 
expression 

 𝑑𝑛 𝑑𝑡⁄ = −𝐴𝑛 − 𝐵𝑛ଶ − 𝐶𝑛ଷ. (3.1) 

Here, 𝐴  is the (monomolecular) trapping rate constant, 𝐵  describes bimolecular 
recombination and the third-order term with coefficient 𝐶  accounts for Auger 
recombination. The density dependence of the different terms arises from the 
different number of carriers involved in the processes. Accordingly, an experimental 
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determination of the relationship between decay rate and carrier density provides 
clues about the relevant recombination channels.  

3.2.2 Electron transport 

Transport of photoexcited charge carriers on ultrashort time scales occurs as a result 
of internal or external electric fields or due to spatial charge density variations146. 
Understanding such light-induced transport processes is of crucial importance in the 
development of improved solar cells and light detectors. This section provides a brief 
overview over ultrafast (electron) transport processes at semiconductor surfaces which 
can be observed by surface-sensitive techniques such as time-resolved PEEM. 

3.2.2.1 Diffusion 
A spatially inhomogeneous density of photoexcited electrons results in a diffusion 
current directed against the charge density gradient. In experiments where excited 
electrons are generated by focused laser pulses, a spatially non-uniform charge density 
inherently arises due to finite spot size of the excitation beam. However, whether or 
not diffusion becomes relevant strongly depends on the exact size of the excitation 
spot. In GaAs, for example, the electron diffusion coefficient can reach up to ~200 
cm2/s at room temperature147, corresponding to typical diffusion lengths of ~1 μm 
and ~4 μm after 100 ps and 1 ns, respectively. If the initial excitation is confined on a 
length scale on the order the typical diffusion lengthJ, diffusion effects will be 
significant, while they might go unnoticed in experiments with weakly focused 
excitation beams. Notably, hot electrons show distinctly larger diffusivity as compared 
to ‘cold’ electrons148,149 and diffusion effects are hence particularly pronounced during 
the hot carrier regime of charge carrier relaxation. 

In addition to lateral density variations, vertical variations of the density naturally 
occur when a strongly absorbing bulk material is optically excited due to the limited 
penetration depth of the light. The excitation depth can be estimated as 𝑑 ≈ 1/𝛼(𝜆) 
where 𝛼(𝜆) is the wavelength-dependent absorption coefficient. For example, for 
GaAs at photon energies just above the bandgap, we find 𝛼 ∼ 10ସcmିଵ such that 
carriers will be predominantly generated in layer with a depth of ~1 μm at the sample 
surface. Provided that carriers have a sufficiently long lifetime, diffusion into the bulk 
can then lead to a depletion of charge carriers in the surface region. 

J The characteristic length scale d depends on the time-span 𝑇 covered by the experiment via 𝑑 = √𝐷𝑇 
where 𝐷 is the diffusion coefficient. 
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3.2.2.2 Electron transport in surface space charge fields 
Vertical transport of photoexcited charge carriers (i.e., transport normal to the 
surface) often occurs at semiconductor surfaces due to an internal electric field, which 
has its origin in the properties of semiconductor surfaces.  

 
Figure 3.6: Band bending at the surface of an n-doped semiconductor. Energy diagram of an n-doped 
semiconductor before (a) and after (b) equilibration. The blue dots indicate free electrons, some of which lower their 
energy by occupying available surface states (blue arrow). This leads to a negative surface charge and the formation of a 
space charge region (SCR) in which the (positively charged) exposed dopants are left behind. The surface Fermi level 𝐸,௦, 
the bulk Fermi level 𝐸, and the electron affinity 𝜒 are indicated.  

The abrupt termination of the periodic lattice at the surface of a semiconductor 
results in a modification of the local electronic structure and gives rise to surface 
states: electronic states localized at the surface with energies often within the 
semiconductor bandgap150. In addition to these intrinsic surface states, extrinsic causes 
such as surface defects or ad-atoms covalently bound to the surface may give rise to 
additional surface states. Generally, both donor- and acceptor-like surface states can 
occur150. In doped semiconductors, free majority carriers in the vicinity of the surface 
can thus lower their energy by occupying available surface states, as illustrated in Fig. 
3.6 for the example of an n-doped semiconductor. This results in a surface charge 
layer with positive charge in p-type semiconductors and negative charge in n-type 
semiconductors. The total charge at the surface is balanced by a space charge region 
(SCR) from which the majority carriers are depleted, leaving behind the exposed 
dopants (see Fig. 3.6b). Altogether, this results in a dipole layer at the semiconductor 
surface, consisting of the charges at the surface and the ionized dopants in the space 
charge region, as illustrated in Fig. 3.6b. The corresponding electric field and 
electrostatic potential 𝑉(𝑧) can be obtained by solving the Poisson equation, 

 𝜕ଶ𝑉(𝑧)𝜕𝑧ଶ = − 𝜌(𝑧)𝜀 . (3.2) 
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The potential 𝑉(𝑧) leads a shift of the electronic levels that gradually increases 
towards the surface, an effect known as band bending (see Fig. 3.6b). The sign and 
magnitude of the band bending depends on dopant type and concentration and the 
characteristics of the surface states. The position of the Fermi level at the surface, on 
the other hand, is nearly independent of the doping, a phenomenon known as Fermi 
level pinning which makes it notoriously difficult to engineer the Schottky-barrier 
height at metal-semiconductor interfaces151. The fact that magnitude and sign of the 
band bending depend on the doping is also responsible for doping contrast in 
PEEM152,153. 

Figure 3.7: Vertical transport of photoexcited charge carriers due to band bending.  (a) In a semiconductor with 
downward band bending, photoexcited electrons are driven towards the surface by the surface electric field, while holes 
are accelerated towards the bulk. (b) This results in (partial) screening of the surface charge and reduced band bending.  

After this brief excursion into the properties of semiconductor surfaces, we return to 
the topic of photoexcited charge carrier transport. As an example, we consider a p-
doped semiconductor in which free conduction band electrons have been created by 
optical excitation. Electrons excited within the space charge region are accelerated 
towards the surface by the electric field 𝐸௭ = − 𝜕𝑉(𝑧) 𝜕𝑧⁄ , leading to electron 
accumulation at the surface. In other words: the sudden availability of free negative 
charges results in a rapid screening of the positive surface charge. This screening 
reduces the band bending and for sufficiently large densities of photoexcited carriers 
complete flattening of the bands can be achieved154. The electron transport to the 
surface occurs on a picosecond time scale and can be as fast as ~100 fs155 for high 
excitation densitiesK. In n-type semiconductors, the sign of the band bending is 
reversed and photoexcited electrons are thus transported away from the space charge 

K The rapid depolarization of the surface electric field also serves as a mechanism to launch coherent 
optical phonons in the material253. 
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region into the bulk. A notable exception is InAs which is well-known to have a large 
density of donor-like surface states above the conduction band minimum. For low to 
moderate n-doping concentrations, InAs thus exhibits downward band bending, 
resulting in the formation of a electron accumulation layer (as opposed to the more 
common electron depletion layer) at the surface. Ultrafast transport of photoexcited 
electrons in space charge fields at surfaces is observed in the TR-PEEM experiments 
reported in Papers IV and V. 

3.3 Surface plasmon polaritons 

Surface plasmon polaritons (SPPs) are electromagnetic waves confined to metal-
dielectric interfaces, coupled to collective oscillations to the free electron plasma at the 
metal surface. While extended interfaces support propagating SPP modes, small metal 
nanoparticles give rise to non-propagating oscillations of the surface electrons coupled 
to an electromagnetic field. These resonances are called localized surface plasmons 
(LSPs). The research field that deals with the properties of these excitations is called 
plasmonics. 

Both localized and propagating surface plasmons have been the subject of intense 
research, in large parts due to the fact that optical excitation of LSPs in metal 
nanostructures can result in strongly localized and enhanced optical near-fields156. 
This effect is, for instance, used to enhance nonlinear frequency mixing processes157, 
to dramatically increase otherwise weak signals in surface-enhanced Raman 
spectroscopy158, for molecular sensing159, or to localize optical excitations far beyond 
the optical diffraction limit160. In addition, the possibility for nanoscale confinement 
and guiding of electromagnetic waves at optical frequencies has spurred efforts to 
create nanoscale plasmonic circuitry with the aim to bridge the gap between small, 
but slow semiconductor components and fast, but bulky conventional photonics14. 
While resistive losses in metals pose an immense challenge to these ambitions14, 
efforts to integrate plasmonic circuits with established technologies still continue161.  

In Papers VI and VII, we have used TR-PEEM to investigate both propagating and 
localized surface plasmons. The aim of this section is to introduce some basic aspects 
of surface plasmon polaritons in order to provide the background for these studies. In 
section 3.3.1, I will describe the optical properties of the noble metals which are the 
most commonly used materials in plasmonic research. Propagating and localized 
surface plasmons are introduced in the following sections. The discussion of surface 
plasmon polaritons loosely follows the more detailed treatment given by Maier156. 
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3.3.1    The dielectric function of noble metals 

In this section, we will briefly review the interaction between an optical 
electromagnetic field and a material (in particular the noble metals gold, silver, and 
copper) within the framework of classical electrodynamics. The behavior of 
electromagnetic fields in a medium is fully determined by the macroscopic Maxwell 
equations, which are discussed in the standard literature on classical 
electrodynamics162. Here, only non-magnetic materials are considered, and the 
discussion will thus focus on the electric field. In a material, an oscillating external 
electric field leads to a relative displacement of the atomic nuclei and the surrounding 
electron clouds, and thus induces a polarization 𝑷 in the material. Both the induced 
polarization and the external field contribute to the auxiliary displacement field 𝑫, 
which is given by 

 𝑫(𝒓, 𝑡) = 𝜀𝑬(𝒓, 𝑡) + 𝑷(𝒓, 𝑡). (3.3) 

The vacuum permittivity is denoted 𝜀. In a material without permanent dipoles, the 
polarization 𝑷 only depends on the electric field, and the material’s response to 
optical fields is characterized by relationship between 𝑬 and 𝑷. In case of a dispersive, 
isotropic, and spatially homogeneous material, and for sufficiently weak fields, this 
relation is given by 

 𝑷(𝑡) = 𝜀 න 𝑑𝑡ᇱ 𝜒(𝑡 − 𝑡ᇱ)𝑬(𝑡ᇱ).  (3.4) 

Here, 𝜒 denotes the (linear) susceptibility of the material which we have already 
encountered in chapter 2. It contains all information about the linear optical 
properties of the material and depends on the instantaneous field amplitude as well as 
the field strength at past time points if the material is dispersive. In the frequency 
domain, the relation between polarization and electric field becomes 𝑷(𝜔) =𝜀𝜒(𝜔)𝑬(𝜔), and the displacement field is then given by 

 𝑫(𝜔) = 𝜀𝜀(𝜔)𝑬(𝜔). (3.5) 

Here, we have introduced the dielectric function 𝜀(𝜔) = 1 + 𝜒(𝜔). While we have 
thus far treated the electromagnetic field and the material response in the classical 
picture, the electronic structure of the material (and thus its quantum mechanical 
description) enter the picture via the dielectric function. The electronic structure of 
the three noble metals most relevant in plasmonics (Au, Ag and Cu) is characterized 
by a partly filled sp-band with a free electron-like parabolic dispersion, and completely 
filled, flat d-bands, as sketched in Fig. 3.8a. The optical properties of these metals are 
then determined by the quasi-free electrons occupying the sp-band around the Fermi 
level, and by inter-band transitions from the d-band to the sp-band.  
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Figure 3.8: Electronic structure and optical properties of noble metals. (a) Schematic band structure of the noble 
metals (Au, Ag and Cu) with a partly filled sp-band with free electron-like dispersion and flat, completely filled d-bands. 
The black arrow indicates an optical inter-band transition. (b) and (c) show the real and imaginary part (𝜀ଵ and 𝜀ଶ) of the 
dielectric function of silver (data taken from163). In addition to the data, a fit of the Drude model to the experimental data 
is shown (green line). 

The free electron contribution to the materials’ optical response is well described by 
the Drude model156 which gives the dielectric function 

 𝜀(𝜔) = 1 − 𝜔ଶ𝜔ଶ − 𝑖γ𝜔. (3.6) 

Here, 𝜔  denotes the plasma frequency of the material and 𝛾  is the collision 
frequency of the free electrons. Relation (3.4) is derived from the assumption that the 
free electrons follow a damped classical motion driven by the external optical field.  

The plasmon frequency 𝜔 is typically in the deep UV range while typical collision 
times are on the order of ~10 fs. For frequencies around 𝜔, the dielectric function in 
(3.6) can thus be approximated by 

 𝜀(𝜔) ≈ 1 − 𝜔ଶ𝜔ଶ. (3.7) 

An ideal metal thus is a perfect conductor for frequencies below 𝜔 (the refractive 
index is purely imaginary) and the field penetration depth is very small. At 
frequencies above 𝜔, on the other hand, the ideal metal is perfectly transparent as 
the refractive index is real-valued. Figures 3.8b and 3.8c show the real and imaginary 
part of the measured dielectric function of silver and a Drude model fit to the data. 
Evidently, the free-electron model captures the optical response at low energies rather 
well. However, at the onset of the inter-band transitions at photon energies around 
~4 eV, a clear deviation from free-electron-like behavior can be seen. To account for 
the effect of the inter-band transitions, terms of the form  



40 

𝐴𝜔ଶ − 𝜔ଶ − 𝑖𝛾𝜔 (3.8) 

can be added to the dielectric function in (3.6), each of these terms describing the 
response of a classical damped harmonic oscillator. 

3.3.2 Surface plasmon polaritons at metal-dielectric interfaces 

Equipped with the dielectric function of noble metals, we will now turn to the 
description of SPPs at the interface between a metal (Re[𝜀(𝜔)] < 0) and a dielectric 
(𝜀(𝜔) > 0), as sketched in Fig. 3.9a. In the classical picture, SPPs are described as 
electromagnetic waves which are propagating along this interface in x-direction, and 
which are confined in the z-direction. Such surface modes have to satisfy the wave 
equation ∇ × ∇ × 𝑬(𝒓, 𝑡) =  −𝜇 𝜕ଶ𝑫(𝒓 , 𝑡)𝜕𝑡ଶ . (3.9) 

and the boundary conditions for electric fields at interfaces: (𝑫ଵ − 𝑫ଶ) ⋅ 𝒏 = 0 (3.10) 𝑬ଵ∥ = 𝑬ଶ∥ (3.11) 

where 𝑬∥ denotes the projection of the electric field onto the interface, 𝑫ଵ/ଶ is the 
displacement field at either side of the interface and 𝒏 is the surface normal.  

Figure 3.9: SPP electric field and charge distribution. Snapshot of the SPP electric field at a fixed time point. The 
colormap visualizes the z-component of the field in the dielectric. The vectorial behaviour is indicated by the field lines. In 
the metal, the charge distribution is sketched. 

Equations (3.7) to (3.9) together with the requirement that the solution be confined 
in the z-direction can only be fulfilled by transverse magnetic (TM) modes, where the 
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𝐸௫ and 𝐸௬ component of the electric field are nonzero while the magnetic field only 
has a component in the y direction. The electric field of these SPP modes is given by 
(omitting the exp(𝑖𝜔𝑡) time dependence for simplicity): 𝑬(𝒓) = ఠఌబఌ 𝑒ೣ௫𝑒ି,௭(𝑖𝑘௭,ௗ𝒙ෝ − 𝑘௫𝒛ො)  for  𝑧 > 0 (3.12) 𝑬(𝒓) = ఠఌబఌ 𝑒ೣ௫𝑒,௭(−𝑖𝑘௭,𝒙ෝ − 𝑘௫𝒛ො)  for  𝑧 < 0 (3.13) 

Here,   𝜀ௗ/ is the dielectric function of the dielectric/metal, 𝑘௫,௭ are the propagation 
constants and  𝒙ෝ and 𝒛ො are unit vectors in x and z direction. Figure 3.9a illustrates the 
electric field at the interface. The confinement in z direction in the two media is 
determined by the inverse of the z-components of the wave vectors, 𝑘௭, and 𝑘௭,ௗ, 
and is far more pronounced in the metal.  

The dielectric function of the metal determines the SPP properties through the 
dispersion relation for 𝑘௫: 

 𝑘௫ = 𝜔𝑐 ඨ 𝜀(𝜔)𝜀ௗ(𝜔) 𝜀(𝜔) + 𝜀ௗ(𝜔) (3.14) 

Figure 3.10a shows this dispersion relation for the surface of a lossless Drude metal in 
vacuum. The dispersion relation features two branches corresponding to propagating 
modes, lying to the left and right of the light line 𝜔 = 𝑐𝑘. SPPs bound to the 
interface are described by the lower branch, as indicated in Fig. 3.10a. For low 
frequencies, the SPP dispersion closely follows the light line. As the frequency 
increases, however, the SPP dispersion deviates until it becomes entirely flat at a 
frequency 𝜔௦ = 𝜔/ඥ1 + 𝜀ௗ. In this flat region, the SPP group velocity vanishes 
and the mode at 𝜔௦ thus corresponds to a delocalized but non-propagating surface 
excitation, historically known as the surface plasmonL. The upper dispersion branch 
above the plasma frequency describes radiative modes since in this region the metal 
becomes transparent and the condition for confinement to the interface is no longer 
fulfilled. In the gap between the branches, 𝑘௫ becomes purely imaginary implying 
that no propagating solutions exists. In a real metal, the dispersion relation is 
modified due to losses (see Fig. 3.10b) and 𝑘௫  becomes complex, so that SPPs 
experience damping as they propagate.  

 
L Today, the term ‘surface plasmon’ is usually used in a broader sense and includes propagating modes as 

well. Historically, however, the term was introduced to describe specifically the non-propagating 
surface mode at 𝜔௦ which was observed in electron energy loss spectroscopy of thin foils, for 
example in 254. 
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The mismatch in 𝑘௫ between the light line and the SPP dispersion implies that it is 
impossible to excite SPPs at a metal/dielectric interface directly with light, since the 
surface projection of the photon momentum will always be smaller than the 
momentum of the SPP. However, momentum matching can be achieved, e.g., by 
using specific back-illumination geometries164,165 or by using grating couplers166 
(arrays of thin grooves written into the metal surface). SPPs can also be exited (albeit 
with lower efficiency) at small surface defects such as edges167 or thin steps that break 
the translational symmetry of the interface. In Paper VII, we use PEEM to image 
SPPs excited at the edge of single layer of semiconducting material deposited onto a 
gold surface. 

Figure 3.10: SPP dispersion. (a) SPP dispersion relation for the interface between vacuum and a lossless Drude metal 
(with a real-valued dielectric function given by equation (3.5)). The black dashed line indicates the light line 𝜔 = 𝑐𝑘. The 
gap between the surface plasmon frequency 𝜔௦ and the volume plasmon frequency 𝜔 where no propagating solution 
exists is indicated by gray shading (the propagation constant in the gap is imaginary, as indicated). (b) SPP dispersion 
relation for a vacuum-silver interface, calculated using literature data for 𝜀(𝜔)163. Propagating modes are now allowed in 
the formerly forbidden gap, but they experience strong damping.  

3.3.3 Localized plasmons polaritons 

Surface plasmon polaritons not only exist at extended interfaces, but they are also 
sustained by the surfaces of noble metal nanoparticles. As a result of the confinement 
to a small surface area, the continuum of dispersive SPPs is replaced by a series of 
discrete resonances which are referred to as localized surface plasmons (LSPs). This is 
illustrated in Fig. 3.11a which shows the simulated absorption spectrum of a single 
silver nanowire in the visible and near-infrared spectral region for normal-incidence 
illumination. A series of absorption peaks is visible, each of which corresponds to a 
LSP resonance with a characteristic spatial distribution of the electric near-field. For 
nanowires and other quasi-one-dimensional objects, the amplitude of the near-field 
amplitude resembles that of a standing wave, as illustrated in Fig. 3.11b. In contrast 
to propagating SPPs on surfaces, LSPs can be directly excited by light. Some LSP 
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modes, however, are associated with a symmetric charge distribution with no dipole 
moment. These ‘dark’ modes to not couple to light at normal incidence, but they can 
be excited with grazing incidence illumination19 or if the symmetry is otherwise 
broken for instance by inhomogeneities in the substrate (see also Fig. 3.11c). 

 

Figure 3.11: LSPs in silver nanowires. (a) Absorption cross section of a silver nanowire (diameter 60 nm, length 1 μm) 
in vacuum. The cross section was calculated for light incident perpendicular to the nanowire axis and polarized along the 
nanowire axis, as sketched in (a). (b) Near-field intensity corresponding to the resonances marked A,B and C in (a), 
evaluated a few nanometers above the nanowire. The white line marks the outline of the nanowire. (c) Static multiphoton 
PEEM images of a silver nanowire of ~1 μm length, recorded with narrowband pulses at different wavelengths. The length 
of the scale bar is 500 nm. The lower image demonstrates the excitation of a dark, even mode, which is possible either 
due to inhomogoneities in the substrate or the nanowire itself (see also Fig. 5.2c, which shows an image of the same 
nanowire). 

LSPs in noble metal nanostructures have received much attention because optical 
excitation of LSPs can lead to strongly localized and enhanced electric fields near the 
nanoparticle surface. To achieve strong field enhancement, nanostructures that 
concentrate the light in the fashion on an antenna are often used. This is illustrated in 
Fig. 3.12a which shows the commonly used bowtie antenna structure consisting of 
two triangular elements separated by a small gap. Optical excitation results in a near-
field that is mostly localized within the gap (Fig. 3.12b) and strongly enhanced in 
comparison with the excitation field (Fig. 3.12c).  

LSP resonances have short lifetimes ranging from a few femtoseconds to few tens of 
femtoseconds168. During the plasmon decay, its energy is either dissipated radiatively, 
or transferred to carriers within the material leading to the generation of ‘hot’ 
electrons and holes. The latter decay pathway has received tremendous attention in 
recent years in a pursuit of plasmonic catalysts in which hot carriers generated via 
plasmon decay accelerate chemical reactions at surfaces13,169. 

Planar plasmonic nanostructures with comparatively complex shapes such as the 
bowtie antenna shown in Fig. 3.12a are fabricated using electron beam lithography or 
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ion beam milling. Both techniques are capable of creating structures with sub-10 nm 
accuracy170. Plasmonic particles may also be synthesized in solution, which allows the 
creation various particle shapes171–173 and particle ensembles with narrow size 
distributions171. In Paper VI, we investigate LSP sustained by ‘gold sponges’, 
disordered, porous gold nanostructures which are grown by first creating gold-silver 
alloy nanoparticles from which the silver is then removed by etching174. 

 

Figure 3.12: Field localization and field enhancement in a gold nano-antenna. (a) Illustration of the commonly 
used bowtie antenna structure. Optical excitation of the structure leads to a strongly localized and enhanced optical near-
field in the narrow gap between the two triangular elements. The field localization becomes evident in panel (b) whichs 
shows the amplitude of the electric field (at a frequency of 375 THz) in a bowtie antenna excited by a short laser pulse. 
The near-field amplitude is normalized with respect to the excitation pulse amplitude. (c) Time domain field inside the 
gap. Again, the field is normalized to the amplitude of the excitation pulse, showing that the field within in the gap is 
enhanced by a factor of ~14, corresponding to an intensity enhancement of nearly 200.  
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4 Photoemission 

Illuminating the surface of a solid with light of sufficiently high photon energy leads 
to electrons being emitted from the material. This phenomenon, which is referred to 
as photoemission or the photoelectric effect, was first experimentally observed in the late 
19th century. In 1905, Albert Einstein described the photoemission process in terms 
of discrete quanta of light – photons – which transfer their energy to the electrons 
within the material175. The photoemission process is not only the basis of PEEM, but 
also of numerous other experimental techniques which have become indispensable 
tools across the natural sciences such as photoelectron spectroscopy or scanning 
electron microscopy (SEM). This chapter briefly introduces the basic description of 
the photoemission process and describes different photoemission mechanisms which 
are relevant in PEEM. 

4.1 Direct photoemission 

In a direct photoemission process, a photon with energy ℏ𝜔 transfers its energy to an 
electron in a solid, causing the emission of the electron from the surface of the 
material. The kinetic energy of the photoelectron is given by 

 𝐸 = ℏ𝜔 − (𝑊 + 𝐸) (4.1) 

which is the difference between the photon energy ℏ𝜔 and the energy (𝑊 + 𝐸) 
which the electron requires to overcome the potential barrier at the surface. Here, 𝑊 
is the work function of the solid which is the minimum energy required to remove an 
electron located at the Fermi level 𝐸ி from the solid and place it outside the surface at 
a distance where it no longer interacts with the material. 𝐸 is the electron binding 
energy with respect to the Fermi level. In semiconductors, the Fermi level lies within 
the bandgap and a more intuitive quantity for discussing photoemission is the 
electron affinity 𝜒 which is defined as the energy difference between the bottom of 
the conduction band just inside the material and the vacuum level just outside the 
surface. 
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Photoemission from surfaces can be divided into two contributions, a surface effect 
and a volume effect176,177. The surface contribution arises from electrons which are 
located in the vicinity of the surface such that their wavefunction has a decaying tail 
which extends into the vacuum region. An optical field can directly excite these 
electrons into free electron states outside the surface, with a transition rate given by 𝑟 = ଶగℏ หൻ𝜓ห𝐻′ห𝜓ൿหଶ𝛿൫𝐸 − 𝐸 − ℏ𝜔൯, (4.2) 

where |𝜓⟩ is the initial (𝑁-electron) state of the solid and |𝜓⟩ is the final state where 
one electron has been removed and occupies a free electron state outside the surface. 
The interaction Hamiltonian 𝐻′ describes the interaction between an oscillating 
electric field and the electrons62, and the 𝛿-term guarantees energy conservation. The 
matrix element ⟨𝜓|𝐻′|𝜓⟩ is proportional to the amplitude of the electric field, and 
the transition rate thus increases linearly with light intensity. The energy of the final 
state, on the other hand, only depends on the frequency 𝜔 of the excitation light and 
is independent of its intensity. Notably, the surface photoelectric effect only occurs if 
the excitation light has a component normal to the surface176,178. 

The volume photoelectric effect is typically discussed in terms of the “three-step-
model”179,180 which divides the photoemission process into the following steps: 

1. Excitation of an electron within the material.

2. Transport of the excited electron to the surface.

3. Escape through the surface into the vacuum.

The total photoemission current then depends on the photoexcitation rate, the 
probability for an excited electron to reach the surface and the probability for an 
electron to be transmitted through the surface. The excitation probability per unit 
time (step 1) is again given by expression (4.2), the difference being that the final state 
is now an excited state within the material instead of a free electron state in vacuum. 
Inelastic scattering events occurring during electron transport (step 2) can prevent 
electrons from leaving the material surface, implying that the emitted photoelectrons 
originate from a thin layer at the surface whose depth is of the same order as the 
electron inelastic mean free path.  

In addition to energy conservation, momentum conservation also must be satisfied in 
the photoemission process. Specifically, the momentum component parallel to the 
surface is conserved when the electron escapes into vacuum180: 𝐾ሬሬ⃗ ∥ = 𝑘ሬ⃗ ∥ (4.3) 
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Here, 𝐾ሬሬ⃗  is the electron wave vector in vacuum and 𝑘ሬ⃗  is the wave vector of the excited 
electron inside the solid. The momentum component normal to the surface, on the 
other hand, may change when the electron escapes because the crystal symmetry is 
broken in the direction of the surface normal. This momentum constraint implies 
that for photoemission of electrons with an initial transverse momentum 𝑘ሬ⃗ ∥  the 
condition 

 ℏ𝜔 − (𝑊 + 𝐸) ≥ ℏଶ𝑘∥ଶ2𝑚  (4.4) 

must be fulfilled. Conversely, for a given photon energy and binding energy, equation 
(4.4) defines a momentum horizon, i.e., a maximum 𝑘∥ beyond which no 
photoemission is allowed. This is illustrated in Fig. 4.1. This photoemission horizon 
becomes especially relevant if the photon energy is relatively small (on the order of 𝑊 
or smaller) in which case photoemission is restricted to a small area around the center 
(Γത point) of the surface Brillouin zoneM.  

 

Figure 4.1: Photoemission horizon. Graphical representation of the photoemission horizon defined by equation (4.4) 
for a photon energy of 4.7 eV. The energy axis gives the initial electron energy with respect to the vacuum level. 
Momentum conservation during the photoemission process can only be fulfilled for states within the shaded area. 

The work function of many metals and semiconductors is on the order of 4 to 5 eV, 
so that photon energies in the UV range or higher are required for direct 
photoemission. In PEEM experiments, photoelectrons are often generated via 
illumination with UV light with photon energies just above the photoemission 

 
M The surface Brillouin zone is the projection of the bulk Brillouin zone in the direction of the surface 

normal. 
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threshold. This regime is called near-threshold photoemission181. For semiconductors, 
the total photoemission yield 𝑌 in this regime varies as 𝑌 ∝ (ℏ𝜔 − 𝐸்)ହ ଶ⁄  with the 
difference between photon energy ℏ𝜔 and photoemission threshold 𝐸் 181 (in this 
context, 𝐸் is the energy difference between the valence band maximum and the 
vacuum level just outside the surface). This makes the mechanism sensitive to 
variations in the photoemission threshold 𝐸் between materials which is exploited in 
PEEM to generate images with material or doping152 contrast. 

4.2 Perturbative multiphoton photoemission 

The previous section has discussed photoemission in the linear regime where electrons 
are emitted after absorbing the energy of a single photon, and where the 
photoemission current is proportional to the intensity of the excitation light. This 
description is appropriate for many light sources routinely used in photoemission 
experiments such X-ray tubes, synchrotron facilities and UV lamps. Pulsed 
femtosecond laser sources, on the other hand, can easily produce peak intensities at 
which nonlinear photoemission processes involving multiple photons become 
relevant. Provided that the optical field of a laser pulse is small compared to the 
internal Coulomb field, a perturbative description of the multiphoton photoemission 
process is appropriate. The multiphoton transition rate between states |𝜓⟩ and |𝜓⟩ 
can then be calculated by replacing the matrix element in equation (4.2) with the 
appropriate higher-order matrix element. For a two-photon transition, for example, 
the multiphoton matrix element has the form 𝑊(ଶ) =  ൻ𝜓ห𝐻′ห𝜓ൿൻ𝜓ห𝐻′ห𝜓ൿ(𝐸 − 𝐸 − ℏ𝜔)  (4.5) 

describing the excitation of state ห𝜓ൿ via intermediate states |𝜓⟩. Generally, the 
matrix elements for an nth-order processes includes transitions via (n-1) intermediate 
states, with the initial and final state being separated by an energy difference of 𝑛ℏ𝜔. 
Multiphoton transition can occur entirely via virtual intermediate states, even though 
the transition probability is drastically enhanced if real intermediate states are 
involved. As each expectation value of the form ൻ𝜓ห𝐻ห𝜓ᇱൿ is proportional to the 
amplitude of the optical field, the total 𝑛-photon transition rate is proportional to the 
excitation field intensity raised to the power of 2𝑛182,183. This relation is very useful in 
photoemission experiments, as it allows the order of the photoemission process to be 
determined by a simple measurement of the photocurrent as a function of excitation 
intensity. 
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4.3 Other electron emission processes 

4.3.1 Strong-field photoemission 

If a material is placed in a strong external electric field, the potential barrier at the 
surface may be distorted to such an extent that electrons can tunnel from occupied 
states within the material into free electron states outside the surface. This electron 
emission process – referred to as field emission - is exploited in field emission guns 
which serve as sources of electron beams in electron microscopes.  Field emission can 
also be induced by strong optical fields184,185. The competition between multiphoton 
photoemission occurring in the perturbative regime and field emission in the strong-
field regime is described by the Keldysh parameter 𝛾 = 𝜔 ඥ2𝑚𝐼 𝑒𝐸⁄  where 𝐸 is 
the peak amplitude of the optical field, 𝜔  the optical frequency and 𝐼  is the 
ionization potential. In the strong-field regime 𝛾 ≪ 1 and the photoemission current 
is dominated by tunnelling emission. Conversely, the perturbative regime is 
characterized by 𝛾 ≫ 1. In the intermediate range, photoelectron emission may occur 
in a combined process involving the absorption of one or more photons, followed by 
tunnelling through the (mildly) distorted potential barrier, see Fig. 4.2. All 
photoemission experiments included in this work have been carried out in the 
perturbative regime. 

4.3.2 Thermionic emission 

The energy distribution of electrons in a solid is governed by the Fermi-Dirac 
statistics. At high temperatures, the distribution becomes increasingly flat and 
electrons in the high energy tail have sufficient thermal energy to overcome the 
potential barrier at the surface. For this thermionic emission process to result in 
significant photocurrents, temperatures in excess of 1000 K are typically required, 
enough to damage many materials. However, only the temperature of the electrons is 
relevant for thermionic emission, and transient hot electrons distributions with 
temperatures larger than 1000 K can be generated via optical excitation without 
substantial heating of the lattice131. At intermediate temperatures, hybrid 
photoemission processes are possible where a hot electron requires the energy of an 
additional photon to escape from the surface (see Fig 4.2). This photoemission 
mechanism was used in Paper IV to probe the evolution of a hot electron distribution 
in InAs nanowires. 
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4.3.3 Secondary electron emission 

During the transport step of the photoemission process, the photoexcited electron 
can, through inelastic collisions, transfer part of its energy to other (secondary) 
electrons, which in turn might also undergo inelastic scattering. If the kinetic energy 
of the primary electron is large, this scattering cascade can result in a large number of 
secondary electrons being emitted from the material. Secondary electrons are 
characterized by a broad and smooth energy distribution concentrated at low energies. 
In photoemission experiments with XUV or X-ray photons, secondary electrons 
typically account for a large part of the total photoemission current. In near-threshold 
photoemission, on the other hand, secondary electron emission is irrelevant due to 
the low energy of the primary electron. 

Figure 4.2: Illustration of thermionic and strong-field photoemission. (a) Field emission. An external field bends the 
potential barrier at the surface such that electrons from within the material can tunnel into vacuum. (b) Photon-assisted 
field emission. An intermediate distortion of the potential barrier allows photons to tunnel into vacuum after absorbing a 
photon. (c) Thermionic emission. At high temperatures, the tail of the electron energy distribution extends beyond the 
vacuum level, allowing those electrons to escape. (d) Combined photoemission process where a ‘hot’ electron requires 
the enegy of an additional photon to overcome the potential barrier at the surface. 
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5 Time-Resolved Photoemission 
Electron Microscopy 

This chapter introduces time-resolved photoemission electron microscopy (TR-
PEEM), the main technique of this work. In a PEEM, images of the sample surface 
are formed using photoelectrons emitted from the sample. The idea dates back to the 
early 20th century and was first demonstrated by Brüche in 1933186 who used a single 
magnetic lens to create a photoelectron image of a zinc plate. Today, PEEM is firmly 
established as a tool for surface characterization capable of imaging with few-
nanometer spatial resolution187. More recently, researchers have combined PEEM 
with femtosecond pulsed laser sources for time-resolved imaging of ultrafast 
photoexcitation dynamics at surfaces. This chapter will introduce the principle and 
aspects of PEEM in section 5.1 before discussing the extension to ultrashort time 
scales in section 5.2.  

5.1 Principle of PEEM 

A PEEM produces high resolution images using low-energy electrons emitted from 
the sample surface upon illumination with an excitation light source. The technique is 
closely related to both low-energy electron microscopy (LEEM) and low-energy 
electron diffraction (LEED), since the sample acts as a source of a low-energy electron 
beam in all these techniques (‘cathode lens microscopy’). For high resolution imaging, 
these electrons are first accelerated by a high voltage before passing through a system 
of electron optics.  

To illustrate image formation in PEEM, Fig. 5.1 shows a sketch of the instrument 
used in this work (IS-PEEM, Focus GmbH). Photoelectrons generated at the sample 
surface are accelerated by an extractor field to kinetic energies of 10 to 15 keV and 
pass through the objective lens of the microscope, creating an intermediate image 
which is then magnified by one or two projection lenses. The final image is projected 
onto the electron imaging unit which consists of a double multi-channel plate (MCP) 
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and a fluorescent screen, which in turn is imaged by a CCD camera. Many PEEM 
instruments are equipped with an electron-energy analyzer for spectroscopic imaging, 
such as time-of-flight detectors188 or hemispherical analyzers189. The Focus IS-PEEM 
used in this work is equipped with an electron high-pass filter which, if active, only 
allows electrons exceeding a specified cutoff kinetic energy to reach the detector. To 
ensure that the photoemitted electrons reach the detector and to prevent 
contamination of the sample surface, PEEM measurements are carried out in 
ultrahigh vacuum. PEEM experiments described in this thesis were carried at a base 
pressure between 10-10 and 10-9 mbar. 

Figure 5.1: Schematic of the Focus IS-PEEM. Photoelectrons are generated via illuminiation with UV light from a Hg 
lamp, or by pulsed laser excitation. Electron trajectories from two points on the sample are sketched to illustrate the image 
formation in PEEM. The objective lens, consisting of the sample and three additional electrodes, is shaded in gray. 
Astigmatism can be corrected by an octopole stigmator situated close to the back focal plane of the objective lens. 
Abbreviations: EXT: extractor; P1: first projection lens; P2: second projection lens; MCP: multi-channel plate. 

5.1.1 Contrast mechanisms 

PEEM images reflect the local photoelectron yield at the sample surface, but the 
contrast mechanisms responsible for lateral intensity variations within the image 
strongly depend on the excitation light source and the sample. Traditionally, PEEM 
has been used in combination with UV light sources such as Hg or He discharge 
lamps. If the photon energy of the excitation light is close to the ionization threshold 
of the material, PEEM contrast can arise due to work function differences (between 
materials, crystal facets or crystal phases), due to doping type and density152,190 or due 
to the sample topography191. PEEM images showing some of these contrast 
mechanisms are presented in Fig. 5.2. The advent of synchrotron radiation facilities 
as a source of bright and tunable radiation has enabled PEEM based on X-ray 
induced photoemission (XPEEM), which provides elemental, chemical and magnetic 
contrast192,193. 
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Figure 5.2: PEEM contrast. Various PEEM images illustrating different contrast mechanisms. The excitation light source is 
indicated in each image. (a) PEEM image of an InAs nanowire with an InP segment at the center. (b) Image of two GaAsP 
nanowire pn-junctions. p-doped segments appear brighter in PEEM while n-doping reduces the photoemission yield. (c) 
Image of a silver nanowire, recorded with UV excitation light. (d) The same nanowire as in (c), but the sample is excited 
with laser pulses centered at 690 nm so that photoelectrons are generated in a multiphoton process. Excitation of a LSP 
mode leads to regularly spaced photoemission hotspots along the wire. (e) and (f) show images of an InAs nanowire 
consisting of a center zincblende (zb) segment and two wurtzite (wz) segments, as indicated. The white arrows shows the 
pulse polarization projected onto the sample surface. Excitation of the nanowire with laser pulses centred at 660 nm leads 
to multiphoton photoemission. For vertical polarization (f), the photoemission yield from the center zb segment is strongly 
enhanced compared to the wz segments due to differences in the wz and zb band structure. 

Entirely new contrast mechanisms are available in PEEM if the sample is excited by 
pulsed femtosecond laser sources. Due to the extreme peak intensities produced by 
these light sources, photoelectrons can be generated in a multiphoton emission 
process. The efficiency of such nonlinear processes is very sensitive to the local 
intensity of the electric field at the sample surface, resulting in a dramatic increase of 
the photoelectron yield from locations where the electric field is enhanced 
(‘hotspots’). The multiphoton photoemission yield also depends on the local band 
structure since multiphoton transition rates are strongly enhanced if they occur via a 
real intermediate state194. This can lead to a surprising photoemission contrast 
between different crystal phases of the same material, as demonstrated in Fig. 5.2f. In 
optically excited materials, the occupation of excited states can lead to a transient 
enhancement of the photoemission yield – this is the basis for time-resolved PEEM. 
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5.1.2 Spatial resolution 

The spatial resolution of PEEM is ultimately limited by diffraction effects. 
Photoelectrons emitted with a kinetic energy of ~1 eV have a wavelength on the order 
of ~1 nm, such that imaging with a resolution better than 1 nm is fundamentally 
possible at these energies. In practice, however, the spatial resolution of the Focus IS-
PEEM is limited to ~40 nm due to aberrations introduced by the objective lens of the 
microscope. The Focus IS-PEEM includes an electrostatic tetrode objective lens 
consisting of four electrodes, arranged as shown in the sketch in Fig. 5.3b. Notably, 
one of these electrodes is the sample itself which is thus an integral part of the 
electron optics. In a first approximation, the objective lens can be divided into an 
acceleration field, defined by the potential difference between the sample and the 
extractor electrode, and a focusing part195, as indicated in Fig. 5.3b, with both parts 
contributing to the total aberration of the lens. To minimize the aberrations 
introduced by the acceleration field, it must be as homogeneous and stable as 
possible. This implies that the sample has to be flat, (semi-) conductive, and precisely 
aligned with respect to the axis of the microscope to achieve the optimum resolution.  

As a result of diffraction and aberrations, photoelectrons emitted from a single point 
on the sample will be imaged as a disc with radius 𝑟 = ට𝑟ௗଶ + 𝑟௦ଶ + 𝑟ଶ (5.1) 

where 𝑟௦ and 𝑟 describe the effect of the spherical and chromatic aberration of the 
(entire) objective lens while 𝑟ௗ describes diffraction effects. These contributions are 
given by: 𝑟ௗ ≈ 0.73 nmඥ𝐸/𝑒𝑉 sin 𝛼 (5.2) 

𝑟௦ ≈ 14 𝑙 𝐸𝐸 + 𝐶௦ ൬𝐸𝐸൰ଷଶ 𝛼ଷ (5.3) 

  𝑟 ≈ 𝑙 𝐸𝐸 + 𝐶 ൬𝐸𝐸൰ଷଶ Δ𝐸𝐸 𝛼 (5.4) 

Here, 𝐸  is the starting energy of the photoelectrons, 𝐸  is the energy after 
acceleration by the extractor field, 𝛼 is the emission angle, 𝑙 is the sample-extractor 
distance and Δ𝐸 is the energy spread of the emitted electrons. 𝐶௦  and 𝐶  are the 
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spherical and chromatic aberration coefficients of the objective lens. In order to 
achieve the best possible spatial resolution, it is thus necessary to 

(i) Use a high extractor voltage so that the ratio 𝐸/𝐸 remains small.  

(ii) Image electrons with small starting angle 𝛼. 

(iii) Ensure a small energy spread of the photoemitted electrons.  

The energy spread Δ𝐸 can in principle be controlled if the PEEM is equipped with an 
energy filter. However, the PEEM instrument used in this work was usually operated 
in energy-integrated mode in which case the relative energy spread is determined by 
the properties of the excitation light and its interaction with the sample. A contrast 
aperture placed in the back focal plane of the objective lens can be used to block 
electrons that are emitted with large starting angles 𝛼. In the Focus IS-PEEM, 
contrast apertures with diameters ranging from 30 μm to 1.5 mm are available. While 
a small aperture is required to achieve the best possible spatial resolution, it also 
severely reduces the fraction of photoelectrons reaching the detector. For example, at 
a starting energy of 1 eV and a cosine distribution of the starting angles, a 500 μm 
aperture results in a microscope transmission of 100% while the 30 μm aperture only 
permits 2% of the photoelectrons to reach the detector.  

 

Figure 5.3: Spatial resolution of PEEM. (a) Radius of the resolution disk in PEEM for typical imaging conditions using a 
UV-discharge lamp as excitation source. The individual contributions from diffraction, spherical and chromatic aberration 
are shown. The maximum starting angles corresponding to different contrast aperture diameters, as marked. Aberration 
coefficients 𝐶௦ = 300 mm and 𝐶 = 130 mm and a sample-extractor distance of 1.8 mm were assumed, as appropriate for 
the Focus IS-PEEM.  (b) Sketch of a tetrode objective lens, adapted from3. The lens consists of four electrodes, sample 
(SPL), extractor (EXT), focus (FOC) and column (COL). Typical potential differences between the electrodes and the sample 
(ground) are indicated. The electrons are accelerated between SPL and EXT. For the voltages given here, focusing occurs 
mostly between the EXT and the FOC electrode. 
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Figure 5.3a shows the radius of the resolution disc calculated for the Focus IS-PEEM 
under common imaging conditions. Using the smallest contrast aperture, a resolution 
of ~40 nm can be achieved, limited by the chromatic aberration of the objective lens. 
However, experiments in this work were usually carried out with a larger contrast 
aperture to increase photoelectron transmission through the microscope and achieve a 
better signal-to-noise ratio. 

To achieve a spatial resolution better than ~8 nm in PEEM, it is necessary to correct 
for the aberrations of the objective lens196. Aberration correction can be achieved by 
reflecting the photoelectrons of an electrostatic mirror197 which in theory enables 
PEEM imaging with a resolution down to 1 nm196,198. In practice, PEEM imaging 
with few nanometer resolution has been demonstrated199,200. 

5.1.3 Surface sensitivity 

PEEM is inherently surface sensitive because excited electrons in solids have a short 
inelastic mean free path and hence only electrons from a shallow surface layer can 
escape into vacuum. The general characteristics of the inelastic electron mean free 
path are described by an approximate relation often referred to as the universal curve 
shown in Fig. 5.4 for inorganic compounds and elements. The mean free path 
strongly depends on the electron energy, which is typically referenced to the Fermi 
level, 𝐸ᇱ = 𝐸 − 𝐸ி . At high energies (𝐸′ > 150 eV) the inelastic mean free path 𝑙 
approximately follows a 𝑙 ∝ √𝐸′ behavior, while the low energy regime (𝐸′ < 15 eV) 
is well described by a 𝑙 ∝ 𝐸′ିଶ power law.  

Figure 5.4: Inelastic mean free path of electrons. Universal curves for the inelastic electron mean free path in elements 
and inorganic compounds, as described in 201. The area shaded in gray indicates typical electron energies in PEEM with 
light sources in the visible or UV spectral range.  



57 

The minimum mean free path is found in the transition region at energies around 50 
to 100 eV. At its minimum, the mean free path corresponds to a single monolayer or 
less, such that the majority of the primary photoelectrons originates in the topmost 
atomic layer of the sample, allowing for extremely surface sensitive measurements. It 
should be noted that while the universal curve captures the general characteristics of 
the inelastic mean free path, the values for specific materials might show significant 
deviation from the curve. 

PEEM can be operated with a wide range of light sources at photon energies ranging 
from the near-infrared to the hard X-ray range, and the electron mean free path varies 
accordingly. In this work, PEEM experiments were carried out using light sources of 
relatively low photon energies below 5 eV, which results in excited electrons with 
energies of a few eV with respect to the Fermi level. This energy range, which is 
highlighted in Fig. 5.4, corresponds the values of 𝑙 ranging from a few nanometers to 
around 10 nm, implying that PEEM experiments in these conditions are still mostly 
sensitive to surface-related phenomena. 

5.2 Time-resolved PEEM    

In conventional PEEM, as well as in other electron microscopy techniques, the 
imaging speed is limited to video rates. In TR-PEEM, this limitation is circumvented 
by using femtosecond laser pulses as excitation light source, making it possible to time 
excitation and imaging of the sample with femtosecond accuracy. In comparison to 
other ultrafast electron microscopy techniques such as ultrafast transmission electron 
microscopy (UTEM)1 or ultrafast scanning electron microscopy (USEM)202, TR-
PEEM benefits from the fact that generation and control of short electron wave 
packets is not required. As a consequence, it is comparatively easy to reach time-
resolutions better than 10 fs in TR-PEEM19 and several groups are working towards 
imaging with attosecond resolution203,204.  

PEEM imaging with femtosecond laser pulses in the visible or near-infrared spectral 
range is highly sensitive to optical near-fields at surfaces. The technique has thus been 
used extensively to study localized and propagating surface plasmon polaritons at 
noble metal surfaces, with pioneering experiments carried out by Schmidt et al.16 and 
Kubo et al.17 in the early 2000s. PEEM experiments on plasmonic systems are almost 
exclusively based on an approach called interferometric time-resolved PEEM (ITR-
PEEM) where the spatiotemporal properties of plasmonic resonances are derived from 
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interferences between the plasmonic near-field and a probe laser field. ITR-PEEM 
was used in Papers VI and VII and will be discussed further in section 5.2.2.  

TR-PEEM measurements on semiconductor systems typically adopt a more 
conventional pump-probe approach which allows direct imaging of excited electron 
populations. This approach, employed in Papers IV and V, will be discussed in 
section 5.2.1. Section 5.2.3 discusses how the spatial and energy resolution in PEEM 
is affected by interactions between photoemitted electrons, a phenomenon that is 
relevant in TR-PEEM due to the high peak intensities of femtosecond laser pulses. 

5.2.1 Pump-probe PEEM 

Pump-probe PEEM combines an optical pump-probe approach with photoelectron 
imaging in PEEM, enabling temporally and spatially resolved studies of electron 
relaxation and transport at surfaces. The principle of pump-probe PEEM is illustrated 
below in Fig. 5.5.  

 

Figure 5.5: Time-resolved PEEM. (a) Sketch of the time-resolved PEEM experiment. The sample – here a nanowire on a 
substrate – is first excited by the pump pulse, promoting electrons from their ground state |𝒈⟩ to an excited state |𝒆⟩. The 
ionization pulse (or probe pulse) arrives at a varible time delay Δ𝑇 after the pump pulse, and causes photoemission of 
electrons from |𝒆⟩. Photoemitted electrons are accelerated towards the electron lens system of the PEEM, where a strongly 
magnified image of the local photoemission yield on the sample is generated. The pump-probe process is illustrated in the 
inset in the top left corner. (b) Two time-resolved PEEM images of a GaAs nanowire, taken at different pump-probe 
delays. The top image is taken at -21 ps, that is, the ionization pulse precedes the pump pulse and the image shows 
background photoemission induced by the ionization pulse alone. At a delay of 4 ps, shown in the bottom image, the 
pump pulse has promoted electrons into the conduction band of GaAs, resulting in an increased photoemission yield.   

The sample is illuminated with a sequence of two laser pulses, the pump pulse (or 
excitation pulse), followed by the probe pulse (or ionization pulse) which arrives at a 
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time delay Δ𝑇 after excitation. The pump pulse excites electrons within the sample 
from their ground state |𝑔⟩ to an excited state |𝑒⟩, as illustrated in the inset in Fig. 
5.5a. Pump-probe PEEM is often employed to study semiconductor samples, in 
which case the pump pulse typically excites a set of states |𝑒⟩ (in the conduction 
band) rather than a single state. Electrons occupying the excited state |𝑒⟩  are 
photoemitted by the ionization pulse and subsequently imaged in PEEM, creating a 
high-resolution image of the photoemission yield at the sample surface, 𝑆(𝒓, Δ𝑇), 
which directly reflects the population of excited electrons at position 𝒓 and at a time Δ𝑇 after photoexcitation. This is illustrated in Fig. 5.5b, which shows two TR-PEEM 
images of a GaAs nanowire recorded before and after electrons are excited into the 
conduction band.  

Typically, several million pump-probe cycles at a specific delay are required to collect 
enough photoelectrons to form an image, in large part because the number of 
electrons emitted per pulse should ideally not exceed one (see section 5.2.3). PEEM 
images recorded at various pump-probe delays Δ𝑇 can be assembled into a ‘movie’ 
that reveals how the population of excited electrons evolves in time and space. This 
allows direct imaging of processes such as carrier recombination21, trapping11 or hot 
electron cooling205 and makes it possible to correlate relaxation dynamics with the 
local properties of the sample (such as structure, composition, doping,…).  

A decisive parameter in these experiments is the photon energy of the ionization 
pulse, as it determines the energy and momentum window from which excited 
electrons can be photoemitted. For example, studies focusing on recombination or 
transport dynamics in semiconductors on a time scale of ~100 ps require ionization 
pulses with sufficiently high photon energy to photoemit electrons from the bottom 
of the conduction band where the relevant processes are taking place at this time 
scale. Ionization pulses with lower photon energy, on the other hand, may be 
employed to probe the intra-band relaxation of photoexcited electrons as these pulses 
can only photo-eject electrons from higher energy levels within the conduction band 
– this approach was used in Paper IV.  

Pump-probe PEEM is not only able to spatially resolve relaxation processes such as 
hot carrier cooling or electron-hole recombination, but the technique can also image 
the (ultrafast) spatial evolution of photoexcited electron distributions due to transport 
processes. For example, Fukumoto et al. imaged electron drift in an external electric 
field206, Wong et al. investigated the splitting of a Gaussian electron distribution due 
to an in-plane electric field at a GaAs surface207, and Man et al. imaged lateral and 
vertical electron transport in a semiconductor heterostructure22. 
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Currently, TR-PEEM studies of (lateral) transport phenomena (such as diffusion) are 
limited because it is technically challenging to create tightly localized excitations in 
PEEM, i.e., to excite electrons only within a diffraction-limited spot. This is because 
the sample is typically placed within only a few mm of the extractor cone of the 
objective lens, making it impossible to accommodate standard focusing optics close to 
the sample. Laser pulses in TR-PEEM are therefore focused onto the sample from 
relatively long working distances (tens of cm), with resulting spot sizes of ~50 μm or 
larger, not allowing, for instance, the creation of localized excitation spots within 
nanostructures. In some cases, this limitation could be overcome by using specially 
designed sample holders208, by tuning the excitation wavelength or polarization to 
excite specific components of the sample, or by using plasmonic nano-antennas to 
create strongly localized excitation hotspots160.  

Another, more general, approach is the use of spatially structured excitation spots 
created by the interference of two converging excitation beams. This creates a 
periodically modulated excitation density (a transient grating209), as illustrated in Fig. 
5.6, with a modulation period down to a few hundred nanometers, depending on 
excitation wavelength and geometry. The gradual decay of the spatial modulation due 
to charge carrier diffusion can be directly imaged in pump-probe PEEM, and this 
approach should thus lead to insights into diffusion and other transport processes on 
short time and length scales in future studies. A first demonstration of this approach 
is shown in Fig. 5.6. 

Figure 5.6: Transient grating TR-PEEM. (a) Principle of transient grating PEEM for imaging of transport dynamics. The 
sample is excited by a pair of identical pulses, arriving at the sample simultaneously but from different directions. The 
interference between the two excitation pulses creates a periodically modulated density of excited electrons. An ionization 
pulse arriving at a time ΔT after excitation photoemits excited electrons, which are then imaged in PEEM. (b) and (c) show 
PEEM images of a GaAs substrate, excited by two converging near-infrared pulses, at two different time delays after 
excitation. The length of the scale bar is 50 μm. The lower panels show the intensity profile, evaluated along the white 
dashed line in (b). The modulation depth decreases between (b) and (c) due to lateral electron transport. 
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In addition to lateral electron transport (parallel to the sample surface) TR-PEEM is 
also able to probe vertical electron transport, i.e., transport of electrons from the 
interior of the sample towards the surface or vice versa. This is related to the surface 
sensitivity of PEEM. Since all photoelectrons originate from a thin surface layer, 
accumulation or depletion of electrons near the sample surface due to transport will 
appear as a rise or decay of the photoemission signal. This is a common phenomenon 
at semiconductor surfaces where band bending can drive photoexcited electrons 
towards or away from the surface (see section 3.2).  

Interpretation of TR-PEEM experiments can be challenging since various ultrafast 
processes can contribute to changes in the total photoelectron yield from a given 
position on the sample. For example, most TR-PEEM studies on semiconductors rely 
on UV ionization pulse with photon energies around ~4.5 eV to probe the population 
of excited electrons in the conduction band around the center of the Brillouin zone. 
Such an experiment probes the electronic population within a specific energy range, 
within a limited region in reciprocal space (see chapter 4), and within a limited region 
in real space (due to the surface sensitivity of PEEM). Correspondingly, a decay in 
photoemission yield could be attributed to energy relaxation (recombination), to 
electrons scattering to conduction band side valleys beyond the photoemission 
horizon of the probe pulse, or to electron transport away from the sample surface. In 
some cases, this ambiguity can be lifted based on the observed decay rates since the 
general time scales for many relaxation processes are well established in the literature, 
especially for thoroughly studied materials such as GaAs or other III-V compounds.  

The excitation fluence dependence of the photoemission yield evolution also provides 
valuable clues, as many relaxation processes show a characteristic dependence on the 
density of excited electrons. Recombination rates due to mono-molecular, bi-
molecular, or Auger recombination, for instance, can be identified based on the 
excitation density dependence of the decay dynamics210. Likewise, hot carrier cooling 
due to carrier-carrier scattering or electron-phonon scattering can be distinguished 
based on the density dependence of these scattering mechanisms. To allow a more 
detailed view of the relaxation dynamics, the emitted photoelectrons are often 
resolved in energy in TR-PEEM experiments. This provides insight into the energy 
distribution of the excited electrons within the sample, which is very valuable in 
studies of hot electron cooling211. 

Another way to extend the ‘standard’ pump-probe TR-PEEM approach and access 
additional spectral information is the combination of TR-PEEM with optical Fourier 
transform spectroscopy. In Paper V, for example, we demonstrate TR-PEEM with 
excitation frequency resolution by incorporating one-dimensional Fourier transform 
spectroscopy. A more detailed description of the approach and the results of Paper V 
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is provided in chapter 6. In fact, even highly complex optical spectroscopy techniques 
can be combined with PEEM for spectroscopic imaging with nanoscale resolution, 
provided that the spectra can be recorded using an incoherent signalN such as 
photoelectron emission. Aeschlimann et al., for instance, combined PEEM with time-
resolved 2D Fourier transform spectroscopy12,50, an advanced ultrafast spectroscopy 
technique often employed to explore electronic coupling and photoexcitation 
dynamics in complex molecular systems212. In combination with PEEM, the 
technique can provide a detailed view of the local electronic structure and shed light 
on processes such as dephasing or energy transfer, even though the recording of a 
sequence of transient 2D spectra in PEEM has so far not been demonstrated in the 
literature. While the spectral information available in these extended experimental 
schemes can be very valuable, they come at the cost of an increasingly complex 
experimental apparatus and substantially longer data acquisition times. 

5.2.2 Interferometric time-resolved PEEM 

PEEM in combination with femtosecond laser pulses has been intensely utilized in 
the study of localized and propagating surface plasmon polaritons17,19,20,168,178,213. These 
experiments are almost exclusively based on an approach referred to as interferometric 
time-resolved PEEM (ITR-PEEM), which relies on multiphoton photoemission to 
investigate the spatiotemporal evolution of optical near-fields at surfaces.  

The technique is illustrated in Fig. 5.7. The sample – here a metallic nanoparticle 
supporting LSP resonances – is illuminated by a pair of identical femtosecond laser 
pulses separated by a time delay τ which is controlled with sub-cycle accuracy. Each 
of the two pulses excites plasmonic resonances of the nanoparticle, resulting in an 
optical near-field 𝐸 (𝑟, 𝑡)  at the sample surface whose spatial and temporal 
properties are characteristic of the excited LSP resonances. The total field induced by 
two time-delayed pulses is then obtained as the linear superposition of the 
contributions from the individual pulses: 𝐸(𝑟, 𝑡, 𝜏) = 𝐸 (𝑟, 𝑡) + 𝐸 (𝑟, 𝑡 − 𝜏) (5.5) 

ITR-PEEM experiments use excitation pulses with photon energies below the work 
function of the sample, such that photoelectrons can only be emitted in a 
multiphoton process, typically requiring 2 or 3 photons. In an ITR-PEEM 
experiment, the local multiphoton photoemission yield 𝑆(𝑟, 𝜏)  is imaged as a 

N Here, ‘incoherent signal’ refers to a signal without phase information, as opposed to, e.g., a coherently 
detected optical signal. 
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function of the inter-pulse delay 𝜏. For an n-photon photoemission process, 𝑆(𝑟, 𝜏) is 
given by 

 𝑆(𝑟, 𝜏) ∝ න 𝑑𝑡 ห𝐸 (𝑟, 𝑡) + 𝐸 (𝑟, 𝑡 − 𝜏)หଶ
 (5.6) 

This is the so-called nth-order nonlinear interferometric autocorrelation function 
(IAC) of the electric field 𝐸 , i.e., the field induced by a single laser pulse at the 
sample surface. In contrast to the pump-probe TR-PEEM experiments discussed in 
section 5.2.1, ITR-PEEM thus does not probe the occupation of single-particle states 
within the sample but is sensitive to the optical near-field at the sample surface. Still, 
at large time delays where the excitation pulses no longer overlap, ITR-PEEM can be 
considered as a type of pump-probe measurement from which a full reconstruction of 
the local electric field is, in fact, possible214.  

 

Figure 5.7: ITR-PEEM. (a) Principle of ITR-PEEM. An LSP resonance on a noble metal nanoparticle is excited by a pair of 
femtosecond laser pulses with inter-pulse delay 𝜏. Multiphoton photoemission (MPPE) occurs in locations where the 
amplitude of the optical near-field is large. The emitted photoelectrons are imaged in PEEM as a function of 𝜏. (b) Energy 
diagram of the multiphoton photoemission process. 

LSPs typically have lifetimes on the order of ~10 fs which is comparable to (or shorter 
than) the duration of the excitation pulse. Therefore, the IAC has to be recorded at 
short delays where the excitation pulses (partly) overlap, complicating the 
interpretation of the IAC, and making it impossible to extract the electric field 𝐸 (𝑟, 𝑡) directly. Still, by comparing IACs recorded at different locations on the 
sample, it is possible to obtain qualitative insights into the local near-field dynamics 
and parameters such as the plasmon resonance frequency and lifetime can often be 
extracted by comparing experimental results to simulations based on analytical models 
or numerical solutions of Maxwell’s equations215. 

Figure 5.8 illustrates how nonlinear IAC traces are affected by the properties of the 
near-field. Figures 5.8a-c show the near-field of plasmonic resonances with different 
lifetimes and resonance frequencies excited by a 7 fs pulse with a center frequency of 
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375 THz. The electric fields in Figs 5.8a and 5.8b are calculated by modeling the LSP 
as a single damped harmonic oscillator with a response function 

 𝑅(𝜔) = 1𝜔ଶ − 𝜔ଶ + 𝑖𝜔 2𝑇⁄  (5.7) 

which is characterized by a resonance frequency 𝜔 and a lifetime 𝑇. The response 
function relates the field of the localized surface plasmon 𝐸ௌ to the driving field 𝐸ௗ௩: 

 
𝐸ௌ(𝜔) = 𝑅(𝜔)𝐸ௗ௩(𝜔) 

 
(5.8) 

Figure 5.8c shows the superposition of two coupled oscillators, one of which is driven 
by the laser field, resulting in a more complex evolution of the field with a beating 
pattern.  

 

Figure 5.8: Electric near-field of model plasmonic resonances and corresponding IACs. (a) Electric near-fields of 
two plasmonic resonances, modeled as damped harmonic oscillators, excited by a 7fs optical pulse. The two resonances 
have lifetimes of 20 fs and 30 fs. (b)  Electric near-field of two resonances with the same lifetime, but different resonance 
frequencies. (c) Superposition of two coupled harmonic oscillators, one of which couples to the driving field (‘bright 
mode’) while the other resonance does not (‘dark mode’). Parameters of the bright and dark mode are indicated. (d) to (f) 
show the corresponding nonlinear IAC traces, which can be measured in ITR-PEEM experiments. A nonlinearity of n=3 is 
assumed here (photoelectrons are emitted in a 3-photon process). 
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Despite the simplicity of these models, LSP resonances in simple systems can often be 
successfully described in terms of a single or a few harmonic oscillators. IACs of the 
electric fields in Figs. 5.8a to 5.8c are shown in Figs. 5.8e to 5.8f for a nonlinearity 
n=3. Not surprisingly, a slower decay of the electric field amplitude also leads to a 
slower decay of the IAC, while a difference in resonance frequency results in a shift of 
the IAC maxima (Fig. 5.8e). Beating patterns, as visible in the IAC in Fig. 5.8f, 
indicate that two or more resonances of different frequencies contribute to the electric 
near-field. 

ITR-PEEM is not only useful in studying LSP modes but has also been very 
successfully applied to investigate propagating SPPs on noble metal surfaces. 
Propagating plasmon modes typically have much longer lifetimes (few hundreds of 
fs), which allows ITR-PEEM experiments where the two excitation pulses are well-
separated in time. The experiment then takes on a pump-probe character where the 
first pulse launches a propagating SPP, while the second pulse images the electric 
near-field at a variable time delay. Contrast is provided by an increase in the 
multiphoton photoemission yield due to constructive interference between the 
plasmon field and the probe pulse. In PEEM setups with normal-incidence 
illumination, this allows for direct imaging of propagating electromagnetic fields at 
surfaces18. For grazing incidence illumination (as in Paper VII), the interpretation of 
the PEEM images becomes slightly more complicated since the apparent plasmon 
wavelength becomes a function of the plasmon propagation direction18.   

5.2.3 Space charge effects 

In PEEM experiments using intense excitation light sources, the density of 
photoelectrons in the imaging column of the PEEM can become high enough for the 
Coulomb interaction between the propagating electrons to become relevant. In 
particular in PEEM experiments using amplified femtosecond laser pulses, the high 
peak intensity can easily lead to the generation of many photoelectrons by a single 
laser pulse, resulting in a bunch of electrons propagating through the imaging system 
in close proximity to each other. The Coulomb interaction between these electrons – 
referred to as space charge effects – leads to image blurring and loss of energy 
resolution216–218. This is illustrated in Fig. 5.9, which shows two PEEM images of 
GaAs nanowires recorded with different numbers of photoelectrons emitted per pulse. 

The Coulomb interaction of the photoelectrons is typically divided into two 
contributions: deterministic space charge effects and stochastic Coulomb 
interactions217,219. The former can be seen as the interaction of each electron with an 
effective background charge density due to the presence of other electrons. If this 
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effective density is sufficiently symmetric, this averaged interaction leads to a 
defocusing of the electrons, which can be compensated for by adjusting the electron 
lenses. The stochastic contribution refers to Coulomb interactions where two or more 
electrons are explicitly considered. These interactions result in random deflections of 
the electrons from their ideal trajectories and are impossible to compensate for. 

Figure 5.9: Loss of spatial resolution in PEEM due to space charge effects. PEEM images of three GaAs nanowires, 
recorded with (relatively) few (a) and many (b) photoelectrons generated per pulse. In (b) the photoemission current is 
large enough to cause space charge effects, leading to substantial blurring of the image. Higher photoelectron emission 
currents will further deteriorate the image quality and can lead to a complete loss of spatial contrast. The nanowires are 
about 2 μm in length. Photoelectrons are generated by femtosecond UV pulses, after optical excitation of the nanowires 
with NIR pump pulses. 

Space charge effects are inherent to all PEEM instruments and occur chiefly at points 
within the instruments where the electrons are in close proximity to each other, such 
as the back focal plane of the objective lens (cross-over point of electron trajectories 
with same emission angle) or in parts of the imaging system where electrons are 
retarded, for example in front of an energy analyzer or in an electron mirror for 
aberration correction. By choosing a small contrast aperture it is possible to mitigate 
the effect of Coulomb interaction on energy broadening to some extent216. However, 
if space charge effects are to be fully avoided, the pulse intensity has to be reduced 
such that at most one electron is emitted per pulse.  

This requirement directly links the image acquisition rate to the pulse repetition rate 
and thus makes the repetition rate one of the key laser parameters in regard to TR-
PEEM. While some pioneering experiments were still carried out using laser systems 
of low repetition rate in the kHz range, image acquisition times turned out to be 
prohibitively long under these conditions. As an example, the TR-PEEM images of 
InAs nanowires discussed in Paper IV were recorded with acquisition times of up to 5 
min per image at 200 kHz pulse repetition rate, which translates to 16 h acquisition 
time at 1 kHz, making detailed time-resolved studies practically impossible. Thus, all 
TR-PEEM setups in use today are operated at repetition rates of 200 kHz or higher. 
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6 Summary of Results 

This chapter introduces the papers included in this work and provides a brief 
summary of the main results of each study. As mentioned in the introduction, the 
work behind this thesis follows two main lines: first, technical developments of the 
laser setup used for many of the TR-PEEM measurements carried out during my 
PhD studies. The main results of these efforts can be found in Papers I, II and III, 
and a summary is given in section 6.1. The second focus of this work was the 
application of TR-PEEM to investigate photoexcitation dynamics in nanostructures 
and at surfaces, represented by Papers IV to VII. These results are briefly summarized 
and discussed in section 6.2.  

6.1 Developments in Ultrafast Optics 

Several of the TR-PEEM experiments I was involved in - including those presented in 
Papers IV and V - were carried out using a laser setup initially designed for time-
resolved 2D electronic spectroscopy. While only small adjustments were made for the 
initial, exploratory TR-PEEM experiments, several adjustments and extensions were 
introduced later to enable a broader range of time-resolved experiments in 
combination with PEEM. Figure 6.1 provides an overview of the setup in its state at 
the time of writing this thesis.  

The optical setup is based on a Yb:KGW laser system (Pharos, Light Conversion) 
producing amplified laser pulses at a wavelength of 1030 nm, with pulse energies of 
~30 μJ at a pulse repetition rate of 200 kHz. The pulse duration is around 170 fs. A 
50/50 beam splitter divides the output pulses from the Pharos laser. Each half is used 
to pump a NOPA, each of which generates broadband pulses with ~10 fs pulse 
duration, tunable through the visible and near-infrared spectral range, with pulse 
energies of up to 250 nJ. The output from NOPA I (lab-built) is guided through a 
transmission grating-based interferometer (Paper II), generating phase-locked pulse 
pairs for interferometric measurements before being guided to the PEEM vacuum 
chamber. The arrival time of the pulses is adjusted by a magnetic-drive translation 
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stage with a total range of 1.3 ns. In addition, a phase and amplitude pulse shaper for 
the generation of complex pulse shapes or pulse sequences is available (Paper III) but 
not yet integrated into the TR-PEEM setup. Pulses from NOPA I are characterized 
via interferometric frequency-resolved optical gating (iFROG) or interferometric 
intensity autocorrelation in a dedicated characterization setup in front of the entrance 
window of the PEEM chamber. 

Figure 6.1: TR-PEEM setup.The sketch shows the TR-PEEM setup in the current configuration, which was used for the 
measurements presented in paper V. Not shown is the pulse characterization setup located in front of the entrance 
window of the PEEM UHV chamber. 

Pulses generated by NOPA II (Light Conversion) are used for UV pulse generation via 
achromatic frequency doubling. The UV generation setup – described in Paper I – 
produces UV pulses tunable from ~250 nm to ~320 nm with a pulse duration of less 
than 10 fs. Alternatively, pulses generated by the NOPA can be directly re-routed to 
the PEEM for two-color experiments in the visible or near-infrared spectral range. For 
the characterization of the UV pulses, we employ either intensity cross-correlation 
measurements or transient grating cross-correlation FROG220, using laser pulses from 
NOPA I as reference. 

The setup as described above allows a range of different TR-PEEM measurements: 

(i) One-color pump-probe measurements (see Paper IV), e.g., for investigating
hot electron relaxation.

(ii) Two-color pump-probe measurements with VIS/NIR pump pulses and UV
probe pulses (or vice versa), e.g., for monitoring recombination or transport
dynamics of photoexcited electrons in semiconductors (see Paper V).
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(iii) Interferometric time-resolved PEEM to the study propagating and localized 
surface plasmon polaritons (as in Papers VI and VII). 

(iv) Time-domain spectroscopy pump-probe measurements for the study of 
excitation-energy dependent carrier dynamics, as described in Paper V. 

(v) After incorporation of the pulse shaper, further experiments are possible. For 
example, coherent control measurements or multidimensional Fourier-
transform spectroscopy (‘2D-nanoscopy’)50,199. 

The experiments described in Papers VI and VII are based on a different laser source 
described in detail elsewhere65. The setup is designed to generate attosecond XUV 
pulses via high harmonic generation at high repetition rates for various photoemission 
experiments, including PEEM221. The laser system generates spectrally broad few-
cycle laser pulses shorter than 6 fs, well-suited for the study of short-lived LSP 
resonances. 

6.1.1 Generation of UV pulses via achromatic phase-matching 

TR-PEEM experiments probing the charge carrier dynamics around the Fermi level 
require UV ionization pulses with photon energies around 5 eV to overcome the work 
function (electron affinity) of many materials. Additionally, TR-PEEM requires laser 
systems operating at high pulse repetition rates (~100 kHz or more) to achieve 
reasonable measurement durations while avoiding space charge effects. Nowadays, the 
generation of such UV pulses is straightforward as frequency mixing processes in 
nonlinear crystals provide a direct route to generate laser pulses at the required 
energies. For example, frequency tripling or quadrupling of pulses at 800 nm (1.55 
eV), as generated by the widely used Ti:Sapphire laser systems, can be readily 
accomplished and yields UV pulses at ~4.7 eV and ~6.2 eV, respectively, often used 
in time-resolved photoemission experiments11.  

However, to achieve efficient frequency conversion over a large bandwidth necessary 
for pulses in the ~10 fs range, extremely thin nonlinear crystals are required. This, in 
turn, strongly reduces the overall efficiency of the process61 and complicates the 
generation of broad UV pulses at high repetition rates where pulse energies are 
typically low. Several alternative schemes for the generation of broad UV pulses have 
been demonstrated, such as up-conversion in noble gasses222 or nonlinear spectral 
broadening in hollow-core fibres223,224. These approaches, again, require high pulse 
energies and are therefore not applicable in combination with regular high-repetition 
rate laser systems.  
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An exception to this is SHG via achromatic phase-matching (APM), introduced by 
Baum et al. nearly two decades ago225. Here, phase-matching over a broad spectral 
range is achieved by introducing an angular chirp in the fundamental beam, which 
matches the phase-matching angle for SHG in a nonlinear crystal. The approach is 
thus suitable for UV pulse generation via SHG or SFG even at low pulse energies.  

 

Figure 6.2: Achromatic phase-matching. (a) To achieve a large phase-matching bandwidth, the input pulse is dispersed 
using a sequence of two prisms, labelled P1 and P2. An off-axis parabolic mirror (OAPM) focuses the light onto the 
nonlinear BBO crystal, creating the desired angular dispersion. (b) The top panel shows the calculated incidence angle and 
the ideal phase-matching angle in an APM setup optimized for SHG at 530 nm (with a prism separation of 860 mm). The 
bottom panel shows the corresponding SHG efficiency sincଶ(Δ𝑘𝐿/2) (red curve) for a BBO thickness of 100 μm. The 
efficiency for ‘conventional’ phase-matching is shown for comparison. (c) Example of an experimental UV spectrum. In 
addition, the group delay (blue, dotted curve), obtained from dispersive ray tracing calculations, is shown.  

In practice, a large phase-matching bandwidth is accomplished by spatially separating 
the spectral components of the driving pulse in a two-prism-sequence and focusing 
the dispersed beam into the nonlinear crystal, as illustrated in Fig. 6.2a. That way, the 
incident angle and the phase-matching angle can be matched up to first order at the 
center wavelength by choosing the appropriate prism separation. This permits the use 
of relatively thick nonlinear crystals and thus enables efficient frequency-doubling of 
laser pulses, making the approach attractive at low pulse energies.  
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In Paper I, we present such a setup for generating broadband UV pulses at 
wavelengths between 250 nm and 320 nm via SHG. The setup operates at 200 kHz 
repetition rate with a conversion efficiency of ~25 % for driving pulse energies down 
to 10 nJ. A sketch of the setup is shown in Fig. 6.3. Careful dispersion control is 
crucial in the UV spectral range, as material dispersion from optical components and 
even propagation through air can cause severe temporal broadening. Our setup thus 
includes a phase-only pulse shaper based on a deformable mirror for dispersion 
compensation, and we show UV pulse compression down to ~8.5 fs.  

 

Figure 6.3: Achromatic SHG setup. The setup can be divided into four sections: first, a ‘half’ prism compressor for 
spatially separating the spectral components of the VIS input pulse. The prism compressor also serves for dispersion 
compensation. Second, the SHG stage, where the spectral components of the VIS pulse are focused onto the BBO crystal 
for SHG. The UV light is recollimated and compressed in a UV prism compressor. Inserted into this UV compressor is a 4f-
stage in which a deformable mirror (DM) enables adaptive pulse compression. The prism P5 increases the angular 
dispersion of the light in order to cover a larger width on the DM. After double-passing through the 4f-line, the collimated 
output beam emerges from prism P4. 

In Paper I, we find that the UV pulses can be compressed to ~11 fs, even without 
using the deformable mirror. This result was somewhat surprising since – except for 
the deformable mirror – the entire UV generation setup is based on standard optics 
and essentially consists of two prism compressors (one in the visible, one in the UV) 
plus a 4f-line, as indicated in Fig. 6.3. For such an arrangement, efficient dispersion 
compensation is not generally expected since prism compressors are known to 
introduce large amounts of third-order dispersion (quadratic group delay variation). 
Correspondingly, previous reports of UV generation by APM226 showed that large 
amounts of residual third-order dispersion needed to be compensated for by adaptive 
pulse shaping. In the case of our setup, it appears that by slightly detuning the 4f-
geometry, a region of low dispersion around the center wavelength could be created, 
which was sufficiently wide to result in rather efficient compression. Results from 
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dispersive ray tracing confirm the experimental results, see Fig. 6.3c. Interestingly, the 
numerically determined group delay also indicates that the simple compression 
scheme (without deformable mirror) would break down for significantly broader UV 
spectra as the group delay diverges at the edges of the pulse spectrum. The effective 
pulse compression without adaptive optics significantly reduces the overall 
experimental complexity of the UV generation setup. 

Note: Paper I also includes ray tracing-based calculations of the SHG efficiency as a 
function of prism-separation (Fig. S1 in the supporting information). Due to an error, the 
calculations in the published article predict that the phase-matching bandwidth is very 
sensitive to the prism separation in the VIS prism compressor (‘L’ in Fig. 6.2), in 
contradiction to our experimental observations. After the error was eliminated, the 
calculations predict a much broader phase-matching bandwidth, which is less sensitive to 
the prism separation, in agreement with the experiments. An erratum is currently in 
preparation. 

6.1.2 Grating-based interferometer 

Generating identical pairs of laser pulses with a stable and accurately controlled inter-
pulse delay is a standard task in any interferometric optical measurement. In the 
context of TR-PEEM, interferometric measurements are primarily employed for the 
characterization of surface plasmon polaritons, but also in implementations of 
spatially resolved (multidimensional) Fourier transform spectroscopy12,227 as in paper 
V. Numerous methods for the generation of such pulse pairs exist, including the
widely used Michelson interferometer and femtosecond pulse shaping. In Paper II, we
present a transmission grating-based interferometer, which is inspired by the use of
diffraction gratings in transient grating228 experiments and multidimensional
electronic spectroscopy229. A sketch of the setup is shown in Fig. 6.4. The input pulses
are focused onto a diffraction grating which is optimized for high diffraction
efficiency in the ±1st order. The diffracted beams of ±1st orders are sent towards two
separate spherical mirrors while higher diffraction orders are blocked by an aperture.
The two mirrors, placed at a distance of twice their focal length from the grating, re-
image the diffracted beams onto the grating. One of the spherical mirrors is mounted
on a piezoelectric linear translation stage which introduces a variable inter-pulse delay
of up to ±0.83 ps. At the grating, the re-focused diffracted beams each produce their
own set of diffraction orders, out of which we select +1st order of the prior -1st order,
and likewise the -1st order of the prior +1st order, which propagate collinearly and in
the opposite direction of the input beam. Due to a small vertical tilt of the spherical
mirrors, input and output beam can be readily separated.
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The interferometer design ensures high phase stability between the two pulse replicas: 
first, with the exception of the re-imaging mirrors, the two beams always hit the same 
optical elements such that the influence of vibrations is minimized. Second, the 
spatial separation of the diffracted beams is small (angular spread of ~2°) such that the 
interferometer is insensitive to air currents. Lastly, vibrations of the diffraction grating 
affect both interferometer arms equally and do not affect the phase delay between the 
pulses, as opposed to Michelson or Mach-Zehnder interferometers where a small 
displacement of the beam splitter can affect the two beam paths in an opposite 
manner. We also characterized the setup’s phase stability and find long term (1 h) and 
short term (20 s) phase stability of ~λ/240 and ~λ/370 at 760 nm, respectively, which 
is sufficient for accurate interferometric measurements. 

 

Figure 6.4: Grating-based interferometer. Top view of the grating-based interferometer. Figure adapted from paper II. 

The grating-based interferometer design is dispersion-free (apart from the material 
dispersion of the grating), provided that the spherical mirrors are positioned exactly at 
a distance of 2𝑓 from the grating. Using dispersive ray tracing, we estimated the 
amount of dispersion introduced when the motorized mirror is displaced. For a 
relative delay time of 1 ps (corresponding to a displacement of 150 μm), we found a 
group delay variation as small as ~80 attoseconds across a spectral range of 200 nm, 
which is negligible in most applications. In addition, interferometric TR-PEEM 
measurements on solids and molecules are typically restricted to delays shorter than 1 
ps, and dispersion effects are thus even less pronounced. 
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6.1.3 Correction of Fabry-Perot interferences in liquid crystal spatial light 
modulators 

The laser setup used for the TR-PEEM measurements presented in Papers IV and V 
includes a liquid crystal-based pulse shaper for phase and amplitude shaping of 
femtosecond laser pulses. In Paper III, we characterize unwanted Fabry-Perot 
interferences that affect the accuracy of the pulse shaper, and we describe a calibration 
method that corrects these interference effects. 

Figure 6.5: Layout and optical properties of the pulse shaping setup. (a) The pulse shaping setup, based on a 
folded 4f-geometry. Input pulses are spectrally dispersed by a grating (G) and recollimated by a spherical mirror (SM). The 
light passes through a dual LC-SLM before a folding mirror (FM) sends the pulses back. A slight vertical tilt of the folding 
mirror allows the outgoing pulse to be isolated by a pick-up mirror. A linear polarizer (P), required for amplitude shaping, 
is placed in the output beam path. (b) The multilayer structure of the LC-SLM (not-to-scale). The main beam and 
reflections at the LC/electrode interfaces are indicated. (c) Transmission spectrum of the LC-SLM showing an oscillatory 
modulation of the transmitted light intensity. Measured for linearly polarized light, as shown in the inset. Figures (a) to (c) 
are adapted from paper III. 

The pulse shaping setup, shown in Fig. 6.5a, is based on the concept of Fourier 
transform pulse shaping with a spatial light modulator. The setup includes a dual LC-
SLM for amplitude and phase modulation. The device contains two active layers - 
liquid crystal layers controlled by transparent electrodes – which in turn are encased 
by thin glass windows. In this multilayer structure, shown in Fig. 6.5b, partial 
reflections occur at the interfaces between successive layers due to abrupt changes in 
the refractive index, in particular at the edges of the liquid crystal layer. Interference 
between the main beam and the (weaker) reflected beams leads to a periodic 
modulation of the output pulse in amplitude and phase and thus gives rise to 
deviations between targeted and actual pulse shape. Fig. 6.5c shows the (single pass) 
transmission spectrum of the LC-SLM, which shows a distinct oscillatory intensity 
modulation of the transmitted light with a modulation depth of up to ~10 % and a 
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peak-to-peak spacing of approximately 10 THz (~20 nm around a wavelength of 800 
nm). Two conclusions can be drawn from this: 

(i) If the interference effect is not accounted for, it might result in a significant 
deviation between desired and actual output pulse shape. In our setup, for 
instance, a relative intensity modulation of ~20 % can be expected since the 
light is passing through the LC-SLM twice. 

(ii) The effect is especially pronounced for broadband pulses (Δ𝜈 ≫ 10 THz) 
while narrowband pulses only experience a constant (or slowly varying) 
intensity modulation. 

In addition, the effect is not constant but changes dynamically depending on the 
programmed pulse shape since the effective refractive index of the liquid crystal layers 
changes with the control voltage. Point (i) is especially relevant for applications in 
spectroscopy where the oscillatory intensity modulation might be imprinted onto the 
measured spectra and thus lead to a confusion of real spectral features and pulse 
shaping artifacts. 

 

Figure 6.6: Correction of Fabry-Perot interference effects. Two examples demonstrating amplitude shaping of 
broadband pulses before and after the correction procedure is applied. The target shape was (a) a series of three flat 
plateaus of 20 nm width, separated by 10 nm gaps, with a 3:2:1 intensity ratio, and (b) a staircase shape with nine steps 
of equal height. In both cases, amplitude shaping without correction (red curve) leads to distinct deviations between 
desired and measured spectral shapes. After the voltage correction is applied, the agreement is improved. 

In Paper III, we describe a conceptually simple approach to correct for the spectral 
modulations. It is based on pre-recorded look-up tables that characterize the 
amplitude modulation properties of each LC pixel, including the interference effect. 
Based on these look-up tables, small corrections to the control voltages of each liquid 
crystal pixel are determined such that the output spectrum is free of undesired spectral 
modulations. Voltages resulting (theoretically) in modulation-free pulses are directly 
derived from the calibration data, which is advantageous in experiments where many 
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different pulse shapes need to be generated. Some examples of shaped pulses before 
and after the voltage correction has been applied are shown in Fig. 6.6, demonstrating 
efficient suppression of the spectral modulations. 

While the interference effect leads to a spectral modulation in both amplitude and 
phase, the correction procedure implemented in Paper III is specifically designed to 
correct for the amplitude modulation of the spectrum (This has practical reasons. The 
amplitude modulation introduced by each pixel can be readily measured, while a 
direct characterization of the phase delay is far more complicated). When the 
experiments of Paper III were carried out, a pulse characterization method for 
retrieval of the full electric field of the pulse was not yet implemented in the setup. An 
interesting follow-up experiment would thus be the complete characterization of 
shaped pulses before and after the correction is applied to investigate whether the 
phase modulation is also corrected for. Characterization of shaped pulses carried out 
thus far was based on intensity autocorrelation measurements, which only reveal 
information about the general pulse shape but do not provide the spectral phase. Still, 
no indications of oscillatory spectral phase modulations, such as satellite pulses in the 
time domain, could be observed. 

6.2 PEEM applications 

6.2.1 Hot electron relaxation in InAs nanowires 

The properties and relaxation dynamics of photogenerated hot carriers in 
nanostructures have been intensely investigated based on the incentive that harnessing 
the excess thermal energy of these carriers could enable new and efficient ways to 
detect light230 or catalyze chemical reactions at surfaces169. Another potential 
application is the hot carrier solar cell: if photoexcited carriers can be extracted before 
their excess thermal energy is dissipated, solar cells with conversion efficiencies 
beyond the Shockley-Queisser limit231 are theoretically possible. While the extraction 
of a hot-carrier photocurrent has been demonstrated experimentally160,232,233, the 
construction of a hot-carrier solar cell with significant conversion efficiency has 
hitherto not been realized.  

III-V semiconductor nanowires are an attractive platform for exploring design pattens
for hot carrier solar cells, as complex engineering of band profiles is possible in
nanowire heterostructures94,233. In Paper IV, we use TR-PEEM to investigate the



77 

energy relaxation of photogenerated hot electrons in InAs nanowire heterostructures, 
consisting of segments of wurtzite and zincblende crystal phase, as shown in Fig. 6.7a.  

The experimental scheme is shown in Fig. 6.7. The nanowires are excited by a pump 
pulse centered at 545 nm (2.27 eV), creating a nonequilibrium distribution of 
photoexcited carriers in the conduction band. A delayed probe pulse of the same 
wavelength photoemits electrons at energies larger than 𝐸் ≈ 1.4 eV with respect to 
the conduction band minimum, with subsequent imaging of these electrons in 
PEEM. The PEEM images thus reflect the high energy tail of the electron 
distribution, which enables us to qualitatively follow the evolution of the hot electron 
distribution within the nanowires. 

 

Figure 6.7: TR-PEEM of hot electron relaxation in InAs nanowires. (a) SEM image of an InAs nanowire consisting of 
axially stacked wurtzite and zincblende segments. (b) PEEM image of the same nanowire as in (b), showing photoemission 
induced by p-polarized laser pulses at 545 nm. The projections of the pulse wave vector and polarization onto the sample 
surface are indicated. (c) and (d) illustrate the pump-probe process; details are given in the main text. Figures (a-d) are 
adapted from paper IV. 

Pump-probe PEEM images of an InAs nanowire are displayed in Fig. 6.8a, and the 
evolution of the photoemission yield from the same nanowire is shown in Fig. 6.8b. 
At early times, the measurements show a rapid increase in the photoemission yield on 
a time scale of ~100 fs, which is evident in Fig. 6.8b, and which also becomes 
apparent in a comparison of the PEEM images taken at pump-probe delays of 40 fs 
and 160 fs.  We argue that this increase is a signature of hot electrons being 
transported towards the surface due to downward band bending. InAs is well-known 
to show downward band bending even if the material is (moderately) n-doped 
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because a large density of donor-like surface states pins the surface Fermi-level above 
the conduction band minimum234,235. The associated in-built electric field in the 
surface region then drives the photoexcited electrons towards the nanowire surface, 
resulting in an increased photoemission yield.  

At pump-probe delays exceeding ~150 fs, the TR-PEEM experiments show a decay in 
the photoemission yield. We attribute this to the cooling of the hot electrons within 
the nanowire, since a lowered electron temperature 𝑇 results in a reduced number of 
photoelectrons residing within the probed energy range (as illustrated in Fig. 6.7d). 
The cooling dynamics can be divided into two phases: a fast decay characterized by a 
time constant of ~500 fs followed by slower cooling with a time constant of ~3 ps. In 
Paper IV, we consider several scattering mechanisms which could be responsible for 
the observed cooling dynamics. Based on energy-resolved measurements and the 
excitation fluence dependence of the decay rates, we conclude that the fast decay is 
due to hot electron cooling via inelastic electron-hole collisions, while the slower 
cooling is most likely the result of electron-phonon scattering. 

 

Figure 6.8: Hot electron relaxation in InAs nanowires. (a) TR-PEEM images of an InAs nanowire, taken at different 
pump-probe delays. (b) Evolution of the photoemission yield from the nanowire. Data points are shown as open circles; 
the solid line is a multiexponential fit. Figure (b) is reproduced from paper IV. 

In Paper IV, we also explore the dependence of the cooling dynamics on the local 
crystal phase and polarization of the excitation pulses. Specifically, we find that the 
cooling rate in the wurtzite segments is faster as compared to the center zincblende 
segment when the nanowires are excited by s-polarized pulses. In contrast, p-polarized 
pulses result in nearly homogeneous decay time along the nanowire (the excitation 
geometry and the different polarization directions are illustrated in Fig. 5.5). We 
explain these observations in terms of variations in the excited electron density, which 
in turn are a result of the anisotropic optical properties of InAs in the wurtzite 
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phase79,194. For s-polarized excitation, the excitation density of excited electrons in the 
wurtzite segment is larger, resulting in a higher energy loss rate due to electron-hole 
scattering. 

6.2.2 Excitation frequency resolved PEEM 

In a typical pump-probe PEEM experiment, the sample is excited by pump pulses at a 
fixed excitation frequency such that only limited information is available about the 
relationship between the initial energy of the photoexcited electrons and their 
relaxation dynamics and pathways. In principle, the excitation energy dependence of 
the relaxation dynamics can be probed by repeatedly carrying out pump-probe 
experiments while scanning the frequency of the excitation pulse. This approach, 
however, is inherently limited in resolution since the pump pulse duration is inversely 
proportional to its spectral bandwidth. A high temporal resolution thus inevitably 
leads to a poor spectral resolution and vice versa. 

In Paper V, we explore an alternative approach for achieving excitation energy 
resolution in TR-PEEM based on the principles of Fourier-transform spectroscopy236: 
instead of using a single pump pulse, the sample is excited by two broadband replica 
pulses separated in time by a delay Δ𝑡; recording the excited state population as a 
function of Δ𝑡 results in an interferogram 𝐹(Δ𝑡) from which the excitation spectrum 
of the sample is retrieved via Fourier transform. If, in addition, the sample is probed 
at a specific delay Δ𝑇 after excitation, transient excitation spectra can be recorded, 
which contain information about the sample’s dynamic response as a function of the 
excitation frequency. Since only excitations generated by interaction with both 
excitation pulses contribute to the interferogram 𝐹(Δ𝑡),  the Fourier-approach 
decouples temporal and spectral resolution: the former is determined by pulse 
duration, while the latter is a function of the sampling range for the pulse delays Δ𝑡. 
Consequently, high temporal and energy resolution can be achieved simultaneously. 

In all-optical implementations of Fourier-transform spectroscopy, the final state of 
the sample is probed via luminescence237,238 or coherent optical signals229. However, 
the excited state population can also be probed using photoelectron emission. In 
combination with photoelectron imaging in PEEM, this enables (time-resolved) 
spectroscopy with spatial resolution far better than the optical diffraction limit. First 
experiments of this kind have been reported by Aeschlimann et al. in 201150 who 
demonstrated the combination of PEEM imaging with 2D Fourier transform 
spectroscopy (‘2D nanoscopy’), offering a detailed view of electronic structure and 
relaxation dynamics on the nanoscale. However, to access such detailed information, 
a complex experimental setup and intricate data acquisition protocols are required, 
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prohibiting (for the time being) a wide application of the method. In Paper V, we use 
a Fourier approach to resolve the response of the sample in only one frequency 
dimension (excitation frequency). On the one hand, this reduces the information 
content of the recorded spectra, but on the other hand it allows for relative fast and 
straightforward data acquisition. The approach demonstrated in Paper V thus bridges 
the gap between conventional pump-probe PEEM experiments and more complex 
methods such as 2D nanoscopy. 

Figure 6.9: Principle of excitation frequency resolved TR-PEEM. (a) Schematic of TR-PEEM measurements with 
excitation frequency resolution. The sample is excited by a collinear pair of broadband NIR pulses with variable inter-pulse 
delay Δt. After the pump-probe delay ΔT, a UV ionization pulse arrives at the sample. In this case, the ionization pulse 
photoemits electrons from the conduction band of the sample. The pump-probe process is illustrated in the inset. The 
photoelectrons are imaged in PEEM as a function of Δt and ΔT. Fourier transforming the photoemission yield along the Δt 
axis gives the excitation frequency dependence. (b) Normalized photoemission yield from a GaAs substrate as a function 
of Δt for a fixed pump-probe delay ΔT=20 ps. (c) A Fourier transform of the interferogram in (b) gives the excitation 
spectrum of the GaAs substrate (black circles). The absorption coefficient of GaAs is shown for comparison (blue line). The 
area shaded in gray is a typical excitation pulse spectrum. Figures reproduced from paper V. 

The experimental scheme of Paper V is shown in Fig. 6.9a. The sample – either a 
GaAs substrate or GaAs nanowires on Si – is excited by a pair of broadband NIR 
pulses with inter-pulse delay Δ𝑡 promoting electrons to the conduction band. A UV 
ionization pulse, delayed by Δ𝑇, then photo-ejects electrons from the conduction 
band (see inset in Fig. 6.9a), which in turn are imaged in the PEEM. To demonstrate 
excitation frequency resolution, we first recorded the excitation spectrum of a GaAs 
substrate without significant spatial resolution. A typical interferogram 𝐹(Δ𝑡) 
showing oscillations in the conduction band population as a function of Δ𝑡  is 
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presented in Fig. 6.9b.  A Fourier transform of this interferogram yields the excitation 
spectrum shown in Fig. 6.9c, which shows excellent agreement with the literature 
data: the absorption onset at the bandgap and the behavior at higher energies are 
reproduced, and below-bandgap frequencies do not contribute to the photoemission 
signal as expected.  

To demonstrate simultaneous time- and energy resolution, we recorded excitation 
spectra at different pump-probe delays Δ𝑇 , creating a two-dimensional dataset 𝐼ா(Δ𝑇, 𝜔)  that reveals how excitation at frequency 𝜔  contributes to the total 
photoemission yield at a time Δ𝑇 after excitation. Results of such a measurement on a 
GaAs substrate are shown in Fig. 6.10a. As expected, a clear signal is found at 
frequencies above the bandgap due to photoexcited carriers in the conduction band 
(labeled ‘B’ in Fig. 6.10a). Interestingly, we also find a below-bandgap signal that 
appears on short time scales (‘A’ in Fig. 6.10a) which we attribute to the excitation of 
defect states within the bandgap, as illustrated in Fig. 6.10b. The presence of the 
below-bandgap signal depends on the details of the cleaning process during which the 
native oxide layer at the substrate surface is removed. In Paper V, we propose that the 
below-bandgap signal is due to defect states created during an annealing step at 
~600°C. 

 

Figure 6.10: Time- and excitation frequency resolved PEEM. (a) Photoemission yield from a GaAs substrate as a 
function of pump-probe delay Δ𝑇 and excitation energy. Reproduced from paper V. (b) Sketch of the excitation processes 
resulting in the below-bandgap signal (A) and the above-bandgap signal (B).  

Having confirmed that we can retrieve excitation spectra in TR-PEEM using a 
Fourier-transform approach, we also recorded excitation spectra of individual GaAs 
nanowires (see Fig. 6.11a). A typical nanowire spectrum is shown in Fig. 6.11b. The 
absorption onset is again located at the bandgap energy as expected, but the behavior 
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at higher energies differs notably from the substrate spectra. While we currently do 
not have a full understanding of this effect, we suspect that it originates in the 
waveguide modes of the nanowire which can resonantly enhance the light intensity 
within the wires and strongly influence their optical properties239. 

 

Figure 6.11: (a) SEM image of a representative GaAs nanowire. (b) Excitation spectrum of a single nanowire measured in 
PEEM (red squares). The excitation spectrum of the GaAs substrate is shown for comparison. Reproduced from Paper V. 

6.2.3 Plasmonic hotspots in gold nanosponges 

Paper VI discusses the generation of nonlinear optical signals in semiconductor-metal 
hybrid nanostructures based on gold ‘nanosponges’. These disordered gold 
nanoparticles have a size of a few hundred nanometers and are entirely penetrated by 
a network of nano-pores174, visible in the SEM image of such a particle shown in Fig. 
6.12a. In Paper VI, the pores of these nanosponges are filled with zinc oxide (ZnO), 
resulting in Au/ZnO hybrid structures where the generation of sum-frequency signals 
is affected by the interplay between the LSP resonances sustained by the gold sponges 
and the excitonic resonance of the semiconducting ZnO. 

Our contribution to Paper VI is the investigation of the plasmonic properties of the 
bare gold nanosponges (without ZnO). Previous work240 found evidence that the 
porous structure of the gold sponges gives rise to several strongly localized and 
relatively long-lived LSP resonances in addition to a short-lived dipole mode of the 
entire particle. However, these findings were based on diffraction-limited 
measurements, which could not spatially resolve these localized resonances within 
single sponges. In Paper VI, we address this question by means of ITR-PEEM 
measurements. Using the high spatial resolution of PEEM, we can resolve several 
photoemission hotspots within single sponges (see Fig. 6.12b), arising from strongly 
localized plasmon resonances. The ITR-PEEM measurements further show that these 
resonances have distinctly different lifetimes and resonance frequencies (see also Fig. 
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6.12b), confirming the plasmonic structure of the gold sponges proposed 
previously240.  

 

Figure 6.12: ITR-PEEM of gold nanosponges. (a) SEM image of a bare gold nanosponge showing the irregular porous 
structure. The length of the scale bar is 300 nm. (b) ITR-PEEM images of the nanosponge in (a) at different inter-pulse 
delays, showing three distinct hotspots. Reproduced from paper VI. 

6.2.4 Excitation and control of SPPs using 2D transition metal 
dichalcogenides 

In Paper VII, we explore the excitation and control of SPPs on a gold surface by 
means of 2D transition metal dichalcogenides (TMDs). These materials are 
semiconductors whose bulk crystals consist of 2D layers weakly bound together by 
van der Waals forces, making it possible to fabricate single-layered 2D crystals. This 
has led to a surge of studies investigating the peculiar electronic and optical properties 
of 2D TMDs and exploring the fabrication of new 2D opto-electronic devices241. 
Among others, a number of studies have focused on TMD-metal hybrid systems with 
the aim to explore the interaction between surface plasmons and the strongly bound 
excitons in TMDs. For example, amplitude modulation of SPPs via an optically 
excited WSe2 has been demonstrated242, and Zhu et al. showed emission of SPPs from 
excitons in WS2 

243. 

In Paper VII, we show that SPPs can also be excited at the edge of single-layered 
WSe2 crystals, and we image SPPs excited in such fashion using multiphoton PEEM. 
Figure 6.13a shows an optical image of a WSe2 crystal on a smooth gold film, with 
different gray levels corresponding to regions of different thicknesses. In particular, 
the crystal includes a (5 μm × 15 μm) large single-layer region, marked by a red 
outline in Fig. 6.13a. Illuminating the bare gold film with femtosecond laser pulses 
does not result in the excitation of SPPs due to the momentum mismatch between 
light and SPPs. However, if the excitation beam is shifted to overlap with the WSe2 
crystals, SPPs are launched at the crystal edges. This is visible in the multiphoton 
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PEEM image shown in Fig. 6.13b, which shows a complex wavelike intensity pattern 
resulting from the interference between the excitation pulse and SPPs launched at 
various crystal edges, including the boundary of the monolayer region.  

 

Figure 6.13: SPP excitation at a WSe2 monolayer. (a) Optical microscopy image of a WSe2 crystal on a gold surface. 
The crystal includes regions of varying thickness, visible as different gray levels in the image. The outline of the monolayer 
region is indicated by the dotted red line. (b) Multiphoton PEEM image of the same WSe2 crystal recorded with pulsed 
laser illumination (715 nm center wavelength, 30 fs pulse duration). Interference between the laser pulses and SPPs 
launched at crystal edges results in a complex wave pattern. The in-plane component of the laser’s wave vector is shown. 
Figures reproduced from Paper VII. 

At the edges, SPP excitation becomes possible because the translational symmetry of 
the surface is broken, relaxing the momentum matching requirement. This can also 
be illustrated by considering that light passing through the WSe2 crystal has a different 
phase compared to light reaching the gold surface directly. Consequently, the optical 
field has a phase jump at the boundaries of the crystal regions, locally broadening the 
momentum distribution of the excitation light. This, in turn, compensates for the 
momentum mismatch Δ𝑘 between light and SPPs and thus allows the excitation of 
SPPs at the crystal edges. 

Thin WSe2 crystals not only make it possible to launch SPPs, but they also affect SPPs 
propagating along the gold surface and underneath the WSe2 crystal because the 
presence of the latter modifies the dielectric function above the gold. To investigate 
this effect, we used ITR-PEEM to record movies of SPPs propagating underneath a 
prism-shaped single-layered WSe2 crystal, shown in Fig. 6.14. We find that SPP 
propagation underneath the WSe2 monolayer results in a spatially varying phase delay 
of the SPP proportional to the path length covered by the WSe2 monolayer. The 
phase delay per unit length is as small as 30 as/μm, implying that attosecond control 
of the SPP delay is feasible given that the dimensions of single-layered TMD crystals 
can be controlled with ~10 nm precision. 
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Figure 6.14: Sample for temporal manipulation of SPPs. Optical image showing the prism-shaped WSe2 crystal (the 
single-layer region is marked by a red dashed line). SPPs are excited at the edge of a thick WSe2 crystal (visible on the left 
side of the image) and propagate to the right through the thin WSe2 crystal. Reproduced from Paper VII. 
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7 Concluding Remarks and Outlook 

This thesis describes our contributions to the field of ultrafast time-resolved 
photoemission electron microscopy, which fall into either of two categories: first, 
developments in ultrafast optics for the generation and control of femtosecond laser 
pulses with the aim to advance TR-PEEM experiments. And second, applications of 
TR-PEEM in studies of ultrafast photoexcitation dynamics in metal and 
semiconductor nanostructures. 

As femtosecond laser pulses are an integral ingredient in any ultrafast time-resolved 
PEEM measurement, the range of possible experiments critically depends on the 
availability of advanced laser sources and the ability to accurately control ultrashort 
optical pulses. Parameters of particular importance in TR-PEEM are laser stability 
(due to the comparatively slow imaging process) and the pulse repetition rate (due to 
space charge effects). The latter point was addressed in Paper I where we 
demonstrated efficient generation of broadband UV pulses around ~4.7 eV with ~10 
fs pulse duration at repetition rates of 200 kHz. Laser sources in this photon energy 
range are required to overcome the work function of many relevant solids, and they 
thus allow the investigation of charge carrier dynamics at energies down to the Fermi 
level in photoemission experiments. In future TR-PEEM studies, these results will be 
used to obtain a comprehensive picture of electron intra- and inter-band relaxation on 
time scales down to few tens of femtoseconds. A first application of the UV source in 
TR-PEEM experiments led to the results described in Paper V.  

The improvement of the optical setup also included the development of a stable yet 
simple interferometer design and the characterization and compensation of unwanted 
interference effects in a liquid crystal-based pulse shaper. The pulse shaper has so far 
not been included in the TR-PEEM experiments. However, there are certainly many 
interesting possibilities for using it in the future, from flexible pulse compression to 
the generation of pulse sequences for time-domain spectroscopy or adaptive pulse 
shaping for coherent control of excitations in nanostructures. Finally, while the work 
presented in Papers I to III was carried out with the goal to enable new kinds of TR-
PEEM experiments in our laboratory, the results can also be applied in many other 
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contexts and should be of value to the broader ultrafast optics and spectroscopy 
community.  

TR-PEEM is today firmly established in plasmonics research as a tool for ultrafast 
imaging of optical near-fields at surfaces. Following the first studies carried out in the 
early 2000s, the technique has advanced dramatically, and correspondingly, TR-
PEEM experiments on plasmonic systems have become increasingly sophisticated, as 
witnessed by demonstrations of spatiotemporal control of plasmonic excitations49, 
energy transfer between localized modes244 or full reconstruction of SPP fields214. In 
addition, several studies have resolved the local near-field within single plasmonic 
nanoparticles19,168,245. Such a study is also presented in Paper VI where we investigate 
porous gold nano-particles and can directly show that the disordered structure of 
these particles sustains several strongly localized plasmonic hotspots of varying 
frequencies and dephasing times. TR-PEEM studies of LSP resonances in noble metal 
nanoparticles, including Paper VI, commonly focus on the properties of the 
plasmonic near-field. An interesting extension of such studies would be (time-
resolved) imaging of hot electrons which are generated as a product of plasmon decay. 
Evidence for correlation between the spatial characteristics of the plasmonic near-field 
and the local hot-carrier generation rate has been found previously246, and spatially- 
and time-resolved studies of hot-carrier relaxation within single plasmonic nano-
particles would certainly be very intriguing.  

In Paper VII we demonstrate excitation and control of SPPs on gold using single-
layer WSe2 crystals. On the one hand, the efficiency of this SPP excitation mechanism 
is well below that of conventional SPP excitation approaches using grooves or holes 
cut into the metal surface. On the other hand, such grooves are at least tens of 
nanometers deep while the height of a WSe2 monolayer is below 1 nm, and SPP 
excitation at the edge of a WSe2 monolayer might thus be attractive if compactness is 
favored over efficiency. We also find that SPPs propagating underneath a WSe2 

monolayer experience a phase delay that can, in principle, be controlled on the 
attosecond level with current fabrication technologies247. This raises the question of 
whether the SPP phase delay may also be dynamically adjusted by optical or electrical 
gating. 

Another development within the field of TR-PEEM is the investigation of 
photoexcited charge carriers at semiconductor surfaces. After the first proof-of-
concept experiments in 2014206, the number of TR-PEEM studies in this area has 
steadily increased, addressing processes such as electron transport248, hot carrier 
relaxation205 or carrier trapping11. Our contributions to this field are presented in 
Papers IV and V. In the former, we follow the intra-band relaxation of 
photogenerated ‘hot’ electrons in InAs nanowires and identify mechanisms relevant 
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for energy dissipation and hot electron transport on a sub-picosecond time scale. In 
this study we use a one-color pump-probe approach with visible pulses, which offers 
the benefits of a simple experimental setup, a high signal-to-background ratio and 
which allows us to follow hot electron cooling without the need to spectrally resolve 
the photoelectrons. On the downside, this approach does not provide access the full 
electron energy distribution, and the fastest dynamics are hidden by pulse overlap 
effects. In the future, Paper IV could thus be complemented by two-color 
experiments exploring the evolution of the electron distribution at the very early 
stages of the relaxation cascade.  

In Paper V, we combined two-color pump-probe PEEM with a time-domain 
spectroscopy approach, allowing us to resolve electron relaxation dynamics with 
respect to the optical excitation frequency. We could demonstrate the feasibility of 
the approach using GaAs substrates as a benchmark system. Excitation frequency 
resolution should be especially valuable in contexts where the initial energy of 
photoexcited electrons decisively affects their relaxation pathway, for instance, at 
Schottky barriers or in nanowire heterostructures with energy barriers. In Papers IV 
and V, we could observe vertical electron transport, which sensitively depended on 
the surface condition, underlining the importance of having good control over the 
surface in TR-PEEM studies of (III-V) semiconductors. 

There are many possible paths ahead for the exploration of ultrafast dynamics on the 
nanoscale with TR-PEEM, some of which have been sketched above. One such 
direction is the further integration of time-domain spectroscopy methods into TR-
PEEM. First experiments of this kind combined PEEM with 2D spectroscopy50. 
However, the number of such studies has been limited so far, in large parts due to 
their experimental complexity and long acquisition times. This might change when 
amplified laser systems operating at MHz repetition rates become more widely 
available199. In the meantime, simplified approaches such as the one discussed in 
Paper V may also provide interesting insights while being technologically less 
demanding. 

A long-standing goal within nano-optics research is the direct determination of 
optical near-fields with sub-cycle temporal resolution. This motivated a theoretical 
proposal in 2007249 which suggested combining PEEM with attosecond XUV pulses 
to achieve attosecond-resolution imaging of plasmonic fields (‘atto-PEEM’). From a 
technological standpoint, this combination is immensely challenging. Still, important 
steps towards its realization have been taken204,221, including the development of a 
high repetition rate source of attosecond XUV pulses at Lund University65. This is 
indispensable for high resolution PEEM imaging, bringing atto-PEEM closer to 
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experimental realization and possibly leading to other pump-probe PEEM 
experiments based on core-level photoemission. 

Finally, as TR-PEEM on semiconductor systems becomes more established, I expect 
an increased number of studies where TR-PEEM is used in concert with other 
techniques in more application-oriented research, as in previous studies on light 
absorption12 and carrier trapping11 in solar cell materials.  
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