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Experimental Investigation of the Directional Outdoor-to-In-Car Propagation Channel
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Abstract—The demand for wireless channel models including realistic user environments is increasing. This motivates work on more detailed models that are reasonably simple and tractable but with adequate statistical performance. In this paper, we present an investigation of the spatial outdoor-to-in-car radio channel at 2.6 GHz. Specifically, we investigate the performance of a multiple antenna smartphone mock-up in the hand of a user. We evaluate and utilize a composite channel approach to combine measured antenna radiation patterns with an estimated spectral representation of the multipath channel outside and inside the car in two different scenarios. The performance of the method is investigated and comparisons with direct channel measurements are performed. Statistical and directional properties of the outdoor-to-in-car channel are presented and analyzed. It is found that the composite method, despite nearfield problems when estimating plane-wave channel parameters in a very narrow environment, constitutes a tool that provides reasonably viable statistical results. In addition, we have found that the introduction of the car in the propagation environment increases scattering and eigenvalue dispersion while it decreases pairwise antenna signal correlation. These statistical properties are found to slightly increase the possible diversity and the spatial multiplexing gains of multiple antenna terminals when located inside cars. This positive effect, however, is small compared to the negative effect of car penetration loss.

Index Terms—Mobile communication, channel models, propagation measurement, user phantom, multiple-input multiple-output (MIMO), vehicular channel, direction of arrival estimation.

I. INTRODUCTION

COMMUNICATION from vehicles have today become a prevalent scenario for handheld mobile terminals, such as smartphones, that may be in the hands of passengers using high data rate cellular services. This scenario will affect the tuning of the cellular networks and the quality-of-service of the cellular systems serving the users, and may also affect terminal technology. In addition, a car may also serve as a relevant example of an immediate confined scattering environment, representative also for other similar surroundings like indoor parts of buildings, other vehicles, trains, sub-ways, etc., that are common surroundings in the everyday life of mobile terminal users. Thus, in ubiquitous cellular systems, like LTE (long-term evolution) and future LTE-Advanced, it is of great interest to know in detail also the impact of such environments with respect to performance (power consumption, data rate, reliability etc.) of multiple antenna terminals such as MIMO (multiple-input multiple-output) smartphones. The car environment will have impact not only on the path loss which affects power consumption and coverage, but also on the fading statistics of the radio channel. Multiple antenna techniques such as diversity and spatial multiplexing, which are essential to combat fading and to boost channel capacity are also highly affected. However, channel models that, in a realistic way, incorporate these confined environments in the immediate neighborhood of the user are rare. Such channel models are of particular importance for the development of vehicular-to-infrastructure (V2I) solutions.

In the development of an empirical channel model that includes nearby scattering objects and surroundings it is possible to include the objects either in the representation of the antenna or in the propagation channel characterization. However, if these objects, e.g., a car, are included in the channel we need to perform new channel measurements for each configuration (terminal antenna, user orientation, car type, car orientation, location, etc.). Instead, by measuring the much more rigid outer channel once (at a representative location) we can produce a model that is represented by the double-directional propagation channel (DDPC), i.e., a sum of multi-path components (MPCs); each characterized by its direction-of-arrival (DoA), direction-of-departure (DoD), path delay, and complex amplitude [1]. The DDPC can be estimated from good quality MIMO channel measurements by methods like SAGE [2]. With the DDPC at hand, the outer channel can easily be combined with measured or simulated radiation patterns. This composite channel modeling (CCM) methodology is verified in [3–5] wherein it is also utilized to evaluate the influence of the body of the user. In the case of, e.g., an object large as a car, the method is still possible but perhaps not feasible or practical.

In this paper, we present an investigation of the influence of a standard family car on the spatial radio channel at 2.6 GHz, and specifically on the performance of a multiple antenna smartphone mock-up terminal in browse mode position in the hand of a user phantom. We utilize the composite channel approach where the user together with the antenna, is considered as one radiating unit or a super-antenna with the propagation channel represented both with the car absent and
inside the car. The environment inside a normal sized car does not, however, provide enough space to reach the far-field of a several wavelengths sized array antenna necessary for directional channel characterization, of a user phantom super-antenna, at relevant frequencies around 2.6 GHz. Thus, we have to violate the far-field requirement to use the in-car composite channel approach. Hence, the question is to what extent the composite method with the far-field assumption inherent both in the DDPC and in the super-antenna radiation pattern, is valid for MIMO performance prediction inside a car, and how much it suffers from the violation of the far-field assumption and (unavoidable) measurement inaccuracies.

Several published papers describe investigations of cars and other vehicles. Several papers also describe and evaluate the principle of combining a directional propagation characterization with antenna radiation patterns (here referred to as a composite channel modeling), e.g., [4, 6–8], but to our best knowledge no work exists that investigates and validates this composite channel modeling approach in a narrow confined scenario where, e.g. a mobile handset, in the presence of a user (phantom), is located inside a vehicle, e.g. a car.

The goal of the paper is to investigate to what extent the plane-wave spectrum composite channel method can appropriately account for a car environment with the mobile user inside.

In [9] we presented a measurement campaign and an initial investigation of the outdoor-to-in-car channel. Here we extend this analysis and present a new directional analysis of the channel that give us a tool to separate the specific effects of the user and the car. The novel contributions of the paper are the following:

1) We investigate the possibility of performing directional channel estimation from inside a car.
2) We compare the synthetic channel based on the estimated channel to direct measurements w.r.t. singular value distributions and antenna signal correlation in the presence of a user inside and outside the car.
3) We extend the analysis of the car environment (outdoor-to-in-car) with the directional analysis.
4) We analyze the specific influence of an upper body user phantom and the car environment, separately, on diversity and capacity performance of a four-antenna smartphone mock-up in browse mode.

The investigation is based on channel measurements in two different static scenarios with an upper body phantom and a four-antenna handset mock-up located outside and inside a common type family car (station wagon), in the LTE band 2.5–2.7 GHz for a synthetic 4×4 MIMO arrangement.

The paper is organized as follows: Section II outlines the basic principle of the composite method, Section III describes the details of the equipment, the test setup and the measurement scenarios, and Section IV elaborates on the measured channel properties and the directional characterization of the channel from inside the car. Next, the comparison procedure between direct measurements and composite results is described in Section V, with the comparison of eigenvalue distributions and antenna signal correlation as the key experimental results of the campaign. In Section VI we evaluate the impact of the car on channel properties like correlation, diversity and capacity gain in different cases, and use the composite channel model to separate the user and the car influences. Finally, the paper is summed up and concluded in Section VII.

II. THE CHANNEL MATRIX

A. Channel Model

It is assumed that the radio channel can be modeled by a finite number $L$ of multi-path components (plane waves), originating at the transmitter (Tx) antenna propagating towards the angle $\Omega_{t,l}$ (direction of departure), subject to reflection, scattering and diffraction, before terminating at the receiver (Rx) antenna impinging from angle $\Omega_{r,l}$ (direction-of-arrival). This means that the frequency domain MIMO channel transfer function (matrix) can be written as

$$
H(f) = \sum_{l=1}^{L} \alpha_l G_r^T(\Omega_{r,l}, f)P_r G_t(\Omega_{t,l}, f)e^{-j2\pi f \tau_l},
$$

(1)

where $\alpha_l$ denotes the complex MPC amplitude, $\tau_l$ the path delay, and $P_r$ the $2\times2$ normalized polarimetric transfer matrix.

In (1) the assumptions is made that the antennas can be characterized by their far-field characteristics, i.e., that the closest MPC scatterer is outside the near-zone of the antenna. The antenna matrices $G_r$ and $G_r$ include also the complex array location vector phase term for each element in the columns, and for the polarization component $(\theta, \phi)$ in the rows, i.e., $2\times n_{r,t}$. Here we assume a static Rx unit which can be generalized to a dynamic case with the addition of the Doppler frequency by the substitution $f = (1 + \frac{v}{c_0}) f_0$ in (1),

where $v = k_{r,l} \cdot \mathbf{v}$ is the Rx velocity relative the direction of each individual MPC $k_{r,l}$ and $c_0$ is the speed of light.

The channel model in (1) can be modified for a case where the directional parameters are only important at the Rx side. In this case the channel model can be written as

$$
H(f) = \sum_{l=1}^{L} G_r^T(\Omega_{r,l}, f)A_l(f)e^{-j2\pi f n_l},
$$

(2)

where $A_l(f) = \alpha_l P_r G_t(\Omega_{t,l}, f)$ is a $2\times n_t$ matrix now containing polarimetric mutual complex amplitudes corresponding to the individual Tx antenna elements.

B. Channel Estimation and Calculation

With the channel model in (1) it is possible to calculate the channel matrix synthetically for any array antenna characterized by its farfield matrix $G$ as long as the farfield assumption is not violated. When the channel model is used to represent an observation from a channel measurement, the channel parameters (DDPC parameters) $\theta = \{\Omega_{t,l}, \Omega_{r,l}, \tau_l, \alpha_l, P_t\}$ can be estimated by using a maximum-likelihood (ML) estimator that performs the operation

$$
\hat{\theta} \triangleq \arg \max_\theta p(\mathbf{x}; \theta),
$$

(3)

where $p(\mathbf{x}; \theta)$ is the probability distribution function of the observed channel $\mathbf{x} = \text{vec}(\hat{\mathbf{H}})$ and the parameter vector. It
can be shown that the log-likelihood function can be written as

\[
-\log p(\mathbf{x}; \mathbf{\theta}) = n_r n_f \log (\pi \sigma^2) + \frac{1}{\sigma^2} \sum_{k=1}^{n_r} ||\hat{\mathbf{H}}_k - \mathbf{H}_k||^2_F,
\]

(4)

were \( k \) is the sample frequency index, \( \sigma^2 \) the noise variance, \( \hat{\mathbf{H}} \) is the channel model in (1), and \( \mathbf{H} \) is a measurement realization.

The estimator used in this investigation is described in [10] (with reverse notation) and is here only described briefly. It starts by a search for the maximum in the power delay profile, followed by time-domain gating and dual-side beamforming to find initial parameter values (\( \Omega_{r,l}, \Omega_{r,f}, \text{and } \tau_1 \)) of the (multiple) MPC’s within the selected delay slot. Next a binary search algorithm performs a binary tree search maximization to improve the parameter estimates one-by-one as in SAGE [2]. In a second step the estimation procedure performs an analytical gradient calculation, utilizing the multivariate quadratic Taylor expansion of the likelihood, to find the local maximum. In this step the Jacobian and the Hessian of the likelihood is calculated analytically. This step is very sensitive to model errors, e.g., due to non-planar wave fronts (while assuming planar wave fronts) when scatterers are to close to the sensor antenna array [11–13]. In Section IV-B this problem is further discussed.

These steps in the estimation procedure are iterated and combined with a linear estimation of \( \alpha \| \mathbf{P}_t \| \), and with possible birth of new MPC’s, until an accuracy threshold is reached and until the extraction of MPC’s in the delay domain reaches the noise floor of the data. The estimation method is also mentioned in [14] and was used in [4, 15].

III. MEASUREMENT EQUIPMENT AND SETUP

A. Array antenna, Handset and User Phantom

In the experiments two different antenna configurations at the mobile side (MS) were used. One was a uniform cylindrical 64 element (4 rows, 16 columns) dual polarized square patch antenna array (receiving patch uniform cylindrical array, RxPUCA) to be used for directional estimation of the channel. The second was a handset mock-up with four (PIFA) antennas placed at the edges, connected by coaxial cables to a 1-to-4 switch. The handset is placed in the hand of a user phantom consisting of a liquid filled head-plus-torso and one solid (right) arm-plus-hand in browse mode. The user operation mode (browse mode) represents a smartphone user operation mode (browse mode) of a user phantom consisting of a liquid filled head-plus-torso and one solid (right) arm-plus-hand in browse mode. The channel sounder used was the RUSK Lund channel sounder from Medav. The characteristics of the sounder setup are summarized in Table I.

C. Channel Sounder

The channel sounder used was the RUSK Lund channel sounder from Medav. The characteristics of the sounder setup are summarized in Table I.

D. Antenna Characterization

The radiation patterns and efficiencies of the handset, with and without the phantom present, have been measured previously [3, 4]. For the directional estimation we also needed a full characterization of the RxPUCA antenna. The calibration of the measurement array antenna is very important for
the accuracy of the directional estimation [16, 17]. This was measured in a high quality anechoic chamber with six meter separation between the transmitting dual polarized reference horn antenna, and the rotation center of the roll-over-azimuth positioning system.

In all channel measurements and syntheses described in this paper the same BS antenna (TxPURA) was used. Thus, since this antenna was unchanged in the channels that is being compared, directional estimations were only required at the MS side by using the modified channel model (2).

IV. CHANNEL CHARACTERIZATION

A. Channel Characteristics and Estimated Parameters

With a bandwidth of 60 MHz corresponding to a standard resolution in delay of 5 meters we are not likely to resolve with good accuracy the possible impact on delay spread from the car presence by studying the power delay profile alone. However, by the high-resolution method described in Section II-B we can improve the result. Having performed the channel parameter estimation we studied the results in the delay and directional domains, separately. Based on these estimates we calculated the corresponding channel properties, e.g., the rms delay spread $\sigma_\tau$ [18, Chapter 6] and the angular spread [19] in azimuth and elevation, $\sigma_\phi$ and $\sigma_\theta$, respectively. These results are found in Table II and in Fig. 2 where the graphs show the directional distributions of estimated MPC parameters at the MS side for the different cases. From Table II we find that the delay spread increases slightly (about 6-8 ns) and that the azimuth spread increases significantly (about 12-15 degrees) when the antenna is located inside instead of outside the car in both scenarios. The vertical elevation spread, however, increases to some extent in Scenario A (the obstructed LOS case) while it is almost unchanged in Scenario B (the NLOS case). These observations of the angular spread are apparent by looking at the angular distributions in Fig. 2.

B. Channel Estimation Accuracy

An extensive number of uncertainties and possible error sources do inevitably affect the result of these evaluations. While some of these uncertainties are known and can be estimated, others are assumed to be negligible or small. Below we discuss some of the most important error sources. Specifically, we illustrate with a few examples the consistency/inconsistency of doing plane-wave estimation in a propagation channel with near-field scattering sources, a topic that is central in this evaluation were we try to model a confined environment like the car.

1) Error sources and noise: The most important practical error sources in this investigation are most certainly the limited signal power strength (SNR) and limited antenna calibration (both arrays and phantom-plus-handset) measurement accuracy. During the channel measurements with the RxPUCA and the internal LNA the SNR$_{dB}$ of up to 50 dB after averaging over 100 coherent snapshots which is the peak-to-noise level of the input channel data to the channel estimation process in the outdoor cases, and about 42 dB inside the car in Scenario B.

The antenna measurement ranges used have a potential accuracy limit well below 25 dB, but due to practical compromises with switching, bending of cables, impedance mismatch, scattering in turntables, reconfigurability of phantom-plus-handset, etc., this error level is roughly about 20 dB.

A comprehensive investigation of experimental channel estimation limitations and various error sources can be found in [17].
The area of each circle is proportional to the MPC fractional power. The face colors of the circles show the estimated source distance minus the true test distance (m).

Fig. 3. Estimated MPC azimuth angle to a single point source vs distance. Here we used a theoretical model of the RxPUCA with Huygens sources and no mutual coupling. As seen from the graph the single source estimation degrade as the source distance decreases, with artificial sources appearing in directions corresponding to a spherical wave-front expansion on a plane-wave spectrum. We also observe an apparent source distance slightly larger than the actual one as the source approaches. The face colors of the MPC circles in the graph show the estimated (apparent) additional distance to the source.

However, by looking at Fig. 3 we also find that the ML estimation algorithm performs pretty good down to distances as low as 0.6 meters. This can be compared to the Rayleigh distance\(^2\) \((2D^2/\lambda)\) where \(D\) is the largest size of the antenna), which in our case is approximately 1.5 meters as marked in the graph. Thus, it does not seem impossible to estimate single sources with reasonable accuracy in our scenario, i.e., with a 0.3 m wide cylindrical array inside a common family car.

Now, what about angular resolution? To test this we add another source at the same distance as our first one but at a different angle. Since these two sources are at the same distance, the resolution in the far-field is simply the array beamwidth, i.e., roughly \(\lambda/D\) (rad.) or about 22 degrees. This effect is illustrated in Fig. 4. From the graphs it is apparent that when the angular difference gets close to the resolution limit, the estimation is valid only at source distances beyond the far-field distance, but at 45 degrees angular difference the estimation resolves the two sources even somewhat closer than the far-field distance but with an increased estimation error.

3) Estimation residual: The residual or remaining part of the channel after subtraction of the estimated MPCs, represents antenna calibration and channel model mismatch errors that are not possible to resolve\(^3\). This level relative to the peak level of the impulse response is referred to as the estimation accuracy. With the MS array outdoors this level was about 20 dB after channel parameter estimation in both scenarios, but with the MS inside the car it was less than 10 dB. The latter depends (most certainly) on the channel model mismatch, and the question is whether these results are useful nevertheless.

This is discussed below.

\(^2\)far-field or Fraunhofer region [20]

\(^3\)Non-resolvable MPC's are sometimes referred to as non-specular or diffuse multipath components (DMC)\(^{[16,17]}\). In this work we make no distinction between specular and non-specular MPCs.

---

Fig. 2. Estimated MPC power vs. elevation and azimuth at the MS (DoA) in the different scenarios. The color of the circles represent the relative total power of the MPCs (dB).

below the peak for the RxPUCA used for directional channel estimation, and minimum about 10 dB for the phantom-plus-handset antennas. The expected minimum accuracy level of the estimated MPCs is somewhere between 20-30 dB.

2) Nearfield estimation effects: Inside the car the closest obstacles or sources of scattering are within about 40 cm distance from the sounder array antenna center, see the car geometry in Fig. 1. However, if we neglect the car ceiling in the direction of elevation angles above 60 deg, where this antenna is unlikely to detect MPCs, the closest obstacles are at distances beyond 60 cm. Thus, we would like to be able to estimate MPCs at least at this distance, \(d_l = c_0 \cdot \tau_l\), with reasonable angular and distance accuracy. To test this, we performed channel parameter estimation on a synthetic test channel with a single vertically polarized point-source at zero elevation and distances between 0.3–10 meters. The result is shown in Fig. 3. Here we used a theoretical model of the RxPUCA with Huygens sources and no mutual coupling. As seen from the graph the single source estimation degrade as the source distance decreases, with artificial sources appearing in directions corresponding to a spherical wave-front expansion on a plane-wave spectrum. We also observe an apparent source distance slightly larger than the actual one as the source approaches. The face colors of the MPC circles in the graph show the estimated (apparent) additional distance to the source.

However, by looking at Fig. 3 we also find that the ML estimation algorithm performs pretty good down to distances as low as 0.6 meters. This can be compared to the Rayleigh distance\(^2\) \((2D^2/\lambda)\) where \(D\) is the largest size of the antenna), which in our case is approximately 1.5 meters as marked in the graph. Thus, it does not seem impossible to estimate single sources with reasonable accuracy in our scenario, i.e., with a 0.3 m wide cylindrical array inside a common family car.

Now, what about angular resolution? To test this we add another source at the same distance as our first one but at a different angle. Since these two sources are at the same distance, the resolution in the far-field is simply the array beamwidth, i.e., roughly \(\lambda/D\) (rad.) or about 22 degrees. This effect is illustrated in Fig. 4. From the graphs it is apparent that when the angular difference gets close to the resolution limit, the estimation is valid only at source distances beyond the far-field distance, but at 45 degrees angular difference the estimation resolves the two sources even somewhat closer than the far-field distance but with an increased estimation error.

3) Estimation residual: The residual or remaining part of the channel after subtraction of the estimated MPCs, represents antenna calibration and channel model mismatch errors that are not possible to resolve\(^3\). This level relative to the peak level of the impulse response is referred to as the estimation accuracy. With the MS array outdoors this level was about 20 dB after channel parameter estimation in both scenarios, but with the MS inside the car it was less than 10 dB. The latter depends (most certainly) on the channel model mismatch, and the question is whether these results are useful nevertheless.

This is discussed below.

\(^2\)far-field or Fraunhofer region [20]

\(^3\)Non-resolvable MPC's are sometimes referred to as non-specular or diffuse multipath components (DMC)\(^{[16,17]}\). In this work we make no distinction between specular and non-specular MPCs.
V. Comparison Between Model and Measurements

Based on the measured channels and the estimated directional channel parameters, the specific impact of the car presence in the outdoor-to-in-car channel can now be evaluated. But first we need to validate the method to be used.

A. Channel Matrix Element Magnitudes

A first step in the validation of both the direct measurements themselves, and the performance of (1), using the channel parameter estimations outside and inside the car, is to look at and compare the average received powers of individual antenna elements at the mobile (Rx) side. Here we let the average received power level for individual elements $P_i$ at the receiver side be represented by the squared magnitude of the elements of the channel matrix $H$ averaged over the TX antennas and the frequency as

$$P_i = \frac{1}{n_t n_f} \sum_{j=1}^{n_t} \sum_{k=1}^{n_f} |H_{i,j,k}|^2$$

In Table III the average power $P_{col}$ at two selected columns of the RxPUCA is compared for the direct channel measurements $P_{col}^m$ and the channel synthesis calculation by (1) $P_{col}^s$. In general the differences between the channel synthesis and the direct measured results are due to the truncation by the ray estimation process not catching all the measured channel energy, the limited estimation accuracy due to model errors (especially inside the car where a higher degree of cylindrical and/or spherical wave propagation are likely), and the limited antenna calibration accuracy. The preserved energies by the model were here found to be 92, 74, 83, and 59 percent in the four cases, respectively, i.e., in Scenario A outside and inside the car, and in Scenario B outside and inside the car\(^4\). This was found as the fraction between the synthetic and the measured overall average channel gains $P_{e}/P_m$ where

$$P_{(m,c)} = \frac{1}{n_r n_t n_f} \sum_{i=1}^{n_r} \sum_{j=1}^{n_t} \sum_{k=1}^{n_f} |P_{i,j,k}^{(m,c)}|^2$$

$$= \frac{1}{n_r n_t n_f} \sum_{k=1}^{n_f} \|H_{k}^{(m,c)}\|^2$$

where $H_k = H(f_k)$. Since we test the channel model with the same array antenna model (measurement data) that was used in the channel estimation process, the lost energy must be due to the estimation loss or residual if the antenna characterization is at least approximately correct and span the same dimensions (polarizations, number of elements and position). From Table III we find that the difference in average power level between the model and the measurements differs quite a bit for different test antenna columns in different channels. Clearly the error gets larger as the signal gets weaker. In the highly directive channels, i.e., A outside, A in car, and B outside, the difference is as low as 0.2 dB for co-polarized antennas when the antenna column are directed towards the main DoA (strongest signal), and as high as 3.8 dB in the worst case (cross polarization in A in car) when the column is turned away from the main DoA. In the NLOS case (B) inside the car, the difference is somewhat higher (and the signal weaker).

From these data we also observe that the cross polarization seems to increase significantly from outside to inside the car. This effect is underestimated by the model due to the inability (truncation) to estimate the weak cross polarized signals from opposite the main DoA.

\(^4\)These figures depend to some extent on the parameter setting in the estimation process

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Pol.</th>
<th>$P_{col}^m$ (dB)</th>
<th>$P_{col}^s$ (dB)</th>
<th>Diff. (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A outside</td>
<td>max</td>
<td>-74.3</td>
<td>-74.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-91.2</td>
<td>-93.4</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-80.7</td>
<td>-81.2</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-93.2</td>
<td>-96.3</td>
<td>3.1</td>
</tr>
<tr>
<td>A in car</td>
<td>max</td>
<td>-79.1</td>
<td>-79.3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-88.4</td>
<td>-91.7</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-83.2</td>
<td>-83.9</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-89.3</td>
<td>-93.1</td>
<td>3.8</td>
</tr>
<tr>
<td>B outside</td>
<td>max</td>
<td>-76.6</td>
<td>-76.8</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-87.1</td>
<td>-88.8</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-80.2</td>
<td>-81.0</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-89.8</td>
<td>-92.2</td>
<td>2.4</td>
</tr>
<tr>
<td>B in car</td>
<td>max</td>
<td>-83.4</td>
<td>-84.6</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-86.6</td>
<td>-90.0</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-84.3</td>
<td>-86.2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>cx</td>
<td>-88.3</td>
<td>-91.5</td>
<td>3.3</td>
</tr>
</tbody>
</table>
In the next step this validation of channel synthesis is done also for the case with the phantom user and the four-antenna handset. In this case we also utilize the nine offset positions and the four horizontal rotations of the phantom outside and inside the car to improve statistics. The result is shown graphically in Fig. 5 with the average power levels compared between the measured and the synthetic data on the ordinate for vertical polarization at the MS side, and with the four handset antennas and the four phantom rotations on the abscissa. Here the average power of the synthetic channels was set equal to the average power of the directly measured channels outside the car. Thus, no power loss due to truncation of estimated MPC’s are present. Also here we find a good match between the synthesis and the direct measured data. The differences are, again, due to limited estimation accuracy, and here also the limited accuracy of the phantom-plus-handset antenna patterns due to reassembly of the user phantom and handset setup with non-identical bending of cables and positioning of the handset in the phantom hand. The mean received power, the difference \( \Delta dB \), and the root-mean-square (rms) \( \sigma_{dB}^2 \) of the relative error are summarized in Table IV. Here no equalization of the average powers is done, and, hence, a notable bias error \( \Delta dB \) is revealed. This difference in mean is partly due to the truncation loss of estimated weak specular rays and possibly also irresolvable or non-specular (diffuse) channel components, and partly due to an additional cable loss of approximately 2 dB over cables used in the channel measurements but not in the antenna calibration. The relative error is here taken as

\[
\epsilon_i = \frac{P_i^c - P_i^m}{P_i^m},
\]

where \( i \) represents a compound antenna element and phantom rotation index. The mean and the rms are calculated as

\[
\bar{\epsilon} = \frac{1}{n_r n_{rot}} \sum_{i=1}^{n_r n_{rot}} \epsilon_i
\]

\[
\sigma_\epsilon = \sqrt{\frac{1}{n_r n_{rot}} \sum_{i=1}^{n_r n_{rot}} (\epsilon_i - \bar{\epsilon})^2},
\]

and the transform to decibel is done as \( \sigma_{dB}^2 = 10 \log_{10} [1 + \sigma_\epsilon^2] \). The very small rms error in Table IV indicates a good match or similarity between the synthetic channel and the direct measurements, even though this apparent accuracy is partly an effect of the average power being not so sensitive to the antenna pattern and the phantom rotation. To a large extent it is still the efficiency of the individual antennas at the handset in the proximity of the user that sets the received power levels.

### B. MIMO Eigenvalue Distribution

The most important statistical properties of a MIMO channel matrix regarding capacity performance are given by the singular values of the corresponding channel matrix. The squared singular values are equal to the eigenvalues of the channel covariance matrix

\[
\lambda = \text{eig} \{ HH^H \} \quad (10)
\]

and represent signal gains of the spatial sub-channels. Again, to validate the directional channel parameter estimations and the composite channel approach, outside as well as inside the car, the sorted singular value distributions for 32 × 32 test channels in the four scenarios are plotted in Fig. 6. With these test matrices each array ring, 32 antenna ports of the 128 elements RxPUCA, is treated separately as four samples of the same channel. The singular value distributions are shown for both directly measured channels, and composite channel models with and without the presence of the car, in both cases with normalization to unit channel gain (squared Frobenius norm). Naturally the composite channel data based on the estimated channel parameters are somewhat more “synthetic” with larger eigenvalue dispersion or, equivalently, less channel richness. Apparently, there is a pretty good statistical match between the model and the measurements also inside the car for the stronger eigenvalues. The weaker eigenvalues are very unreliable and reflect measurement noise as well as measurement and model (estimation) errors. The number of estimated MPCs was here maximum \( L = 100 \).

In the next step this validation of the channel synthesis is done also for the case with the phantom user holding a smartphone mock-up handset. In this case we utilize the nine offset positions and the four horizontal rotations of the phantom outside and inside the car to improve statistics. Here we allow ourselves to add an i.i.d. noise matrix \( H_w \sim CN(0, \sigma_w^2 I) \) to the synthetic channel matrix as

\[
H'_c = H_c + H_w.
\]

By this procedure we compensate for inevitable receiver noise in the measurement system inherit in the direct measured data.
and indirect present in the synthetic channel by setting the lower limit of MPCs to be estimated. The noise power $\sigma_w^2$ used in (11) was estimated from the channel measurements by comparing successive snapshots, resulting in an estimated noise power $\hat{\sigma}_w^2$ so that the average SISO channel SNR of the direct measurements become $\|\bar{H}_m\|^2_p/(n_r n_t \hat{\sigma}_w^2) = [18.5 \ 16.9 \ 26.9 \ 19.0]$ dB in the four channels "A outdoor", "A in car", "B outdoor", and "B in car", respectively. In the delay domain this corresponds to a peak-to-noise floor level of the impulse response SNR IR $\approx 40$ dB. The estimated channel sounder measurement noise power $\hat{\sigma}_w^2$ can also be removed from the total signal powers evaluated in the previous section (Section V-A), as is described in [17, Eq. (10)], to reduce the noise contamination. However, here this effect was found to be insignificant.

The result is shown in Fig. 7. At the BS side a selection of four vertically polarized antenna elements with $\lambda/2$ spacing was chosen from one row of the TxPURA. The match between the synthetic channel and the measured is close for all four singular values in all four scenarios. Especially inside the car the match is almost perfect in the NLOS case (Scenario B). This may partially be a consequence of that estimation errors provide an apparent realistic spatially rich channel in this specific case, the one with most rich scattering, see Fig. 2. Otherwise, the additive noise has a minor effect on the result so the main difference between the synthetic and the measured channels is the lack of richness in the synthetic channel that stems from the inability to estimate enough MPCs due to limited SNR and error level. To improve these results we need higher SNR in the measurements and perhaps also higher accuracy in the antenna characterization and system calibration including cables etc. The addition of the noise matrix $H_w$ in this context shall not be mistaken as an additive part of the channel model. The improved match with the direct measured channel is merely a consequence of the imperfect measurement system (receiver noise), but may also compensate for error sources like antenna array characterization and cable calibration errors, as well as for non-resolvable spatially white channel components. In [16, 17] the channel model itself is divided into a specular and a non-specular part, where the latter part (dense multipath) encounters possibly correlated non-specular channel components that are estimated separately. Here we persist in using the spectral channel model in (1) built up by classical independent specular components that may be
resolvable or not depending on the quality of the measurement setup and the estimator algorithm. In [4] higher precision in similar measurements provided the possibility to extract a higher amount of specular channel components which showed an increased match between the synthetic and the direct measured channels as the number of specular components increased. This effect was not reached by adding spatially white noise.

VI. HOW THE USER AND THE CAR AFFECT SYSTEM PERFORMANCE

Since the composite channel model based on the MPC estimations work well in predicting the statistical properties of the MIMO channel, the tool can be used to extract and evaluate specifically how the user and the car affect system performance without further measurements. Some of these results were presented in [9], but now by utilizing the channel modeling tool it is also possible to separate the user and the car effects by comparing the synthetic channels for the handset plus user phantom with new channel calculations with previously measured handset only antenna patterns (as was done in [4] in an office environment). The handset patterns are first translated and rotated to the same position as if they were in the hand of the user phantom. In a previous investigation of user effects it was found that one of the main characteristics of the user body was an increase in correlation between received signals from the handset antennas [4], in turn affecting system properties such as diversity and channel capacity.

A. Antenna Correlation in Channel

The antenna (signal) correlation can be found directly from the direct measurements and was presented in [9], but here we also want to compare with the results found by synthesis. The correlation matrix with entries $R_{i,j}$ denotes the correlation between signals at receive antenna ports $i$ and $j$ and can be estimated as the mean over frequency samples of the sample covariance matrix

$$ R = \frac{1}{n_f n_t} \sum_{k=1}^{n_f} H(f_k)H^H(f_k) \quad (12) $$

5assuming ergodicity in frequency and time, i.e., averaging over the ensemble is equivalent to averaging over time- and frequency-samples [21].
B. Diversity and Capacity Gain

A summary of the maximum-ratio combining (MRC) diversity gains and the capacity (or spatial multiplexing) gains are presented in Table V. Here the diversity gain (DG) is taken as the ratio of the combined signal power of the two strongest (DG2) and all four (DG4) antennas, to the strongest branch single antenna signal power at the 1% outage level. This diversity gain is also referred to as the apparent diversity gain [23, Fig. 11], where the latter definition refers the gain to the transmitter) to the sub-channel corresponding to \( \lambda_i \) and with SNR = \( \sum_{i=1}^{r} \gamma_i \). The channel matrix is normalized with the square-root of the SISO channel power averaged over the sample space (here the frequency samples, rotations and small-scale translations) in each scenario and handset/user/car configuration. Thus, the average user efficiency and car penetration loss is omitted and only statistical and individual antenna properties of the channel are considered.

From the distribution of \( C \) over the sample space, the ergodic capacity gain (ECG) is taken as the difference between the mean MIMO capacity and the mean of the best SIMO capacity, while the outage capacity gain (OCG) is taken at 10% outage level. The \( 4 \times 4 \) channel matrix is formed by selecting four vertically polarized antenna elements in the bottom row with one wavelength spacing at the BS, and in the \( 4 \times 2 \) case the two single MS antennas that provide the highest overall capacity is selected. The SNR was set to 10 dB.

The diversity and capacity results in Table V show only minor effects of the user and the car environments when the impact of body loss and car penetration loss are absent. Both the diversity gain and the capacity gain are somewhat higher in Scenario (B) compared to the Scenario (A). The user presence seems to have a negative impact on both these measures which were also found in [4], while the car environment increases the performance of spatial multiplexing up to 0.9 bits/s/Hz for the \( 4 \times 4 \) system.

VII. CONCLUSIONS

The purpose of this investigation of an outdoor-to-in-car radio channel at 2.6 GHz has mainly been two-fold: i) to investigate the validity of MIMO composite channel model (CCM) formed by a combination of a the directional propagation channel and the far-field radiation patterns of array antennas, with respect to MIMO performance, and ii) to evaluate the possibility to (accurately enough) perform directional channel estimation in the close confined car environment.

Two outdoor measurement campaigns have been performed where, specifically, the influence of a car is considered at...
the mobile side. From the measurements with a cylindrical array antenna, directional channel parameter estimation was performed to form the propagation channel model as a part of the composite channel model. Combined with measured antenna patterns of the handset-plus-user it is found that this channel model produces channel properties such as path loss and channel statistics very similar to what are found by the direct measurements with the handset-plus-user in the channel. The composite channel model shows lower eigenvalue dispersion and higher antenna branch correlation as compared to the direct measurements. This is assumed to be an effect of the limited channel parameter resolution due to measurement noise and calibration errors.

The main challenge with the investigation was the directional estimation inside the car where parts of the car and, thus, possible sources of interaction (scattering) are within the far-field or Rayleigh distance of the antenna. Tests of the estimation algorithm on a single point source and two separated (in angle) point sources at a certain distance with a representative theoretic array antenna (to avoid antenna array calibration errors) show potential problems as the sources get within distances from the antenna about the size of the car. Despite this violation we find that the directional estimation inside the car produces reliable results, both regarding the angular distribution of the MPCs, as well as the singular value distributions of the composite channel. Thus, we conclude that the main specular components of the channel seem to account also for the most important statistical properties, and that the CCM can be used to model the outdoor-to-in-car channel.

Finally, with the CCM at hand, the specific influence of the car and the user was evaluated both separately and in combination. Apart from the penetration loss of the car (in average between 2-8 dB) or in an interference-limited scenario, our results show little influence of the user and the car on the channel. Both diversity gain and capacity gain are found to be slightly higher in Scenario B compared to Scenario A, the user seems to decrease these measures, while the car environment increases the capacity (at fixed SNR) by up to 0.9 bits/s/Hz for the 4 × 4 system.
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