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Abstract—In this paper, a novel three-dimensional (3D) irregular shaped geometry-based stochastic model (IS-GBSM) is proposed for sixth-generation (6G) millimeter wave (mmWave) massive multiple-input multiple-output (MIMO) vehicle-to-vehicle (V2V) channels. To investigate the impact of vehicular traffic density (VTD) on channel statistics, clusters are divided into static clusters and dynamic clusters, which are further distinguished into static/dynamic single/twin-clusters to capture the mixed-bouncing propagation. A new method, which integrates the visibility region and birth-death process methods, is developed to model space-time-frequency (S-T-F) non-stationarity of V2V channels with time-space (T-S) consistency. The continuously arbitrary vehicular movement trajectory (VMT) and soft cluster power handover are modeled to further ensure channel T-S consistency. From the proposed model, key channel statistics are derived. Simulation results show that S-T-F non-stationarity of channels with T-S consistency is modeled and the impacts of VTD and VMT on channel statistics are analyzed. The generality of the proposed model is validated by comparing simulation results and measurement/ray-tracing (RT)-based results.

Index Terms—6G vehicle-to-vehicle (V2V) channel model, space-time-frequency (S-T-F) non-stationarity, time-space (T-S) consistency, continuously arbitrary trajectory, mixed-bouncing propagation.

I. INTRODUCTION

ONE key technology of the intelligent transportation system is the vehicle-to-vehicle (V2V) communication, which can facilitate diverse applications. In the upcoming sixth-generation (6G) era, V2V communication system needs to meet the demands of significantly low latency, high throughput, as well as high reliability. Towards this objective, massive multiple-input multiple-output (MIMO) and millimeter wave (mmWave) technologies should be employed in the 6G V2V system. For a proper design and performance evaluation of 6G V2V systems, realistic and easy-to-use 6G V2V channel models need to be developed [1].

V2V communications are extremely dynamic, where transmitter (Tx), receiver (Rx), and the surrounding vehicles are moving at high speed. The actual V2V propagation environment has two unique features, i.e., various vehicular traffic densities (VTDs) and complex vehicular movement trajectories (VMTs), and a distinctive scattering environment (SE), i.e., the existence of mixed-bouncing propagation and ground reflection (GR), which distinctly effect the channel statistics according to the measurement and analysis [2]–[6]. First, V2V channels exhibit different channel statistics in high/low VTD, which represents the high/low ratio of the number of mobile vehicles, i.e., dynamic clusters, to the number of static buildings and trees, i.e., static clusters. Second, VMTs are diverse and channel statistics are different under different VMTs. Third, due to rapidly-changing and complicated V2V communication scenarios, both the single-bouncing and multibouncing, i.e., mixed-bouncing propagation, and the GR component exist.

To capture the actual V2V propagation environment, many V2V geometry-based stochastic models (GBSMs) have been developed, which can be divided into the regular shaped-GBSMs (RS-GBSMs) and irregular shaped-GBSMs (IS-GBSMs). In RS-GBSMs, clusters are placed on regular shapes, e.g., ellipsoid, cylinder, semi-sphere, etc. [7]. In IS-GBSMs, the position of clusters follows a certain statistical distribution [8], [9]. Owing to the excellent trade-off between complexity and accuracy, the modeling approach of IS-GBSM has been widely adopted in the standardized channel modeling [10]. In the V2V IS-GBSM [11], the clusters were divided into static and dynamic clusters and the influence of VTD on channel statistics was analyzed. Nonetheless, the VMTs of transceivers were discontinuous, uniform, and rectilinear. To address this limitation, a V2V IS-GBSM in [12] modeled the continuously various VMTs by considering the acceleration vector and integral operation, while the values of transceiver
velocities were constant. The authors in [13] developed a MIMO sub-6 GHz vehicular IS-GBSM, which mimicked the arbitrary VMTs and dynamic clusters via the time-variant acceleration and the random walk process, respectively. However, the aforementioned IS-GBSMs in [11]–[13] cannot model the mixed-bouncing propagation. The IS-GBSMs in [11] and [12] exploited the method of twin-clusters to model the multi-bouncing propagation. Nevertheless, the angle of departure (AoD) via the twin-cluster nearby Tx and the angle of arrival (AoA) via the twin-cluster nearby Rx were uncorrelated, which cannot imitate the single-bouncing propagation. Conversely, the IS-GBSM in [13] solely captured the single-bouncing propagation by generating single reflection clusters, named as single-clusters in this paper. In [14], a general IS-GBSM was proposed to attempt to imitate the mixed-bouncing propagation, whereas the GR component was ignored. To overcome this limitation, the IS-GBSM in [15] considered the GR component and attempted to develop a mixed-bouncing based IS-GBSM. However, in the IS-GBSMs [14], [15], the effect of the ratio of single-bouncing via single-clusters to multi-bouncing via twin-clusters on channel statistics was ignored. Note that, the adequate modeling of mixed-bouncing propagation needs to simultaneously capture the single/multi-bouncing propagation and analyze the impact of the ratio between them on channel statistics. The unique features, i.e., various VTDs and complex VMTs, of V2V communications were also neglected in the IS-GBSMs [14], [15]. Therefore, a V2V channel model, which can capture the actual V2V propagation environment, including VTD, VMT, mixed-bouncing propagation, and GR component, is still lacking.

In the upcoming 6G, when massive MIMO and mmWave technologies are applied to highly dynamic V2V scenarios, channels will exhibit space-time-frequency (S-T-F) non-stationarity. Channel non-stationarity is an essential channel characteristic and channel non-stationarity in a particular domain, such as space/time/frequency, represents that channel statistical properties vary in this domain [16]. As mentioned in [3], [6], channels under massive MIMO, high-mobility communication scenarios, and massive MIMO exhibit space, time, and frequency non-stationarity, respectively. To model S-T-F non-stationarity, a V2V IS-GBSM was developed in [17], which integrated the improved K-Means clustering algorithm and birth-death process method to model the correlated cluster based array-time evolution. However, the IS-GBSM in [17] ignored the capturing of time-space (T-S) consistency, which is an inherent channel physical feature. Channel consistency in the space/time domain means that the channel varies smoothly and consistently as the array/time evolves. When massive MIMO and mmWave technologies are utilized in high-mobility communication scenarios, it is exceedingly necessary to capture channel consistency [6]. The emergence of integrated sensing and communication (ISAC) systems further results in the necessity of capturing T-S consistency [18]. Unlike [10], [19], this paper makes a more strict distinction of channel consistency similarly to [18]. Specifically, since the space domain refers to the antenna array domain with the advent of MIMO technology, T-S consistency represents that the channel changes smoothly as time-array evolves.

In [20], a general IS-GBSM was proposed to capture S-T-F non-stationarity and time consistency by exploiting the birth-death process and tracking the locations of transceivers and clusters. In the European COoperation in the field of Scientific and Technical research (COST) 2100 channel model [21], a different method, named as the visibility region, was proposed to mimic channel non-stationarity and consistency. By modeling the smooth cluster evolution as clusters move in and out of visibility region, time non-stationarity and consistency were captured. However, both the IS-GBSMs in [20], [21] cannot model S-T-F non-stationarity with T-S consistency. To overcome this drawback, our previous work in [18] developed a general S-T-F non-stationary IS-GBSM with T-S consistency. In [18], the visibility region method was applied to the array-time axis and a frequency-dependent factor was developed. Nonetheless, the unique features, i.e., various VTDs and complex VMTs, and distinctive SE, i.e., mixed-bouncing propagation and GR component, of V2V communications were disregarded, which affect the modeling of S-T-F non-stationarity with T-S consistency. Currently, a method that has the capability to integrate the modeling of S-T-F non-stationarity with T-S consistency and the capturing of actual V2V propagation environment is still lacking.

To fill the above gaps, a novel 6G V2V massive MIMO mmWave IS-GBSM is proposed. The proposed IS-GBSM can be regarded as a 6G channel model by modeling S-T-F non-stationarity of channels with T-S consistency in consideration of the impacts of VTD, continuously arbitrary VMTs, and mixed-bouncing propagation. Based upon the proposed IS-GBSM, the capturing and investigation of the S-T-F non-stationarity and T-S consistency can provide valuable suggestion for designing the 6G V2V system. Additionally, the proposed IS-GBSM is used as a simulation and validation platform to support the design of 6G V2V system algorithms. The major contributions and novelties of this paper are summarized as follows.

1. A new S-T-F non-stationarity and T-S consistency IS-GBSM with continuously arbitrary VMTs, GR component, and mixed-bouncing propagation for 6G massive MIMO mmWave V2V channels is proposed. From the proposed model, key channel statistics are obtained.

2. To model the mixed-bouncing propagation and describe the V2V scenarios with different VTDs, clusters are divided into static/dynamic clusters and single/twin-clusters. Two indexes are given to quantitatively characterize the ratios of the numbers of static/dynamic and single/twin-clusters. Continuously arbitrary VMTs of dynamic clusters and transceivers are further mimicked by the integration of time and time-varying acceleration.

3. A new method, which can model S-T-F non-stationarity with T-S consistency in consideration of the effects of VTD, continuously arbitrary VMT, and mixed-bouncing propagation, is developed for the first time. The developed method integrates the visibility region and birth-death process methods. A soft transition factor and a frequency-dependent factor are proposed to capture the soft cluster power handover and frequency non-
stationarity, respectively.

4) Simulation results show that the proposed model can mimic S-T-F non-stationarity of channels with T-S consistency, and the impacts of two indexes on channel statistics are explored. By comparing simulation results and measurement/ray-tracing (RT)-based results, the utility of the proposed model is verified.

The remainder of this paper is organized as follows. In Section II, the framework of the proposed model is elaborated. Section III describes the developed S-T-F non-stationarity of V2V channels with T-S consistency modeling method. In Section IV, typical channel statistical properties are given. In Section V, the simulation result is presented and further compared with the measurement/RT-based results. Finally, conclusions are presented in Section VI.

II. FRAMEWORK OF THE PROPOSED CHANNEL MODEL

The V2V communication system is equipped with uniform linear antenna array with $M_T/M_R$ antennas at Tx/Rx, where adjacent antenna spacing is $\delta_T/\delta_R$. In Fig. 1, the geometrical representation of proposed IS-GBSM is elaborated, where the angle information is omitted for clarity. The $p/q$-th antenna in the Tx/Rx array is $A_p^T/A_q^R$. To mimic the continuously arbitrary VMT, the time-variant acceleration is introduced into the transceiverveel. The corresponding velocity is $\mathbf{v}_{T/R}(t) = [v_{x,T}^T(t), v_{y,T}^T(t), 0]^T$ with

$$v_{x,y}^T(t) = v_{x,y}^T(0) + \int_0^t a_{x,y}^T(t')dt$$

where $v_{x,y}^T(0)$ is the velocity of Tx/Rx at initial time. The distance between the center of transceivers is $D_{cen}(t)$.

To consider the impact of VTD, clusters are divided into static/dynamic clusters according to whether the cluster velocity is zero. To mimic the mixed-bouncing propagation, clusters are further separated as single-clusters and twin-clusters. In Fig. 1, the link bounces from Tx to Rx once, i.e., single-bouncing propagation, via a single-cluster. Unlike single-clusters, the twin-cluster consists of a sub-cluster nearby Tx and a sub-cluster nearby Rx, which characterize the first bounce and the last bounce, respectively. Bounces between the twin-clusters are abstracted as a virtual link. Therefore, twin-clusters can capture the multi-bouncing propagation. There are four types of clusters, including static single-clusters, static twin-clusters, dynamic single-clusters, and dynamic twin-clusters, and their numbers are $S(t), I(t), D(t)$, and $J(t)$, respectively. The $s/d$-th static/dynamic single-cluster is $C_{s/d}$, and the $j/j$-th static/dynamic twin-cluster nearby Tx/Rx is $C_{s/d}^T$. A scattering density index $\epsilon_{SD}(t)$ is given to characterize the ratio of the numbers of single-clusters to twin-clusters, i.e., $\epsilon_{SD}(t) = \frac{S(t)+I(t)}{D(t)+J(t)}$. In the sparse SE, the value of scattering density index is large. A vehicle density index $\epsilon_{VD}(t)$ is given to represent the ratio of the numbers of static clusters to dynamic clusters, i.e., $\epsilon_{VD}(t) = \frac{S(t)+I(t)}{D(t)+J(t)}$. In the low VTD scenario, the value of vehicle density index is large. In addition to modeling the impacts of VTD and SE, the proposed model also considers the mmWave communication. The communication under the high frequency band can provide high data rate transmission and has been widely used [22], [23]. To imitate the high delay resolution in mmWave communications, there are $N_s(t), N_i(t), N_d(t), $ and $N_j(t)$ rays within the clusters $C_{s/d}^T$, $C_{s/d}^T$, $C_{d/d}^T$, and $C_{d/d}^T$, respectively. To support the continuously arbitrary VMT, the time-varying acceleration is introduced into the velocity vectors of dynamic clusters $C_d^S$ and $C_d^T$, i.e., $\mathbf{v}_d^S(t)$ and $\mathbf{v}_d^T(t)$, which are calculated similarly to (1).

A. Complex Channel Gain of LoS Component

The complex channel gain of line-of-sight (LoS) component related to the sub-channel between the Tx antenna $A_p^T$ and the Rx antenna $A_q^R$, is given by

$$h_{pq}^{LoS}(t) = Q_{2T}(t) \exp \left\{ j2\pi \int_0^t f_{pq}^{LoS}(t')dt + j\varphi_{pq}^{LoS}(t) \right\}$$

where $T_{2T}$ denotes an observation time interval and $Q_{2T}(t)$ represents a rectangular window function, which is given as

$$Q_{2T}(t) = \begin{cases} 1, & 0 \leq t \leq T_{2T}, \\ 0, & \text{otherwise}. \end{cases}$$

The delay, phase shift, as well as Doppler shift related to LoS component are $\tau_{pq}^{LoS}(t) = \left| \frac{b_{pq}^{LoS}(t)}{\lambda} \right|$, $\varphi_{pq}^{LoS}(t) = \varphi_0 + \frac{2\pi}{\lambda} \left| D_{pq}^{LoS}(t) \right|$, and $f_{pq}^{LoS}(t) = \frac{1}{\lambda} \left( \frac{b_{pq}^{LoS}(t) \cdot \mathbf{v}_{T/R}(t) - v_{T/R}(t)}{2} \right)$, respectively. Then, $c$ represents the speed of light, $\lambda$ is the carrier wavelength, and $\varphi_0$ denotes the initial phase shift. $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ denote the inner product and Frobenius norm, respectively. $D_{pq}^{LoS}(t)$ is the distance vector from antennas $A_p^T$ to $A_q^R$, and is written as

$$D_{pq}^{LoS}(t) = \mathbf{D}_{pq}^{LoS}(0) - \int_0^t \mathbf{v}_{T/R}(t')dt + \int_0^t \mathbf{v}_{T/R}(t)dt$$

where $\mathbf{D}_{pq}^{LoS}(0)$ is the distance vector from the antennas $A_p^T$ to $A_q^R$ at initial time.

B. Complex Channel Gain of NLoS Component via Ground Reflection

The complex channel gain of GR component is written as

$$h_{pq}^{GR}(t) = Q_{2T}(t) \sqrt{p_{GR}(t)} \times \exp \left\{ j2\pi \int_0^t f_{pq}^{GR,T}(t')dt + \int_0^t f_{pq}^{GR,R}(t')dt + j\varphi_{pq}^{GR}(t) \right\}$$

where $p_{GR}(t)$ is the power of GR component. The delay, phase shift, and Doppler shift of GR component related to the Tx antenna $A_p^T$ and the Rx antenna $A_q^R$ are $\tau_{pq}^{GR}(t) = \left| \frac{b_{pq}^{GR,T}(t)}{\lambda} \right|$, $\varphi_{pq}^{GR}(t) = \varphi_0 + \frac{2\pi}{\lambda} \left| D_{pq}^{GR,T}(t) \right|$, and $f_{pq}^{GR,R}(t) = \frac{1}{\lambda} \left( \frac{b_{pq}^{GR,T}(t) \cdot \mathbf{v}_{T/R}(t) - v_{T/R}(t)}{2} \right)$, respectively. $D_{pq}^{GR,T}(t)$ denotes the distance vector between the Tx/Rx antenna $A_p^T$ to the GR point and its computation is presented below. First, based on Fig. 2, the azimuth distance between Tx and GR point is $\chi_T(t) = \frac{v_{T/R}(t) \cdot \mathbf{D}_{cen}(t)}{\lambda}$, where $\xi_T$ and $\xi_R$ are ground clearances of Tx and Rx. Second, based on the geometrical relationship, the distance from Tx to GR point is $D_{cen}^{GR,T}(t) = \sqrt{\chi_T^2(t) + \xi_T^2}$ and the distance from GR point to Rx is $D_{cen}^{GR,R}(t) = \sqrt{\chi_R^2(t) + \xi_R^2}$.
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Fig. 1. Geometrical representation of the proposed 6G V2V massive MIMO mmWave IS-GBSM.

Fig. 2. Geometrical relationship related to the GR component.

\[
\sqrt{||D_{cen}(t)||^2 + (\xi_T + \xi_R)^2 - ||D_{cen}^{GR,T}(t)||}. \quad \text{Third, the distance vector} \ D_{cen}^{GR,T/R}(t) \ \text{is expressed by}
\]

\[
D_{cen}^{GR,T/R}(t) = \|D_{cen}^{GR,T/R}(t)|| \begin{bmatrix} \cos \alpha_{cen}^{GR}(t) \cos \phi_{cen}^{GR}(t) \\
\cos \beta_{cen}^{GR}(t) \sin \phi_{cen}^{GR}(t) \\
\sin \alpha_{cen}^{GR}(t) \sin \phi_{cen}^{GR}(t) \\
\end{bmatrix} \tag{5}
\]

where \(\alpha_{cen}^{GR}(t)\) and \(\beta_{cen}^{GR}(t)\) denote azimuth and elevation angles of the distance vector \(D_{cen}^{GR,T}(t)\), respectively. Based on [24], only the elevation angle of distance vector \(D_{cen}^{GR}(t)\) needs to be taken into account and is given as \(\beta_{cen}^{GR}(t) = \arctan \frac{\xi_R}{\xi_T}(t)\). Fourth, the distance vectors from antennas \(A_p\) and \(A_q\) to the GR point are calculated by \(D_{p,q}^{GR,T}(t) = D_{cen}^{GR,T}(t) - A_p^T\) and \(D_{q}^{GR,R}(t) = D_{cen}^{GR,R}(t) - A_q^R\).

C. Complex Channel Gain of NLoS Components via Static Single-Clusters and Twin-Clusters

In this subsection, the complex channel gain of non-line-of-sight (NLoS) components via static single/twin-clusters is derived.

1) Static Single-Clusters: The complex channel gain of the sub-channel related to the Tx antenna \(A_p^T\) and the Rx antenna \(A_q^R\) via the \(n_s\)-th ray within the cluster \(C_{ss}^T\) is written by

\[
\phi_{ss}^{q,p,s,n_s}(t) = \frac{\lambda}{2\pi} \int_{0}^{t} \left( D_{p,s,n_s}^{SS,T}(t) + D_{q,s,n_s}^{SS,R}(t) \right) dt + j\varphi_{ss}^{q,p,s,n_s}(t) \tag{6}
\]

where \(P_{ss}^{q,p,s,n_s}(t)\) is the power of the \(n_s\)-th ray within the cluster \(C_{ss}^T\). Also, the delay, phase shift, and Doppler shift of NLoS component via the \(n_s\)-th ray within the cluster \(C_{ss}^T\) are given as

\[
\tau_{ss}^{q,p,s,n_s}(t) = \frac{||D_{p,s,n_s}^{SS,T}(t)||}{c} + \frac{||D_{q,s,n_s}^{SS,R}(t)||}{c} \tag{7}
\]

\[
\varphi_{ss}^{q,p,s,n_s}(t) = \varphi_0 + \frac{2\pi}{\lambda} \left( ||D_{p,s,n_s}^{SS,T}(t)|| + ||D_{q,s,n_s}^{SS,R}(t)|| \right) \tag{8}
\]

\[
f_{ss,T/R}^{p,q,s,n_s}(t) = \frac{1}{\lambda} \left( \frac{D_{p,s,n_s}^{SS,T/R}(t), v^{T/R}(t)}{D_{p,q,s,n_s}^{SS,T/R}(t)} \right) \tag{9}
\]

where \(f_{ss,T/R}^{p,q,s,n_s}(t)\) is the distance vector between the \(n_s\)-th ray within the cluster \(C_{ss}^T\) and the antenna \(A_p^{T/R}\). Furthermore, the distance vector \(D_{p,s,n_s}^{SS,T}(t)\) can be represented by

\[
D_{p,s,n_s}^{SS,T}(t) = D_{ss,T}^{SS}(0) - \int_{0}^{t} v^{T}(t) dt - A_p^T \tag{10}
\]

where \(A_p^T\) is the vector of Tx antenna \(A_p^T\). \(D_{ss,T}^{SS}(0)\) is the distance vector between the \(n_s\)-th ray within the cluster \(C_{ss}^T\) and the Tx center at initial time and is given as

\[
D_{ss,T}^{SS}(0) = \left| D_{ss,T}^{SS}(0) \right| \begin{bmatrix} \cos \alpha_{ss,T}^{S}(0) \cos \beta_{ss,T}^{S}(0) \\
\cos \alpha_{ss,T}^{S}(0) \sin \beta_{ss,T}^{S}(0) \\
\sin \alpha_{ss,T}^{S}(0) \sin \beta_{ss,T}^{S}(0) \\
\end{bmatrix} \tag{11}
\]

where \(\alpha_{ss,T}^{S}(0)\) and \(\beta_{ss,T}^{S}(0)\) are the azimuth and elevation angles of the distance vector \(D_{ss,T}^{SS}(0)\). Due to the single-bouncing propagation, the distance vectors \(D_{p,q,s,n_s}^{SS,T}(t)\) and
and components via dynamic single/twin-clusters is obtained.

Single-Clusters and Twin-Clusters

The sub-channel related to the Tx and Rx antennas \(A_r^T\) via the \(n_d\)-th ray within the cluster \(C_{SM,T/R}\) is given as

\[
s_{SM,p,i,n}(t) = 2 \pi \left[ f_{SM,T/R}(t) + \frac{\pi}{\phi_{q,p,i,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,i,n}(t)}
\]

\[(13)\]

where \(P_{SM,p,i}(t)\) is the power of the \(n_d\)-th ray within the cluster \(C_{SM,T/R}\). Note that the phase shift and Doppler shift are derived similarly to the cluster \(C_{SS}\) in (8) and (9), and are written as \(\phi_{q,p,i,n}(t) = \varphi_0 + \frac{2 \pi}{\chi} \left[ f_{SM,T/R}(t) + \frac{\pi}{\phi_{q,p,i,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,i,n}(t)}\) and

\[
f_{SM,T/R}(t) = \frac{1}{\chi} \left[ f_{SM,T/R}(t) + \frac{\pi}{\phi_{q,p,i,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,i,n}(t)}
\]

(14)

where \(\varphi_{SM,p,i,n}(t)\) is the virtual delay of the twin-clusters \(C_{SM,T/R}\) and follows the exponential distribution [25].

D. Complex Channel Gain of NLoS Component via Dynamic Single-Clusters and Twin-Clusters

Similar to static clusters, the complex channel gain of NLoS components via dynamic single/twin-clusters is obtained.

1) Dynamic Single-Clusters: The complex channel gain of the sub-channel related to the Tx and Rx antennas \(A_r^T\) and \(A_q^R\) via the \(n_d\)-th ray within the cluster \(C_d^{DS}\) is written by

\[
h_{DS,q,p,d,n}(t) = 2 \pi \left[ f_{DS,T/R}(t) + \frac{\pi}{\phi_{q,p,d,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,d,n}(t)}
\]

\[(15)\]

where \(P_{DS,q,p,d,n}(t)\) is the power of the \(n_d\)-th ray within the cluster \(C_d^{DS}\). Similar to the static single-cluster \(C_{SS}\), the delay and phase shift of NLoS component via the dynamic single-cluster \(C_d^{DS}\) are

\[
\varphi_{DS,q,p,d,n}(t) = \varphi_0 + \frac{2 \pi}{\chi} \left[ f_{DS,T/R}(t) + \frac{\pi}{\phi_{q,p,d,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,d,n}(t)}
\]

and

\[
f_{DS,T/R}(t) = \frac{1}{\chi} \left[ f_{DS,T/R}(t) + \frac{\pi}{\phi_{q,p,d,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,d,n}(t)}
\]

(16)

where \(D_{DS,T/R}^{p,q,d,n}(t)\) is the distance vector between the \(n_d\)-th ray within the cluster \(C_d^{DS}\) and the antenna \(A_{p,q}^R\). The distance vector \(D_{DS,T/R}^{p,q,d,n}(t)\) is expressed as

\[
D_{DS,T/R}^{p,q,d,n}(t) = D_{DS,T/R}^{p,q,d,n}(0) - \int_0^t v_d(t) dt + \int_0^t v_d(t) dt - A_{p,q}^R(17)
\]

where \(D_{DS,T/R}^{p,q,d,n}(0)\) is the distance vector between the \(n_d\)-th ray within the cluster \(C_d^{DS}\) and the Tx center at initial time. Also, the distance vector \(D_{DS,R}^{q,d,n}(t)\) can be calculated by

\[
D_{DS,R}^{q,d,n}(t) = D_{DS,T/R}^{p,d,n}(t) - D_{DS,R}(q,d,n,t)\]

2) Dynamic Twin-Clusters: The complex channel gain of the sub-channel related to the Tx and Rx antennas \(A_r^T\) and \(A_q^R\) via the \(n_j\)-th ray within the cluster \(C_j^{DM,T/R}\) is given by

\[
h_{DM,q,j,n}(t) = 2 \pi \left[ f_{DM,T/R}(t) + \frac{\pi}{\phi_{q,p,j,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,j,n}(t)}
\]

\[(18)\]

where \(P_{DM,j,n}(t)\) is the power of the \(n_j\)-th ray within the cluster \(C_j^{DM,T/R}\). Based on the aforementioned analysis, the delay, phase shift, and Doppler shift of the NLoS component via the \(n_j\)-th ray within the cluster \(C_j^{DM,T/R}\) are analogously computed by

\[
\varphi_{DM,q,j,n}(t) = \varphi_0 + \frac{2 \pi}{\chi} \left[ f_{DM,T/R}(t) + \frac{\pi}{\phi_{q,p,j,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,j,n}(t)}
\]

and

\[
f_{DM,T/R}(t) = \frac{1}{\chi} \left[ f_{DM,T/R}(t) + \frac{\pi}{\phi_{q,p,j,n}(t)} \right] - \frac{2 \pi}{\phi_{q,p,j,n}(t)}
\]

Based on the geometry relationship, transmission paths of antennas and rays within clusters are computed, where the different angular parameters of transmission paths are imitated. Hence, the spherical wavefront propagation in massive MIMO channels is mimicked sufficiently.

The channel impulse response (CIR) of the developed IS-GBSM with delay \(\tau\) at time \(t\) can be represented as a matrix \(H(t,\tau) = [h_{q,p}(t,\tau)]_{MR \times MT}\) with \(q = 1, 2, ..., MR\) and \(p = 1, 2, ..., MT\). \(H(t,\tau)\) contains the LoS, GR, as well as NLoS components. The CIR \(h_{q,p}(t,\tau)\) related to the Tx and Rx antenna element pair \(p,q\) and \(p,q\) can be expressed as (19), shown at the top of the next page, where \(K(t)\) denotes the Ricean factor. \(\eta_{GR}(t), \eta_{SS}(t), \eta_{SM}(t), \eta_{DS}(t),\) and \(\eta_{DM}(t)\) represent the power proportions of the GR component, via static single-cluster, component via static twin-cluster, component via dynamic single-cluster, and component via dynamic twin-cluster. These power proportions have \(\eta_{GR}(t)+\eta_{SS}(t)+\eta_{SM}(t)+\eta_{DS}(t)+\eta_{DM}(t) = 1\). Finally, it is noteworthy that the integration of time and time-variant acceleration are essential for the capturing of continuously arbitrary VMTs, where the numerical calculation of the integral can be efficiently computed by the method of superposition calculation. As a result, by modeling continuously arbitrary VMTs, it is possible to acquire the CIR and investigate channel properties under all positions on the track.
III. A NEW S-T-F NON-STATIONARITY OF V2V CHANNELS WITH T-S CONSISTENCY MODELING METHOD

In the upcoming 6G, S-T-F non-stationarity of V2V channels with T-S consistency needs to be modeled. In V2V communication scenarios, it is necessary to consider the effects of mixed-bouncing propagation, i.e., single/twin-clusters, VTD, i.e., static/dynamic clusters, and continuously arbitrary VMTs. In this section, a new method, named as the S-T-F non-stationarity of V2V channels with T-S consistency modeling method, is developed, which can model S-T-F non-stationarity with T-S consistency in consideration of mixed-bouncing propagation, VTD, and continuously arbitrary VMTs.

A. Modeling of Space Non-Stationarity and Consistency by Observable Semi-Spheres Assigned to Antennas

For channel models in [26], [27], the visibility region method is employed to model channel non-stationarity. In the visibility region method, only clusters in the visibility region are observable clusters. Since the models in [26], [27] are two-dimensional (2D), the visibility region is modeled as circles. Nonetheless, in the three-dimensional (3D) channel model, the visibility region needs to be modeled as spheres instead of circles. Further considering that vehicles move on the 2D ground, the visibility region is modeled as semi-spheres in the proposed 3D V2V channel model. The semi-sphere is constructed with each antenna as the center. By developing observable semi-spheres, different antennas with different observable semi-spheres have different sets of array observable clusters, hence modeling space non-stationarity. For adjacent antennas, they share many clusters, namely the shared array observable clusters, as their observable semi-spheres have the overlap area, thus capturing space consistency. To avoid the repetition, the Tx side is taken as an instance for analysis and the Rx side follows the same procedure.

The number of shared array observable clusters strongly depends on the overlap area. The overlap area of observable semi-spheres of two adjacent antennas \( A_p \) and \( A_{p+1} \) with spacing \( \delta_T \) is a spherical shell, whose volume \( V_{\text{space}}^T \) can be calculated based on [18]

\[
V_{\text{space}}^T = \frac{\pi (16r_a^T - 12r_a^{T^2} \delta_T + 3r_a^{T^3})}{24} \tag{20}
\]

where \( r_a^T \) denotes the radius of observable semi-sphere. At the Tx side, since antennas are uniformly distributed on the array with spacing \( \delta_T \), the radius \( r_a^T \) of each observable semi-sphere is the same. To quantitatively calculate the radius \( r_a^T \), a novel parameter \( \Gamma_{\text{space}}^T \) is given, which represents the ratio of volume \( V_{\text{space}}^T \) of overlap area to volume \( V_{\text{space}}^T \) of observable semi-sphere

\[
\Gamma_{\text{space}}^T = \frac{V_{\text{space}}^T}{V_{\text{space}}^T} = \frac{V_{\text{space}}^T}{r_a^T} = \frac{16r_a^{T^3} - 12r_a^{T^2} \delta_T + 3r_a^{T^3}}{16r_a^{T^3}}. \tag{21}
\]

Clusters in the observable semi-sphere are array observable clusters and only clusters in the overlap area are shared array observable clusters. Assumed that clusters are uniformly distributed in the environment. Hence, the parameter \( \Gamma_{\text{space}}^T \) describes the probability that an array observable cluster is a shared array observable cluster, which is simultaneously observable to an antenna \( A_p \) and its adjacent antenna \( A_{p+1} \). In the cluster array evolution, the parameter \( \Gamma_{\text{space}}^T \) also represents the probability that a surviving cluster for an antenna \( A_p \) is still surviving when it evolves to the adjacent antenna \( A_{p+1} \).

This is consistent with the spatial survival probability. The spatial survival probability at Tx is given by [28]

\[
P_{\text{survival}}^T = \exp \left( -\frac{\lambda_R \delta_T}{D_c^a} \right) \tag{22}
\]

where \( \lambda_R \) is the recombination rate and \( D_c^a \) denotes the scenario-dependent correlation factor on the array axis. Make the parameter \( \Gamma_{\text{space}}^T \) and spatial survival probability \( P_{\text{survival}}^T \) equal, i.e., \( \Gamma_{\text{space}}^T = P_{\text{survival}}^T \) to solve for the radius \( r_a^T \)

\[
16r_a^{T^3} - 12r_a^{T^2} \delta_T + 3r_a^{T^3} = \exp \left( -\frac{\lambda_R \delta_T}{D_c^a} \right). \tag{23}
\]

Based on the Cardano formula, the radius \( r_a^T \) is given by

\[
r_a^T = \left\{ \sqrt[3]{\sigma_{\text{space}}^a} + \sqrt[3]{\sigma_{\text{space}}^a} - \sqrt[3]{\sigma_{\text{space}}^a} - 4 \left[ 1 - \exp \left( -\frac{\lambda_R \delta_T}{D_c^a} \right) \right] \right\}^{\frac{1}{3}} \tag{24}
\]

where \( \sigma_{\text{space}}^T \) and \( \sigma_{\text{space}}^T \) are respectively written as

\[
\xi_{\text{space}}^T = -\frac{2}{64} \left[ 1 - \exp \left( -\frac{\lambda_R \delta_T}{D_c^a} \right) \right] + 1 \tag{25}
\]
\[ \sigma_{\text{space}} = \sqrt{\frac{1 - \exp\left(-2\lambda_R \frac{t}{D_R}\right)}{1024 \left[1 - \exp\left(-2\lambda_R \frac{t}{D_R}\right)\right]^4}}. \] (26)

With the help of the derived closed-form solution, the impacts of the recombination rate \( \lambda_R \), adjacent antenna spacing \( \delta_T \), and scenario-dependent correlation factor \( D_R^2 \) on the radius \( r_a^2 \) can be investigated. By properly adjusting the recombination rate \( \lambda_R \) and factor \( D_R^2 \), the developed visibility region method in the space domain can be applied to a variety of scenarios.

1) Conditions of Array Observable Static/Dynamic Single-Clusters: In the proposed mmWave V2V model, the adjacent antenna spacing is small. According to (24), the radius \( r_T^2 \) is proportional to the adjacent antenna spacing \( \delta_T \), which leads to the small radius \( r_T^2 \). Consequently, it is necessary to introduce parameters, namely shrinkage factors on the array axis, which can shrink the distance from the antenna \( A_T^p \) to the cluster. Specifically, the distances between static/dynamic single-clusters and the antenna \( A_T^p \) are shrunk by the shrinkage factors \( \varepsilon_T^{SS,T} \) and \( \varepsilon_T^{DS,T} \) and can be given by \( \tilde{D}_{p,s}^{SS,T}(t) = \frac{D_{p,s}^{SS,T}(t)}{\varepsilon_T^{SS,T}} \) and \( \tilde{D}_{p,d}^{DS,T}(t) = \frac{D_{p,d}^{DS,T}(t)}{\varepsilon_T^{DS,T}} \). Based on the shrinkage distance and radius \( r_T \), the clusters \( C_T^{SS} \) and \( C_T^{DS} \) are observable to the Tx antenna \( A_T^p \) that need to satisfy \( \tilde{D}_{p,s}^{SS,T}(t) < r_T \) and \( \tilde{D}_{p,d}^{DS,T}(t) < r_T \), respectively. Obviously, the values of shrinkage factors have great impacts on the array observable cluster condition. To properly set the value of shrinkage factors, randomly select a Tx antenna, e.g., the antenna \( A_T^p \), assuming that it can observe all static/dynamic single-clusters at initial time \( t_0 \). This assumption is consistent with the standardized channel model in [29]. Under this assumption, shrinkage factors \( \varepsilon_T^{SS,T} \) and \( \varepsilon_T^{DS,T} \) are given by

\[ \varepsilon_T^{SS,T} = \max\left\{ \frac{D_{p,s}^{SS,T}(t_0)}{r_T^2}, p = 1, 2, \ldots, M_T, s = 1, 2, \ldots, S(t_0) \right\}. \] (27)

\[ \varepsilon_T^{DS,T} = \max\left\{ \frac{D_{p,d}^{DS,T}(t_0)}{r_T^2}, p = 1, 2, \ldots, M_T, d = 1, 2, \ldots, D(t_0) \right\}. \] (28)

Note that, the conditions of the array observable static and dynamic single-clusters \( C_T^{SS} \) and \( C_T^{DS} \) are that clusters \( C_T^{SS} \) and \( C_T^{DS} \) are observable to both the antenna \( A_T^p \) and the Rx antenna \( A_T^R \), i.e., \( \tilde{D}_{q,s}^{SS,R}(t) < r_T^R \), \( \tilde{D}_{q,s}^{SS,R}(t) < r_T^R \) and \( \tilde{D}_{q,d}^{DS,R}(t) < r_T^R \), respectively.

2) Conditions of Array Observable Static/Dynamic Twin-Clusters: Analogous to single-clusters, the distances between static/dynamic twin-clusters nearby Tx and antenna \( A_T^p \) are shrunk by the shrinkage factors \( \varepsilon_T^{SM,T} \) and \( \varepsilon_T^{DM,T} \). The corresponding shrinkage distances are \( \tilde{D}_{p,i}^{SM,T}(t) = \frac{D_{p,i}^{SM,T}(t)}{\varepsilon_T^{SM,T}} \) and \( \tilde{D}_{p,j}^{DM,T}(t) = \frac{D_{p,j}^{DM,T}(t)}{\varepsilon_T^{DM,T}} \). The twin-clusters nearby Tx \( C_T^{SM,T} \) and \( C_T^{DM,T} \) observable to the Tx antenna \( A_T^p \) have \( \tilde{D}_{p,i}^{SM,T}(t) < r_T^a \) and \( \tilde{D}_{p,j}^{DM,T}(t) < r_T^a \). Further assume that a randomly selected Tx antenna, e.g., \( A_T^p \), can observe all static/dynamic twin-clusters nearby Tx at initial time \( t_0 \), and thus the shrinkage factors \( \varepsilon_T^{SM,T} \) and \( \varepsilon_T^{DM,T} \) are given by

\[ \varepsilon_T^{SM,T} = \max\left\{ \frac{D_{p,i}^{SM,T}(t_0)}{r_T^a}, p = 1, 2, \ldots, M_T, i = 1, 2, \ldots, I(t_0) \right\}. \] (29)

\[ \varepsilon_T^{DM,T} = \max\left\{ \frac{D_{p,j}^{DM,R}(t_0)}{r_T^a}, p = 1, 2, \ldots, M_T, j = 1, 2, \ldots, J(t_0) \right\}. \] (30)

Unlike single-clusters, the twin-clusters nearby Tx observable to the Tx antenna \( A_T^p \) and the twin-clusters nearby Rx observable to the Rx antenna \( A_T^R \) need to be randomly paired. Only successfully paired static/dynamic twin-clusters nearby Tx and Rx, e.g., \( C_T^{SM,T} | C_T^{DM,T} \) and \( C_T^{SM,R} | C_T^{DM,R} \), will form array observable static/dynamic twin-clusters. Therefore, the conditions of array observable static/dynamic twin-clusters are that clusters \( C_T^{SM,T} | C_T^{DM,T} \) and \( C_T^{SM,R} | C_T^{DM,R} \) are observable to the Tx antenna \( A_T^p \) and the Rx antenna \( A_T^R \), respectively, and then clusters \( C_T^{SM,T} | C_T^{DM,T} \) and \( C_T^{SM,R} | C_T^{DM,R} \) are paired.

B. Modeling of Time Non-Stationarity and Consistency by Observable Spheres Assigned to Clusters

To mimic time non-stationarity and consistency, the visibility region method in the time domain is developed. Unlike the 2D general COST 2100 channel model [21] that defined the visibility region as circles, the proposed model is 3D and further distinguishes static/dynamic single/twin-clusters. These clusters are distributed in 3D space, not limited to 2D ground. In this case, the visibility region in the proposed model is characterized as the sphere with each static/dynamic single/twin-cluster as the center. When the center of the transceiver antenna array is in a sphere of a static/dynamic single/twin-cluster at time \( t \), the static/dynamic single/twin-cluster is observable to this time \( t \). With the help of observable spheres, as the transceiver and dynamic cluster move, time observable cluster sets change over time, thus modeling time non-stationarity. Owing to their smooth and continuous movements, adjacent moments share many identical time observable clusters, thus capturing time consistency. Also, take the Tx side as an example for analysis.

1) Conditions of Time Observable Static/Twin-Clusters: The velocity vectors of static single-cluster \( C_T^{SS} \) and twin-cluster nearby Tx \( C_T^{SM,T} \) relative to the Tx array are \( \mathbf{v}_T^{SS}(t) = \mathbf{v}_T^{SM,T}(t) = -\mathbf{v}^T(t) \). The Tx array can be regarded as static for the cluster \( C_T^{SS} | C_T^{SM,T} \). As the cluster \( C_T^{SS} | C_T^{SM,T} \) moves relative to the Tx array with the velocity vector \( \mathbf{v}_T^{SS}(t)/\mathbf{v}_T^{SM,T}(t) \), its observable sphere also moves. At two adjacent moments \( t \) and \( t + \Delta t \), its observable sphere has the overlap area, which is dependable on the relative movement distance \( D_{T}^{SS,T}(t)/D_{T}^{SM,T}(t) \) between this cluster \( C_T^{SS} | C_T^{SM,T} \) and Tx array in a time interval \( \Delta t \). Distance parameters \( D_{T}^{SS,T}(t) \) and \( D_{T}^{SM,T}(t) \) are equal, which are unified as

\[ D_{T}^{SS,T}(t) = D_{T}^{SM,T}(t) = D_{T}^{SM,T}(t) = \int_{t}^{t+\Delta t} \left\| -\mathbf{v}^T(t) \right\| dt. \] (31)

The time interval \( \Delta t \) is short in mmWave high-mobility V2V communications, where channels need to be updated frequently. The distance parameter \( D_{T}^{SS,T}(t) \) can be approximated to be equal at two adjacent moments \( t \) and \( t + \Delta t \).
Consequently, the overlap area of observable spheres assigned to static clusters can be regarded as consisting of two identical spherical crowns, whose volume $V_{SS, t}^S(t)$ is computed similarly to the volume $V_{SS, t}^T$ in (20) and is expressed by

$$V_{SS, t}^S(t) = \frac{\pi}{12} \left[ 10r_s^{S,T-3}(t) - 12r_s^{S,T-2}(t)D_{SS}^S(t) + D_{SS}^{S,T-3}(t) \right]$$

where $r_s^{S,T-1}(t)$ denotes the time-variant radius of Tx observable sphere assigned to the static cluster. Similarly, a new parameter $\Gamma_{SS, t}^S(t)$ is developed to denote the ratio of volume of overlap area to the volume of observable sphere and is given as

$$\Gamma_{SS, t}^S(t) = \frac{V_{SS, t}^S(t)}{V_{SS}^S(t)} = \frac{10r_s^{S,T-3}(t) - 12r_s^{S,T-2}(t)D_{SS}^S(t) + D_{SS}^{S,T-3}(t)}{16r_s^{S,T-3}(t)}.$$  

(33)

Only when the center of array is located in an observable sphere of a cluster at two adjacent moments simultaneously, the cluster is a shared time observable cluster. As the parameter $\Gamma_{SS, t}^S(t)$ represents the proportion of overlap area in the observable sphere, it also characterizes the probability that an observable cluster at time $t$ will still be observable at the next time instant $t+\Delta t$. This is in agreement with the definition of time survival probability in the birth-death process method from the perspective of cluster time evolution [29]. The time survival probability at Tx of static clusters is written as

$$P_{SS}^{S,T}(t) = \exp \left[ -\lambda_R \int_{t}^{t+\Delta t} ||v^T(t)|| \, dt \right] D_\epsilon^T$$

where $D_\epsilon^T$ denotes the scenario-dependent correlation factor on the time axis. Make the proportion of overlap area equal to the time survival probability, i.e., $\Gamma_{SS, t}^S(t) = P_{SS}^{S,T}(t)$. Similarly, the radius of observable spheres assigned to static clusters is calculated as (35)–(37), shown at the top of the next page. The radius $r_s^{S,T-1}(t)$ is proportional to distance parameter $D_{SS}^S(t)$ and the effects of recombination rate $\lambda_R$ and velocity vector of Tx array $v^T(t)$ on the radius $r_s^{S,T-1}(t)$ are explored. Note that the developed visibility region method in the time domain can support diverse scenarios by properly setting the recombination rate $\lambda_R$ and factor $D_\epsilon^T$.

The small time interval $\Delta t$ in mmWave V2V channels also results in the small radius $r_s^{SS, t}$(t) of observable spheres based on (35)–(37). Similarly to the array axis, shrinkage factors on the time axis $\varepsilon_{time}^S$ and $\varepsilon_{time}^{SS, T}$ are introduced, which shrink the distance from the center of Tx array to the static clusters $C_s^{SS}$ and $C_i^{SM, T}$ at time $t$, i.e., $\tilde{D}_{SS}^S(t) = D_{SS}^S(t)/\varepsilon_{time}^S$ and $\tilde{D}_{SS}^{SM, T}(t) = D_{SS}^{SM, T}(t)/\varepsilon_{time}^{SS, T}$. The time observable static/twin-cluster conditions at Tx, i.e., static clusters $C_s^{SS}$ and $C_i^{SM, T}$ are time observable clusters, are $\tilde{D}_{SS}^S(t) < r_s^{S,T}(t)$ and $\tilde{D}_{SS}^{SM, T}(t) < r_s^{T}(t)$. Also, the proper setting of shrinkage factors $\varepsilon_{time}^S$ and $\varepsilon_{time}^{SS, T}$ is crucial. Similar to (28), assuming that all clusters are observable at initial time $t_0$ and the shrinkage factors $\varepsilon_{time}^S$ and $\varepsilon_{time}^{SS, T}$ are determined by

$$\varepsilon_{time}^{SS, T} = \max \left\{ \frac{D_{SS}^{SM, T}(t_0)}{r_s^{T}(t_0)} , s = 1, 2, 3, \cdots, S(t_0) \right\},$$

(38)

The condition of the time observable static-single-cluster is that the cluster $C_s^{SS}$ simultaneously satisfies $\tilde{D}_{O_i}^{SS, R}(t) < r_i^{S,T}(t)$ and $\tilde{D}_{O_i}^{SS, S}(t) < r_i^{S,T}(t)$. Unlike static single-clusters, the static twin-clusters nearby Tx $C_{SM, T}$ and Rx $C_{SM, R}$ need to meet $\tilde{D}_{O_i}^{SM, T}(t) < r_i^{S,T}(t)$ and $\tilde{D}_{O_i}^{SM, R}(t) < r_i^{S,R}(t)$, respectively. Only when they are paired can they form time observable static twin-clusters.

2) Conditions of Time Observable Dynamic Single/Twin-Clusters: The velocity vectors of dynamic single-cluster $C_d^{D}$ and twin-cluster nearby Tx $C_{DM, T}$ relative to the Tx array are $v_d^{D}(t) = v_d^T(t) + v_j^{DM, T}(t)$ and $v_j^{DM, T}(t) = v_j^{DM, T}(t) - v^T(t)$, respectively. The observable sphere of the dynamic cluster $C_d^{D}$ at two adjacent moments $t$ and $t + \Delta t$ has the overlap area, which also depends on the relative movement distance $D_{SS}^{D, T}(t)/D_{DM}^{T}(t)$ between the cluster $C_d^{D}$ and Tx array in a time interval $\Delta t$. The distance parameters $D_{SS}^{D, T}(t)$ and $D_{DM}^{T}(t)$ can be written as

$$D_{SS}^{D, T}(t) = \int_{t}^{t+\Delta t} \left\| v_d^{D}(t) - v^T(t) \right\| \, dt.$$  

(40)

By considering the multi-velocity of dynamic clusters, the relative distances $D_{SS}^{D, T}(t)$ and $D_{DM}^{T}(t)$ for different dynamic clusters are different. Similarly, the volume $V_{SM, T}^{D, T}(t)/V_{SM, T}^{D, T}(t)$ of overlap area of observable sphere assigned to the dynamic cluster $C_d^{D}$ and $C_{DM, T}$ can be obtained. Also, a new parameter $\Gamma_{SS, t}^{D, T}(t)$ introduced to represent the ratio of volume of overlap area to the volume of observable sphere assigned to the cluster $C_d^{D}$ and $C_{DM, T}$.

$$\Gamma_{SS, t}^{D, T}(t) = \frac{\int_{t}^{t+\Delta t} \left\| v_d^{D, T}(t) - v^T(t) \right\| \, dt}{\int_{t}^{t+\Delta t} \left\| v_d^{D, T}(t) - v^T(t) \right\| \, dt}.$$  

(41)

where $v_d^{D, T}(t)$ represents the time-varying radius of Tx observable sphere of the cluster $C_d^{D}$. Analogously, combined with the birth-death process, the time survival probabilities at Tx of dynamic clusters $C_d^{D}$ and $C_{DM, T}$ are given as

$$P_{SS, t}^{D, T}(t) = \exp \left[ -\lambda_R \int_{t}^{t+\Delta t} \left\| v_d^{D, T}(t) - v^T(t) \right\| \, dt \right] D_\epsilon^T.$$

(42)

Make the proportion of overlap area and the time survival probability equal, i.e., $\Gamma_{SS, t}^{D, T}(t) = P_{SS, t}^{D, T}(t)$ and $\Gamma_{SS, t}^{DM, T}(t) = P_{SS, t}^{DM, T}(t)$, to solve the radius, which is given by (43)–(45), shown at the top of the next page. The radii of observable spheres assigned to different dynamic clusters are different due to the multi-velocity of dynamic clusters. For dynamic clusters, shrinkage factors on the time axis $\varepsilon_{time}^{D}$ and $\varepsilon_{time}^{D, T}$ are introduced and $\tilde{D}_{SS}^{D, T}(t) = D_{SS}^{D, T}(t)/\varepsilon_{time}^{D, T}$ and $\tilde{D}_{DM}^{T}(t) = D_{DM}^{T}(t)/\varepsilon_{time}^{D, T}$. The conditions that dynamic clusters $C_d^{D}$ and $C_{DM, T}$ are time observable clusters are $\tilde{D}_{SS}^{D, T}(t) < r_t^{D, T}(t)$ and $\tilde{D}_{DM}^{T}(t) < r_t^{DM, T}(t)$. Assuming
Shrinkage factors are given by

$$r^{S,T}(t) = \left\{ \sqrt{q_{time}(t) + \sigma^{S,T}_{time}(t)) + \sqrt{q_{time}(t) - \sigma^{S,T}_{time}(t)} + 4 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| \mathbf{v}^T(t) \| dt}{D_p} \right] \right) \right\} \int_t^{t + \Delta T} \| \mathbf{v}^T(t) \| dt \tag{35}$$

with

$$\xi^{S,T}_{time}(t) = \frac{-2 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| \mathbf{v}^T(t) \| dt}{D_p} \right] \right)^2 + 1}{64 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| \mathbf{v}^T(t) \| dt}{D_p} \right] \right)^3} \tag{36}$$

$$\sigma^{S,T}_{time}(t) = \frac{\left\{ 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| \mathbf{v}^T(t) \| dt}{D_p} \right] \right\}^2 - 1}{1024 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| \mathbf{v}^T(t) \| dt}{D_p} \right] \right)^4} \tag{37}$$

The power of clusters is given as [10]

$$\mathbf{P}_{type} = \sum \mathbf{I}_{type}(t)$$

where type means the type of clusters, i.e., SS/DS/SM/DM, $n$ is the $n$-th cluster, i.e., $s/d/i/j$, $r_\tau$ is the delay scaling parameter, DS is a random delay spread, and $Z_n$ obeys the Gaussian distribution $\mathcal{N}(0, 3)$. In the channel model [20], for each cluster, when it is switched from the observable state to the unobservable state, its power abruptly changes to 0, resulting in hard cluster power handover. On the contrary, when the cluster changes between observable and unobservable, its power changes continuously, i.e., soft cluster power handover. Meanwhile, when the center of transceiver antenna array is closer to the center of observable sphere, the power of the cluster assigned to this observable sphere is higher [21]. To mimic this phenomenon, a soft transition factor is introduced

$$P_{type, R} = \alpha_{type, R}(t) P_{type}(t)$$

where

$$P_{type, R}(t) = \sin^2 \left( \frac{\pi}{2} \left[ 1 - \frac{\mathbf{I}_{type, R}(t)}{\mathbf{I}_{type, T}(t)} \right] \exp \left[ -\mathbf{I}_{type, T}(t) \| \mathbf{v}^T(t) \| dt \right] \right) 10^{-\frac{Z_n}{10}} \tag{49}$$

Since the soft transition factor obeys the squared sine function, which is a uniform continuity function, it can capture soft cluster power handover [15]. Only when the cluster is both an array observable cluster and a time observable cluster can it be an effective cluster, which contributes to the CIR. Note that the power of ineffective clusters is 0.

C. Soft Transition Factor

The power of clusters is given as [10]

$$P_{type}(t) = \exp \left[ -\mathbf{I}_{type}(t) \right] 10^{-\frac{Z_n}{10}} \tag{48}$$

where $\mathbf{I}_{type, T}(t)$ and $\mathbf{I}_{type, R}(t)$ represent the time and delay scaling parameters, respectively, and $r_\tau$ is the delay scaling parameter. The DS/DM clusters obey the Gaussian distribution $\mathcal{N}(0, 3)$. In the channel model [20], for each cluster, when it is switched from the observable state to the unobservable state, its power abruptly changes to 0, resulting in hard cluster power handover. On the contrary, when the cluster changes between observable and unobservable, its power changes continuously, i.e., soft cluster power handover. Meanwhile, when the center of transceiver antenna array is closer to the center of observable sphere, the power of the cluster assigned to this observable sphere is higher [21]. To mimic this phenomenon, a soft transition factor is introduced

$$P_{type, R}(t) = \sin^2 \left( \frac{\pi}{2} \left[ 1 - \frac{\mathbf{I}_{type, R}(t)}{\mathbf{I}_{type, T}(t)} \right] \exp \left[ -\mathbf{I}_{type, T}(t) \| \mathbf{v}^T(t) \| dt \right] \right) 10^{-\frac{Z_n}{10}} \tag{49}$$

Since the soft transition factor obeys the squared sine function, which is a uniform continuity function, it can capture soft cluster power handover [15]. Only when the cluster is both an array observable cluster and a time observable cluster can it be an effective cluster, which contributes to the CIR. Note that the power of ineffective clusters is 0.

\[\text{with} \]

\[\xi_{DS/DM, t}^{0, d/j} = \left\{ \frac{i_{DS/DM, T}^{0, d/j}(t) + i_{DS/DM, T}^{0, d/j}(t) + i_{DS/DM, T}^{0, d/j}(t) + i_{DS/DM, T}^{0, d/j}(t) + 1}{4 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt}{D_p} \right] \right)^2} \right\} \int_t^{t + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt \tag{43}$$

\[\xi_{DS/DM, t}^{0, d/j} = \left\{ \frac{-2 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt}{D_p} \right] \right)^2 + 1}{64 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt}{D_p} \right] \right)^3} \right\} \int_t^{t + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt \tag{44}$$

\[\xi_{DS/DM, t}^{0, d/j} = \left\{ \frac{1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt}{D_p} \right] \right\}^2 - 1}{1024 \left( 1 - \exp \left[ \frac{-\lambda_p f^{\tau + \Delta T} \| i_{DS/DM, T}^{0, d/j}(t) - i_{DS/DM, T}^{0, d/j}(t) \| dt}{D_p} \right] \right)^4} \tag{45}$$

that all dynamic clusters are observable at initial time $t_0$ and shrinkage factors are given by

$$\xi^{DS/DM, T}_{time}(t_0) = \max \left\{ \frac{D_{DS/DM, T}^{0, d/j}(t_0)}{r^{DS/DM, T}(t_0)} \right\}, d = 1, 2, 3, \ldots, D(t_0) \tag{46}$$

$$\xi^{DS/DM, T}_{time}(t_0) = \max \left\{ \frac{D_{DS/DM, T}^{0, d/j}(t_0)}{r^{DS/DM, T}(t_0)} \right\}, j = 1, 2, 3, \ldots, J(t_0) \tag{47}$$

Condition of the time observable dynamic single/twin-cluster is similar to that of time observable static single/twin-cluster. Therefore, the developed method considers the effects of VTD and continuously arbitrary trajectories. First, the developed method considers the difference in observable conditions caused by the difference in velocities between dynamic and static clusters. Second, continuous arbitrary trajectories of transceivers and dynamic clusters are characterized when computing time survival probabilities and radii of observable spheres assigned to static and dynamic clusters.
D. Frequency-Dependent Factor

In mmWave channels, the uncorrelated scattering assumption, which is used in sub-6 GHz, no longer holds, leading to frequency non-stationarity. To characterize channels in the frequency domain, time-varying transfer function (TVTF) is derived by adopting the Fourier transform to the CIR \( h_{qq}(t, \tau) \). To mimic frequency non-stationarity, the frequency-dependent path gain should be captured [30]. A frequency-dependent factor is employed in the TVTF to model frequency non-stationarity, which is given as (50), shown at the top of the next page, where \( \varepsilon \) denotes a frequency-dependent factor associated with vehicular scenarios [31]. Based on the measurement and analysis in [20], [32] the interaction between clusters and multipaths with different wavelengths results in the frequency-dependence of rays. As a consequence, the frequency-dependence part \( \left( \frac{f}{f_c} \right) \) has an impact on the NLoS component, which is generated by clusters and multipaths with different wavelengths.

Similar to [18], the newly generated static/dynamic single/twin-clusters are taken into account. In summary, by using the visibility region-based method and constructing observable semi-spheres and observable spheres, the smooth cluster evolution in the space and time domains is modeled, thus mimicking space-time non-stationarity with T-S consistency. Due to the descent generality of the birth-death process method, it is embedded in the visibility region-based method. Soft transition factor and frequency-dependent factor are developed to model soft cluster power handover and frequency non-stationarity, respectively.

IV. STATISTICAL PROPERTIES

Channel statistics, i.e., the S-T-F correlation function (STF-CF), power delay profile, time stationary interval, and Doppler power spectral density (DPSD), are derived.

A. Space-Time-Frequency Correlation Function

With the help of the derived TVTF in (50), the STF-CF is computed by [33]

\[
\rho_{qq',pp'}(t, f; \Delta t, \Delta f, \delta_T, \delta_R) = \mathbb{E}[H_{qq}(t, f)H_{pp'}(t + \Delta t, f + \Delta f)]
\]

(51)

where \( \mathbb{E}[\cdot] \) represents the expectation operation and \( (\cdot)^* \) represents the complex conjugate operation. The LoS, GR, as well as static/dynamic single/multi-bouncing components are regarded as independent of each other [20], [34]. Hence, the STF-CF can be expressed by (52)–(58), shown at the top of the next page. Certainly, the derived STF-CF is S-T-F-varying, which demonstrated S-T-F non-stationarity of the proposed IS-GBSM. The STF-CF is simplified to the spatial cross-correlation function (SCCF) at Tx/Rx through setting \( \Delta t = 0, \Delta f = 0 \), as well as \( p \neq q, p' \neq q' \). The STF-CF can be simplified to the temporal auto-correlation function (TACF) through setting \( \Delta t = 0, p = p' \), as well as \( q = q' \). The STF-CF is simplified to the frequency correlation function (FCF) through setting \( \Delta t = 0, p = p' \), as well as \( q = q' \).

B. Power Delay Profile

Power delay profile shows the power and delay of multipath components and is given by

\[
\Theta(t, \tau) = \sum_{s=1}^{S} \sum_{n_s=1}^{N_s} \sum_{l} d_s(t) \delta (\tau - \tau_{s,n_s}^{\text{SS}}(t))
\]

(59)

\[
+ \sum_{i=1}^{I_s} P_{i,n_i}^{\text{SM}}(t) \delta (\tau - \tau_{i,n_i}^{\text{SM}}(t))
\]

\[
+ \sum_{j=1}^{J} F_{j,n_j}^{\text{DM}}(t) \delta (\tau - \tau_{j,n_j}^{\text{DM}}(t))
\]

(60)

Obviously, the derived power delay profile of the proposed IS-GBSM is time-varying.

C. Time Stationary Interval

The channel amplitude response is regarded as time stationary within the time stationary interval, which is the maximum period when the auto-correlation function of the power delay profile exceeds a threshold \( \epsilon_{\text{threshold}} \), e.g., 80% [35]. The time stationary interval is expressed by

\[
\tau(t, \Delta t) = \inf \{ \Delta t \mid \Theta(t, \Delta t) \leq \epsilon_{\text{threshold}} \}
\]

(61)

\[
\Theta^T(t, \Delta t) = \frac{\int \Theta(t, \tau) \Theta(t + \Delta t, \tau) d\tau}{\max \{ \int \Theta^2(t, \tau) d\tau, \int \Theta^2(t + \Delta t, \tau) d\tau \}}.
\]

D. Doppler Power Spectral Density

The DPSD is obtained through taking Fourier transfer of TACF and is expressed by

\[
\Omega_{qp}(t; f_d) = \int_{-\infty}^{+\infty} \rho_{qp}(t; \Delta t) e^{-j2\pi f_d \Delta t} d(\Delta t)
\]

(62)

where \( \rho_{qp}(t; \Delta t) \) is the TACF and \( f_d \) is the Doppler shift.

V. RESULTS AND ANALYSIS

In this section, typical channel statistical properties are simulated and compared with the measurement/RT-based results. Key channel-related parameters are given below. The uniform linear antenna array is utilized in the simulation and the adjacent antenna spacing is \( \delta_T = \delta_R = 0.5 \lambda \). The frequency-dependent factor is \( \varepsilon = 1.45 \) [31]. Abstracted delays \( \tau_{i,n_i}^{\text{SM}}(t) \) and \( \tau_{j,n_j}^{\text{DM}}(t) \) obey the exponential distribution with the mean and variance 80 ns and 15 ns [36]. The number of rays in clusters and multipaths with mean and variance \( \lambda = 15 \) [37]. The heights of transceiver antenna are \( \xi_T = \xi_R = 2 \) m. Other key channel-related parameters are listed in Table I.
\[ H_{qp}(t, f) = \sqrt{\frac{K(t)}{K(t) + 1}} h_{qp}^{\text{LoS}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{LoS}}(t) \right] + \sqrt{\frac{\eta_{GR}(t)}{K(t) + 1}} \left( f t \right)^{\gamma} h_{qp}^{\text{GR}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{GR}}(t) \right] + \sqrt{\frac{\eta_{DS}(t)}{K(t) + 1}} \left( f t \right)^{\gamma} h_{qp}^{\text{DS}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{DS}}(t) \right] + \sqrt{\frac{\eta_{DM}(t)}{K(t) + 1}} \left( f t \right)^{\gamma} h_{qp}^{\text{DM}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{DM}}(t) \right] \] (50)

\[ \rho_{qp,qp'}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) = \rho_{qp,qp'}^{\text{LoS}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) + \rho_{qp,qp'}^{\text{GR}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) + \rho_{qp,qp'}^{\text{DS}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) + \rho_{qp,qp'}^{\text{DM}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) \] (52)

with

\[ \rho_{qp,qp'}^{\text{LoS}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) = \sqrt{\frac{K(t)K(t+\Delta t)}{(K(t) + 1)(K(t+\Delta t) + 1)}} \left( f \right)^{\gamma} h_{qp}^{\text{LoS}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{LoS}}(t) \right] \] (53)

\[ \rho_{qp,qp'}^{\text{GR}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) = \sqrt{\frac{\eta_{GR}(t)\eta_{GR}(t+\Delta t)}{(K(t) + 1)(K(t+\Delta t) + 1)}} \left( f \right)^{\gamma} h_{qp}^{\text{GR}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{GR}}(t) \right] \] (54)

\[ \rho_{qp,qp'}^{\text{DS}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) = \sqrt{\frac{\eta_{DS}(t)\eta_{DS}(t+\Delta t)}{(K(t) + 1)(K(t+\Delta t) + 1)}} \left( f \right)^{\gamma} h_{qp}^{\text{DS}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{DS}}(t) \right] \] (55)

\[ \rho_{qp,qp'}^{\text{DM}}(t; f, \Delta t, \Delta f, \delta_T, \delta_R) = \sqrt{\frac{\eta_{DM}(t)\eta_{DM}(t+\Delta t)}{(K(t) + 1)(K(t+\Delta t) + 1)}} \left( f \right)^{\gamma} h_{qp}^{\text{DM}}(t) \exp \left[ -j2\pi f t h_{qp}^{\text{DM}}(t) \right] \] (56)

Table I

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Fig. 3</th>
<th>Fig. 4</th>
<th>Fig. 5</th>
<th>Fig. 6</th>
<th>Fig. 7</th>
<th>Fig. 8</th>
<th>Fig. 9</th>
<th>Fig. 10</th>
<th>Fig. 11</th>
<th>Fig. 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_c ) (GHz)</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>1.8</td>
<td>1.8</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>( B ) (MHz)</td>
<td>170</td>
<td>146</td>
<td>115</td>
<td>102</td>
<td>119</td>
<td>119</td>
<td>1.04</td>
<td>1.04</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>( \Delta v_{\text{LoS}}(0) ) (m)</td>
<td>32, 32</td>
<td>32, 32</td>
<td>32, 32</td>
<td>32, 32</td>
<td>32, 32</td>
<td>32, 32</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>( R ) (m)</td>
<td>0.04</td>
<td>0.03</td>
<td>0.05</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>( D_{\text{LoS}}(0) ) (m)</td>
<td>100</td>
<td>120</td>
<td>70</td>
<td>130</td>
<td>150</td>
<td>125</td>
<td>500</td>
<td>500</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>( v_{\text{LoS}}(0) ) (m/s)</td>
<td>15, 20</td>
<td>22, 17</td>
<td>25, 24</td>
<td>10, 12</td>
<td>11, 9</td>
<td>0.16</td>
<td>0.16</td>
<td>12, 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( v_{\text{LoS}}(0) ) (m/s)</td>
<td>6, 7</td>
<td>8, 13</td>
<td>9, 11</td>
<td>16, 16</td>
<td>16, 16</td>
<td>12, 12</td>
<td>8, 8</td>
<td>8, 8</td>
<td>12, 12</td>
<td></td>
</tr>
<tr>
<td>( \epsilon_{\text{LoS}}(0) ) (m)</td>
<td>(a): 1/2 (b): 2/3</td>
<td>(a): 0/11 (b): 11/6</td>
<td>(a): 3/5 (b): 5/3</td>
<td>(a): 7/12 (b): 12/7</td>
<td>(a): 4/5 (b): 5/4</td>
<td>1</td>
<td>8/7</td>
<td>8/7</td>
<td>(a): 6/11 (b): 11/6</td>
<td></td>
</tr>
<tr>
<td>( \epsilon_{\text{LoS}}(0) ) (m)</td>
<td>4/5</td>
<td>(a): 7/10 (b): 10/7</td>
<td>7/9</td>
<td>7/12</td>
<td>(a): 7/11 (b): 11/7</td>
<td>1</td>
<td>(a): 2/3 (b): 3/2</td>
<td>(a): 2/3 (b): 3/2</td>
<td>7/10</td>
<td></td>
</tr>
<tr>
<td>( t ) (s)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( A_{\text{A}}^T )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A_{\text{B}}^T )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td>( A_0^{A_1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Simulation of Channel Statistical Properties

In Fig. 3, the TACF under sparse/rich SE with the acceleration/deceleration VMT of transceivers is illustrated. In the rich SE, it is obvious that the number of twin-clusters is larger than that of single-clusters. In this case, compared to the sparse SE, the number of propagation paths is also larger in the rich SE. As a result, the rich SE is more complex and the corresponding TACF is lower than that under the sparse SE. TACF with deceleration VMTs is higher than that with acceleration VMTs. The underlying reason is that the deceleration VMTs of transceivers leads to more stable V2V communication environment.
The DPSD under sparse/rich SE with high/low VTD is given in Fig. 4. Among these DPSDs, the DPSD under rich SE with high VTD exhibits the flattest distribution, while the DPSD under sparse SE with low VTD exhibits the steepest distribution. The philosophy is that the received power in V2V communications under rich SE with high VTD tends to come from clusters in all directions. Nonetheless, in the sparse SE with low VTD, the received power concentrates on several Doppler frequencies.

Fig. 5 presents the FCF under sparse/rich SE at different frequencies. Owing to the modeling of the frequency-dependent path gain, the FCF is frequency-variant, where the FCF at $f = 29$ GHz is lower than that at $f = 27$ GHz. The FCF is a function of frequency separation $\Delta f$ and frequency $f$, thus mimicking frequency non-stationarity and frequency selectivity. In contrast, the FCF under rich SE is lower than that under sparse SE. This is because that, in rich SE, the multi-bouncing propagation is more dominant and the delay spread is severer, resulting in more obvious channel frequency selectivity and lower FCF.

In Fig. 6, the Rx SCCF under sparse/rich at different frequencies...

In Fig. 7, the CCDF of TSI under sparse/rich SE with high/low VTD.
reference antennas is depicted. The numbers of Tx and Rx antennas are 32 and 40, respectively, which can be regarded as a massive MIMO scenario [29]. The SCCF depends on both the antenna spacing and reference antennas, and hence space non-stationarity brought by massive MIMO is imitated. In addition, compared to the rich SE, the SCCF under the sparse SE is higher. The physical reason is that more single-clusters lead to smaller number of propagation paths, smaller channel spatial diversity, and higher SCCF.

Fig. 7 gives the complementary cumulative distribution function (CCDF) of time stationary interval under sparse/rich SE with high/low VTD. Since there are more highly mobile vehicles in high VTD, the V2V communication scenario is more rapidly-changing, resulting in lower time stationary interval. Furthermore, attributed to more complex propagation in rich SE, the time stationary interval under rich SE is lower than that under sparse SE. Therefore, the V2V channel under rich SE with high VTD exhibits the smallest time stationary interval, whereas the largest time stationary interval under sparse SE with low VTD.

Cluster time and array evolution are shown in Figs. 8 (a) and (b), respectively. The numbers of static/dynamic single/twin-clusters are \( S(0) = D(0) = I(0) = J(0) = 5 \) at initial time. In Fig. 8(a), the simulation time is from 0.03 s to 0.28 s and the selected antenna is \( A^R_7 \), where newly generated clusters can be observed. In Fig. 8(b), the simulation time is the initial time, i.e., \( t = 0 \) s. By exploiting the developed method, cluster evolution is smooth and consistent as time and array evolve. In this case, adjacent time instants and antenna elements have similar observable cluster sets, and hence channel T-S consistency is embedded in the proposed IS-GBSM.

B. Model Validation by Measurement and RT-Based Results

To validate the generality of the proposed model, we conducted a vehicular channel measurement in a vicinity of Aalborg, Denmark with the carrier frequency \( f_c = 1.8 \) GHz and bandwidth 15 MHz [38]. It is clear that 1.8 GHz is a typical frequency band of Long Term Evolution (LTE) vehicle-to-everything (V2X) and is utilized for the carrier frequency of vehicular channel measurement. As shown in Fig. 9(a), a real antenna array with sixteen antennas was equipped on the roof of a van, which can be regarded as a multi-antenna vehicular measurement. In the measurement, many routes were considered, and the dominant rural in Route 1, i.e., green dots in Fig. 9(b), was chosen for comparison with the simulation results.

Cluster time and array evolution are shown in Figs. 8 (a) and (b), respectively. The numbers of static/dynamic single/twin-clusters are \( S(0) = D(0) = I(0) = J(0) = 5 \) at initial time. In Fig. 8(a), the simulation time is from 0.03 s to 0.28 s and the selected antenna is \( A^R_7 \), where newly generated clusters can be observed. In Fig. 8(b), the simulation time is the initial time, i.e., \( t = 0 \) s. By exploiting the developed method, cluster evolution is smooth and consistent as time and array evolve. In this case, adjacent time instants and antenna elements have similar observable cluster sets, and hence channel T-S consistency is embedded in the proposed IS-GBSM.
The measured CIR is processed to obtain the measured SCCF, which is compared with the simulated SCCF in Fig. 10. Furthermore, since the measurement scenario was a dominant rural, it can be regarded as a low VTD scenario. The simulated SCCF with channel consistency at low VTD fits well with measurement. Nonetheless, as the spatial correlation is underestimated by randomly characterizing the cluster array evolution, the simulated SCCF without channel consistency is lower than the measurement. Also, the simulated SCCF with high VTD is lower than the measurement. This is because that more vehicles, i.e., more dynamic clusters, around the transceiver lead to more propagation paths, larger channel spatial diversity, and smaller SCCF. As a result, by considering the effect of VTDs and capturing channel consistency, the proposed model can accurately reflect the reality.

To validate the existence of frequency selectivity in the channel measurement scenario [38] with the carrier frequency $f_c = 1.8$ GHz and bandwidth 15 MHz, the measured CIR is processed to obtain the measured FCF. From Fig. 11, it can be observed that the measured FCF depends on the frequency separation $\Delta f$, and exhibits fluctuations in the frequency domain, which validates the existence of frequency selectivity in the channel measurement scenario. This is because that the multipath effect is obvious in complex vehicular communication scenarios, where the channel coherence bandwidth is small. In this case, the channel can exhibit frequency selectivity within the measurement bandwidth. Furthermore, the measured and simulated FCFs are compared. The close agreement between the measured FCF and the simulated FCF at low VTD is achieved. However, the FCF at high VTD is lower than that at low VTD as the V2V channel is more complex at high VTD.

To further verify the accuracy of the developed IS-GBSM, the RT-based method is used. Since the RT-based method generates channel parameters according to the geometrical
optics and uniform theory of diffraction, the RT-based result is of high fidelity and is widely utilized to validate the accuracy of the proposed channel models [40], [41]. Specifically, a massive MIMO mmWave V2V communication scenario is constructed by the RT tool, i.e., Wireless InSite [39]. In Fig. 12(a), the propagation environment is depicted, where there are dynamic vehicles and static trees in the United States. In Fig. 12(b), the propagation environment is constructed by the RT tool, i.e., Wireless InSite [39]. In Fig. 12(a), the V2V communication scenario is constructed by the RT tool, i.e., Wireless InSite [39]. In Fig. 12(a), the propagation environment is depicted, where there are dynamic vehicles and static trees in the United States. In Fig. 12(b), the propagation environment is constructed by the RT tool, i.e., Wireless InSite [39]. In Fig. 12(a), the V2V communication scenario is constructed by the RT tool, i.e., Wireless InSite [39].

In the Wireless InSite simulation platform, the carrier frequency is set to $f_c = 28$ GHz with 2 GHz bandwidth for mimicking the high frequency and wide band in mmWave communications. The numbers of antenna elements are $M_T = M_R = 32$. The spacing of adjacent antennas is half wavelength.

The simulated and RT-based DPSDs are compared in Fig. 13. The propagation environment can be regarded as a rich SE with high VTD according to Fig. 12(b). The simulated DPSD under rich SE with channel consistency fits well with the RT-based DPSD. Nonetheless, when the birth-death process method used in [8], [17], [20] is exploited, the evolution of clusters is random rather than smooth, resulting in channel non-consistency. Under this condition, the DPSD distribution is flatter, attributed to more random and dispersed distribution of clusters in the environment. Also, compared to rich SE, the simulated DPSD under sparse SE has a steeper distribution. Consequently, the necessities of capturing channel consistency and rich/sparse SE are demonstrated and the proposed model can accurately reflect the reality.

VI. CONCLUSIONS

This paper has proposed a novel 3D 6G channel model for mmWave massive MIMO V2V channels, where the mixed-bouncing propagation, GR, V2V scenarios with different VTDs, and continuously arbitrary VMTs have been considered. A new method has been developed, which can simultaneously imitate S-T-F non-stationarity of V2V channels with T-S consistency. Key channel statistics have been derived. Simulation results have shown that S-T-F non-stationarity and T-S consistency have been captured. Compared to low VTD, channels in high VTD have flatter distribution of DPSD, smaller time stationary interval, and lower SCCF. Meanwhile, compared to rich SE, channels in sparse SE have higher TACF, steeper distribution of DPSD, higher FCF, larger time stationary interval, and higher SCCF. The comparison between simulation results and measurement/RT-based results has verified the accuracy of the proposed model. The comparison has demonstrated that the capturing of channel consistency, high/low VTD, and rich/sparse SE is indispensable. In the future, with the development of measurement equipment, the massive MIMO mmWave V2V channel measurement campaign needs to be carried out to further validate the proposed IS-GBSM.
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