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Indium, oh Indium, so rare and so fine,
In the world of materials, you’re one of a kind.

Your unique properties, they do entice,
But using you in ETEM, is not so nice.

In an electron microscope, you’re hard to place,
Your atoms so small, they’re hard to trace.

But with your presence, insight we can glean,
Into the nanoscale, where you’re often seen.

But oh, the struggle, it is oh so real,
To make you work, it takes a skilled hand and ideal.

Conditions so precise, it takes much care,
To get you ready, for the ETEM to be fair.

And even when ready, the process is tough,
The high energy beams, they can be rough.

But with patience and skill, and a bit of luck,
The data collected, is worth effort and muck.

So here’s to Indium, our struggles we share,
In the pursuit of knowledge, and the answers we bear.

You may be difficult, but oh so divine.
In the world of materials, you’re one of a kind.
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A doctoral thesis at a university in Sweden takes either the form of a single, cohesive re-
search study (monograph) or a summary of research papers (compilation thesis), which the
doctoral student has written alone or together with one or several other author(s).

In the latter case the thesis consists of two parts. An introductory text puts the research work
into context and summarizes the main points of the papers. Then, the research publications
themselves are reproduced, together with a description of the individual contributions of
the authors. The research papers may either have been already published or are manuscripts
at various stages (in press, submitted, or in draft).

QR-codes: This thesis contains a QR-code at the start of every chapter. They exist to give the reader
an idea of what in-situ nanowire growth looks like, so use your phone’s camera or a dedicated QR
reader to have a look! In order of appearance: QR 1: Nanowire growth with a tilted interface. QR
2: SI video 1 from Paper V, showing twin formation in GaAs. QR 3: Nanowire with defect at the
interface. QR 4: Controlled GaAs nanowire nucleation. QR 5: Growing InGaAs nanowire. QR
6: SI video 3 from Paper VI, showing multilayer growth in InGaAs. QR 7: Nanowire growth from
solid nanoparticle.

Cover illustration front: An illustration of an ETEM experiment. Nanowire growth is enabled
by the precursor molecules in the surrounding gaseous environment, which supply growth mater-
ials to the nanowire via the nanoparticle. At the same time, the nanowire is being probed by an
electron beam.

Cover illustration back: A poem about working with indium in the environmental transmission
electron microscope, generated by my colleague Azemina Kraina through ChatGPT.
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Popular summary in English

The basic concept that materials are constructed from tiny, “indivisible”, building blocks
was coined over 2000 years ago by Greek philosophers, where the word atom comes from
the Greek word for indivisible, atomos. Our understanding has increased dramatically over
the last few hundreds of years and we have succeeded in collecting, describing and grouping
over a hundred different atomic species in the periodic table of the elements. We also know
that atoms consists of protons, neutrons and electrons (which, in turn, consist of even
smaller building blocks), which describe the type of atom, and to some extent how it will
react with other atoms of different kinds. Millions of atoms join together in many cases to
create different types of objects and materials, where the materials of focus in this thesis are
crystals.

What is common between all crystals is that they, at the atomic level, have a clear periodic
structure, even if there of course can be random defects and faults. Some crystals only
consist of one kind of atom, like copper (Cu) or silicon (Si), that creates a specific three-
dimensional pattern, so called crystal structure, based on how the atoms arrange themselves.
Other crystals consist of two or more different atomic species, for examples table salt (so-
dium chloride, NaCl), where different atoms take specific positions in the crystal structure
so that the crystal becomes stable.

Observation of crystal growth is in essence not difficult to achieve, as long as you know
how to do it. There are, for example, crystal growth sets that can be bought in most toy
stores. In this case, one would start with a piece of crystal submerged in water and add a
powder that will dissolve, and over the next few days a crystal with nice facets will grow.
The process is illustrated to the left in Figure 1. Even if the growth is comparably fast, it
is likely too slow for us to perceive the changes by eye in real time. In order to observe
the growth in real time a higher resolution is needed, since then much finer details can be
seen. If one would break off a piece of crystal and place it in the powder solution in a light
microscope one would have an easier time following the crystal growth, as the resolution
and magnification would be increased compared to the bare eye. Despite this, one would
still not be able to see the tiniest changes in the crystal, where singular atoms move from
the liquid and attach to the solid crystal. In this case, more expensive and technologically
advanced toys are needed.

In my work, I have observed the growth of semiconductor crystals, that consist of the ele-
ments indium (In), gallium (Ga), arsenic (As) and antimony (Sb) in different combinations,
in real time at the atomic scale. For this I have used a transmission electron microscope, a
microscope that uses electrons instead of light to illuminate the crystals. The electrons have
a much shorter wavelength than light, which means that they can be used to image objects
with much better resolution, allowing the atoms to be revealed. One condition is that the
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sample has to be very thin, less than 100 nanometers. Electron microscopes are typically
used to image different types of materials and to determine properties such as crystal struc-
ture, shape and composition. Usually, the samples are then situated in a vacuum, very low
pressure, within the microscope and ideally they should not change while they are being
observed. What is special about the microscope I have used is that one can both heat the
samples and send in various gases, which means that the sample can be observed under real
conditions where chemical reactions can take place.

Just as the case with the crystal growth set, one has to supply material (the powder) to
grow the crystal. In my case, I send in a vapor of molecules that contain the atoms I want
to incorporate in my crystal, where the molecules decompose and release the atoms when
they reach the sample and are heated. The way my crystals grow is also a bit different. I
use the vapor-liquid-solid (VLS) method to grow the solid crystals, where the material is
delivered as a vapor and travels through a liquid nanoparticle. The resulting crystals are
rod-like, where the diameter is determined by the size of the nanoparticle which is typically
on the order of tens of nanometers, and they grow as long as one supplies growth materials.
This type of structure is often referred to as a nanowire, and the shape makes its properties
different than the same material in bulk form. The growth of nanowires in the microscope
is illustrated to the right in Figure 1.

By studying the growth of nanowires in-situ, during growth, we can learn how different
materials behave during growth and how we can affect them by changing vapor flow and
temperature. We can, for example, study how the shape and composition changes based on
the nanoparticle, and which conditions promote defect formation in the resulting crystal.
All of these aspects will be discussed in this thesis. Ultimately, this study will be of benefit to
other researchers that are trying to control crystal growth at the atomic scale, and the hope is
that this will contribute to the development of better components based on semiconductors
and nanowires.

Figure 1: English: Left: The growth of a crystal from a commercial crystal growth kit for children. Right: The growth of a
nanowire while it is being illuminated by an electron beam.
Svenska: Vänster: Växt av en kristall från kristallväxtkit för barn. Höger: En nanotråd som växer medan en elektron-
stråle träffar den.
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Populärvetenskaplig sammanfattning på svenska

Det grundläggande konceptet att material ska vara uppbyggda av väldigt små, “odelbara”,
byggstenar myntades för långt över 2000 år sedan av grekiska filosofer, där ordet atom
kommer från grekiskans ord för odelbar, atomos. Över de senaste få hundra åren har vår
förståelse ökat drastiskt, och vi har lyckats samla, beskriva och gruppera över hundra olika
atomslag i det periodiska systemet. Vi vet också att atomer består av protoner, neutroner
och elektroner (som i sin tur består av ännu mindre byggstenar), som beskriver vilken typ
av atom det är och till viss del hur den kommer att reagera med andra atomer av olika slag.
I många fall sitter miljontals atomer ihop för att bilda olika typer av objekt och material,
där kristaller är de material som står i centrum i den här avhandlingen.

Det som är gemensamt för alla kristaller är att de på atom-nivå har en tydlig periodisk
struktur, även om det kan förekomma slumpmässigt placerade orenheter och fel. Vissa
kristaller består bara av en typ av atomer, såsom koppar (Cu) eller kisel (Si), som bygger
upp ett specifikt 3-dimensionellt mönster, så kallad kristallstruktur, baserat på hur atomerna
arrangerar sig. Andra kristaller består av två eller fler olika atomslag, till exempel bordssalt
(NaCl), där olika atomer upptar specifika positioner i kristallstrukturen för att kristallen
ska bli stabil.

Att observera kristalltillväxt är egentligen inte så svårt, om man vet hur man ska göra. Till
exempel finns det kristallväxtkit att köpa i de flesta leksaksaffärer. Där börjar man med en
bit kristall i vatten, tillsätter ett pulver som löser sig, och över de närmsta dagarna växer
kristallen och bildar fina facetter. Processen är illustrerad till vänster i Figure 1. Även om
växten är förhållandesvis snabb, så är den troligen för långsam för att man ska kunna se för-
ändringar i realtid på storleksskalan man kan observera med ögat. Om man vill observera
kristalltillväxten i realtid så behövs det alltså högre upplösning, vilket betyder att man kan
se detaljer som är mycket mindre. Om man bryter av en bit kristall och lägger i pulverlös-
ningen under ett ljusmikroskop kommer man lättare kunna se och följa kristallens växt på
mycket närmre håll än vad man kunde tidigare. Trots detta kommer man fortfarande inte
se de absolut minsta förändringarna i kristallen, där enskilda atomer rör sig från vätskan
och sätter sig på den fasta kristallen. För detta behövs betydligt dyrare och mer tekniskt
avancerade leksaker.

I mitt arbete har jag observerat växten av halvledarkristaller, som består av ämnena indium
(In), gallium (Ga), arsenik (As) och antimon (Sb) i olika kombinationer, i realtid på den
atomära skalan. Till min hjälp har jag haft ett så kallat transmissionselektronmikroskop,
ett mikroskop som använder elektroner istället för ljus för att avbilda kristallerna. Elektro-
ner har en mycket mindre våglängd än ljus, vilket gör att man kan använda dem för att
avbilda föremål med mycket bättre upplösning, så att man kan se atomerna. Ett kriterium
är att provet måste vara väldigt tunnt, mindre än 100 nanometer. I vanliga fall används
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elektronmikroskop för att avbilda olika typer av material och ta reda på egenskaper såsom
kristallstruktur, form och komposition. Det genomgripande temat är att materialen då be-
finner sig i vakuum inne i mikroskopet, alltså väldigt låga tryck, och idealt inte ändrar sig
medan man tittar på dem. Det speciella med mikroskopet jag har använt är att man både
kan upphetta sina prover och skicka in olika gaser, så att man kan observera sina prover
under verkliga förhållanden där kemiska reaktioner kan äga rum.

Precis som i fallet med kristallväxtkitet, så måste man tillsätta material (pulvret i exemplet)
för att kunna växa sin kristall. I mitt fall skickar jag in molekyler i gasfas som innehåller de
atomer jag vill inkorporera i min kristall, som bryts ner och lämnar ifrån sig atomen när de
når provet och hettas upp. Sättet som mina kristaller växer på är också lite annorlunda. Jag
använder den så kallade vapor-liquid-solid (VLS) metoden för att växa kristallerna (solid),
där materialet kommer från gasfasen (vapor) och går via en flytande nanopartikel-droppe
(liquid). Detta resulterar i att kristallerna får en avlång form, där diametern bestäms av
droppens storlek, typiskt på skalan tiotals nanometer och växer så länge man skickar in
mer material. Den här typen av strukturer kallas ofta för nanotrådar och formen gör att
egenskaperna hos materialet blir annorlunda än när materialet är i bulkform. Växten av
nanotrådar i mikroskopet är illustrerad till höger i Figure 1.

Genom att studera växten av nanotrådarna in-situ, medan de växer, kan vi lära oss mycket
om hur olika material beter sig under växt och hur vi kan påverka dem genom att ändra
gasflöden och temperatur. Vi kan till exempel studera hur form och komposition ändras
baserat på nanopartikeln, och under vilka förhållanden vi bildar mer defekter i kristallen.
Alla dessa aspekter kommer att tas upp i denna avhandling. Förhoppningen är att detta
kommer vara till nytta för andra forskare som försöker kontrollera kristalltillväxt på den
atomära skalan, utan att själva kunna studera den så som jag har gjort, och att detta kommer
att bidra till att förbättra tillverkningen av komponenter baserade på halvledarmaterial och
nanotrådar.
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Chapter 1

Introduction

The field of materials science is vast, combining knowledge from many different fields of
science with the common goal of discovering, producing, analyzing, applying and com-
bining materials. A specific topic in materials science is the exploration of nanostructures,
where the small dimensions are of interest. The present text will focus on the growth and
analysis of a particular type of nanostructure, the nanowire.

A nanowire is, in essence, a tiny crystal with high aspect ratio, where the diameter is typically
on the order of tens of nanometers while the length can reach several microns. The specific
nanowires that will be discussed in this thesis are Au-seeded III-V semiconductor nanowires,
where the ‘III-V’ indicates that they consist of materials from group III and V of the periodic
table of elements. The Au nanoparticle is typically liquid during growth, and is used to
provide a preferential site for the nanowire to grow from. This gives the nanowires the
appearance shown in Figure 1.1. So why would one want to study these nanosized crystals?
To understand this, we will first discuss the properties of semiconductors.

One of the main characteristics of semiconductors is that they possess a band gap, an energy
gap in the band structure, which the electrons need to overcome to induce conductance.
This puts the electronic properties of semiconductors in between those of conductors (e.g.
metals), which do not have any band gap, and insulators (e.g. ceramics), which have a band
gap that is large and difficult to overcome. The relatively small bandgap of semiconductors
allows the excitation of electrons to a higher energy band, where conduction is possible,
with a high degree of control. It also allows electrons to relax to the original band, which
can result in the emission of electromagnetic radiation.¹

Due to its popularity as the main component in commercial solar cells, Si is likely the
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Figure 1.1: (a) An electron micrograph of a nanowire. (b) A schematic representation of the nanowire shown in (a), highlighting
the nanoparticle, the solid nanowire and the dimensions. Note that the dimensions are only typical and might vary
depending on how the nanowire was grown. In this case, the end of the nanowire is not depicted and extends
several hundred nanometers outside of the figure.

most well-known semiconductor. Si has many strengths: it is abundant, sufficiently good
at many things, and flexible in its properties. However, as will be discussed in more detail
later, III-V materials, among others, can perform better in most applications where Si is
used. An example of this is the computer chip industry, where Si has been replaced by
other materials in many cases, in order to create smaller, faster and more energy efficient
devices.²

The actual material is not the only aspect that matters when improving electronic devices.
When approaching the nanoscale, the ratio between surface and bulk of the different ma-
terials will start to impact the overall properties to a larger degree, and may degrade the
device performance. Morphology will then start to play a significant role, which is one
of the reasons research on nanowires is promising. By, for example, changing the archi-
tecture of common electronic devices, such as transistors, from two-dimensional to three-
dimensional, there is a possibility to achieve better control and to fit more computing power
per unit area. This is achieved by growing nanowire heterostructures, segments of differ-
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ent materials exhibiting specific properties along the nanowire axis, where each segment is
controlled in length, composition and crystallinity.³,⁴

A large part of working with nanowires is related to fine-tuning the growth parameters so
that such precise structures can be formed. In reality, the growth is plagued by a number of
challenges including non-uniform diameter growth (tapering), change of growth direction
(kinking), non-uniform length distributions and growth along the surface (creeping), all of
which takes fine-tuning to get rid of. However, these are all aspects that can be easily ob-
served with high statistical value directly after the growth, using quick and simple methods
such as scanning electron microscopy. When growing more complex nanowire structures
where, for example, heterostructures between different materials and compositionally pre-
cise ternary segments need to be formed, the investigation of the quality is more difficult.
Here, more advanced techniques such as transmission electron microscopy (TEM) need to
be utilized in order to unravel the outcome of the growth.

TEM has been heavily used to study a large range of different materials at the nanoscale,
due to the versatility of the technique. By using electrons to image samples, information
about crystallinity, crystal structure, composition, morphology, etc. can be found with
relative ease and the possibility of atomic resolution. For nanowires, TEM has been used
to determine such properties as the crystal phase purity, growth direction, axial and radial
heterostructure sharpness and compositional distribution, to name a few.⁵

TEM is a continuously evolving technique, and increasingly more in-situ solutions have
been made commercially available in recent times. In-situ is a broad term, which generally
encompasses the recording of any process as it happens, typically under some sort of external
input. The inputs can affect the environment of the sample, such as the temperature and
surrounding medium (gaseous or liquid), or they can affect the sample through other means
such as an electric bias or a probing laser beam. Sometimes, the former case is termed
environmental transmission electron microscopy (ETEM) in order to make a distinction,
and this is the type of setup that has been used for the work presented in this thesis. By
supplying heat and growth materials to Au nanoparticles situated within the microscope, I
have been able to observe the growth of nanowires under real, controllable, conditions.

The process of carefully adjusting growth parameters until the resulting nanowire structures
are ideal is something all experimental nanowire growers are familiar with, and eventually
the desired outcome is often achieved. However, even if the traditional way of growing
nanowires gives a recipe for how to get the desired result, they cannot precisely show why the
growth turned out the way it did. This highlights the strength of the in-situ investigations:
being able to observe the growth as it happens gives unique insight into the atomic-scale
processes that occur during the growth. By using techniques such as ETEM, the growth of
nanowires can be observed and recorded in real time at the atomic scale, and data such as
composition, growth rate, effect of material flows and temperature can be collected.
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1.1 Aim of this thesis

This thesis is meant to describe how and why in-situ observation of nanowire growth is inter-
esting, beneficial and important for expanding our understanding of the nanowire growth
phenomenon. Chapter 2 is dedicated to the fundamental understanding of nanowires and
how they grow. In Chapter 3, TEM is introduced, and we will compare traditional setups
to the ETEM setup used throughout the work presented here. Methods and techniques
we use to grow our nanowires in-situ, but also methods to analyze the resulting data, are
discussed in Chapter 4. In Chapter 5, the influence the nanoparticle has on the nanowire
in terms of morphology and composition is discussed, and results from Paper I, II and III
are shown. In Chapter 6 the topic is layer growth dynamics in nanowires, where Paper IV,
V and VI make the basis for the discussion.
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Chapter 2

Semiconductor nanowires

In this chapter, we will discuss what nanowires are, what they are made of, and some ex-
amples of their intended usage. We will then move towards explaining the general principles
of their growth from both an experimental and a theoretical point of view. The concept of
combining different materials within the nanowire, creating ternary materials and hetero-
structures, will also be introduced.

2.1 Materials, properties and applications

In this section, III-V semiconductors will be discussed briefly, and their properties will be
compared to those of Si. This will then be used to introduce applications of these materials.
In the second half I will discuss the nanowire morphology and the properties of nanowires
further, pointing out some benefits of growing III-V materials in this shape rather than as
thin films.

2.1.1 A brief discussion on III-V semiconductor properties

As should be evident by now, the semiconductor materials within the nanowires that are
the focus of this thesis are commonly referred to as III-V semiconductors. This is because
their atomic lattice consists of pairs of elements from group III and V in the periodic table,
forming stoichiometric compounds with a 1:1 ratio between the two groups. In that sense,
the most basic III-V semiconductors consist of one element from each group, forming
a binary compound, e.g. gallium arsenide (GaAs) or indium antimonide (InSb). These
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Table 2.1: Some basic bulk parameters of Si and a few III-V semiconductors. a0 is the lattice parameter in the cubic crystal
structure presented and Eg is the bandgap energy. All values are found in reference [ 6].

Semiconductor Crystal
structure a0 [Å] Eg [eV] Bandgap type Electron Mobility

[cm2V−1s−1]
Hole Mobility
[cm2V−1s−1]

Si Diamond 5.431 1.12 Indirect 1400 450
GaAs Zincblende 5.653 1.424 Direct 8500 400
InAs Zincblende 6.058 0.354 Direct 40000 500
GaSb Zincblende 6.096 0.726 Direct 3000 1000

binary compounds vary in their semiconducting properties, and a summary of some of
these properties can be seen in Table 2.1, where they are presented in relation to those of
Si. From Table 2.1 it can for example be seen that the III-V semiconductors presented all
exhibit direct bandgaps, which means that, compared to Si, they are more suitable for light-
emitting applications.² The magnitude of the bandgap relates to what energy photons can
be absorbed or emitted by the semiconductor, and the electron and hole mobilites relate to
the conducting capabilities of the semiconductor.

One way to tailor the properties of semiconductors is by incorporating trace amounts of ele-
ments from group II, IV or VI into the lattice, so called doping. The dopants will improve
the conductance of the semiconductor by either contributing more holes or electrons that
can be used as charge carriers, depending on the type of dopant added.⁷ Another way to
influence the properties is to exchange parts of the group III or V elements with other ele-
ments from the same group, forming ternary (e.g. indium gallium arsenide, InxGa1−xAs)
or quarternary (e.g. aluminum gallium arsenide antimonide AlxGa1−xAsySb1−y) com-
pounds.*⁸,⁹,¹⁰ This way, the properties of the semiconductor can be tailored beyond the
properties of the pure binaries to fit exactly with the desired device application. The result-
ing properties will in most cases be a non-linear combination of the properties of the binary
compounds. One property that to a good approximation changes linearly with composi-
tion is the lattice parameter, a0, based on Vegard’s law, shown in Equation 2.1.⁷

aAxB1−x = xaA + (1 − x)aB (2.1)

In Equation 2.1, the lattice parameter of the compound, aAxB1−x , varies based on the com-
positional relationship, x, between the lattice parameter of its constituents, aA and aB. Ad-
justing the lattice parameter of a semiconductor by instead growing a ternary compound
can be used when forming semiconductor heterostructures. Heterostructure formation is
the formation of a stacked structure of different semiconductors on top of each other, and
is essential in the construction of advanced devices.¹¹,¹²,¹³ By lattice-matching the semi-
conductors to each other, essentially making the lattice parameters more similar, there is

*In these compounds, x and y are used to denote the composition. When no specific composition is
discussed, they are often omitted for clarity.
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a higher chance of achieving a heterostructure with good electronic properties.¹⁴ This is
because lattice mismatch is a common source of strain in the material and can eventually
lead to the formation of defects that degrade the properties.¹⁵

Today, III-V semiconductors are already used in a wide range of applications such as integ-
rated circuits, transistors, light-emitting diodes, lasers and high efficiency solar cells.² Their
popularity in such a vast range of applications stems from the flexibility in their properties
and performance. However, there are some limitations to the traditional thin film struc-
ture of semiconductor devices that lead to the exploration of the nanowire morphology for
these materials. This will be the focus of the next section.

2.1.2 Properties and applications of nanowires

As was already mentioned in Chapter 1, nanowires are, in essence, nanostructures that
are confined in two dimensions while elongated in the third. Typically, the diameters of
nanowires are less than 100 nanometers, while the lengths can be several microns. When di-
mensions are decreased to such an extent that they become similar to the electron wavelength
in the material, a quantum confinement effect arises, which affects the available energy
levels for the electrons and therefore also the optical and electronic properties.¹⁶ Nanowires
are therefore often referred to as electronically one-dimensional materials. The small cross-
section of nanowires also provides a strain-accommodating effect, where, if the area between
two moderately lattice-mismatched materials is sufficiently small, the interface will be strained
but often dislocation free.¹⁷ This makes nanowires ideal materials for constructing hetero-
structures, as the electronic and optical properties will not be deteriorated by dislocations.
The strain-accommodating properties have also allowed researchers to form short, axial seg-
ments of different materials with different band gaps in the nanowire structure, which can
act as quantum dots, for example.¹³,¹⁶

In Table 2.1, it can be seen that all the listed III-V materials exhibit the zincblende (ZB)
crystal structure, when in bulk form. ZB is the stable crystal structure for most of the
bulk III-V semiconductors at ambient conditions, with the exception of the nitrides, e.g.
gallium nitride (GaN), where the stable crystal structure is wurtzite (WZ). In the nanowire
morphology, however, many of the III-V materials can be grown in the metastable WZ
crystal structure instead.¹⁸,¹⁹ For any of the III-V materials, the difference in the resulting
properties of the two different crystal structures is significant, giving more flexibility in the
choice of materials when growing nanowire-based structures.²⁰

Many researchers grow nanowires with the goal of constructing a III-V semiconductor
nanowire based device. The nanowire morphology allows for the construction of smaller
or otherwise architecturally different devices in application where traditionally grown III-Vs
already are in use. A few examples include: nanowire transistors,³,⁴,²¹ light generation,²²,²³

7



light harvesting nanowire solar cells,¹¹,²⁴ chemical and biological sensors²⁵ or for demon-
stration of exotic quantum phenomena (e.g. the majorana fermion).²⁶,²⁷ Many of these
devices require careful design, where atomic precision within the structure is needed, and a
combination of the control of crystal structure, composition in ternary regions, sharpness
of heterostructures and integration to other materials will determine the final device per-
formance. For example, in tandem solar cells, different segments of III-V materials with
different bandgaps are required to be able to collect a larger range of the solar spectrum, and
all of these should be joined at atomically sharp heterostructures to ensure the proper func-
tionality.¹¹,²⁴ Similarly, several materials with different bandgaps are combined to create
complex and highly efficient transistor designs.²⁸ To achieve such delicate device structure,
the nanowires have to be grown using a growth method that provides sufficient control.
Simultaneously, for the nanowire growth to be viable for application, there should also be
significant throughput in terms of nanowires produced.²⁹ A discussion of different growth
methods available will be the focus of the next section.

2.2 Growth methods

There are several methods of forming nanostructures with the nanowire morphology, but
generally they can all be classified as either top-down or bottom-up synthesis methods. Top-
down methods of forming nanowires involve the construction of a bulk piece of the material
you would like to form nanowires of, and then selectively removing material until you
are left with only the nanowires. While top-down approaches show strengths in position
control and final nanostructure dimensions, they are also costly, as the process involves
the production of a bulk sample with a thickness determined by the requirements from
the final application. A lot of thought will also have to be spent on the etching method
employed, so that it is selective, anisotropic and does not degrade the properties of the final
nanowires. Finally, as discussed previously, III-V materials in bulk form are more limited
in crystal structure and material combinations that do not produce dislocations at their
heterostructures.³⁰

Bottom-up approaches instead rely on different approaches to selectively grow nanostruc-
tures in the nanowire shape from the start, from a substrate. Bottom-up formation of
nanowires encompasses several techniques with different advantages and disadvantages de-
pending on the procedure, where many of the techniques useful for III-V nanowires are
based on epitaxial matching with crystalline substrates. In epitaxy, there is a choice between
using the same material as the intended nanowire growth (homoepitaxy) or a different ma-
terial (heteroepitaxy), which will have implications on the epitaxial matching, resulting
growth direction and cost.⁷,³¹ In order to guide the growth so that the nanowire structure
is achieved instead of a pure surface growth mode, an accumulating medium is used. Ex-
amples include masking the surface so that growth is concentrated in periodically placed
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openings (so called selective area growth, SAG),³² or using seed particles as accumulation
and nucleation spots.³³ Seed particles can also either be placed periodically or randomly,
depending on if an ordered array of nanowires is desired.³⁴

In order to achieve growth of nanowires, material has to be supplied. The two most com-
mon methods are molecular beam epitaxy (MBE) and metal-organic vapor phase epitaxy
(MOVPE), where MBE utilizes beams of atomic sources to deliver growth material, while
MOVPE utilizes metal-organic and hydride precursor sources.⁷ A more general term that
encompasses MOVPE is metal-organic chemical vapor deposition (MOCVD), where the
growth is not necessarily epitaxial, which is the case if the nanowires are grown in the vapor
(aerotaxy)³⁵ or on amorphous substrates (e.g. the type of growth that stands as the basis for
this thesis). In this thesis, the method employed to grow the nanowires is particle-assisted
MOCVD, and as such that is the growth method that will be considered from now on.

2.2.1 MOCVD

MOCVD has for a long time been a standard technique for growing III-V semiconductors
and other materials.³⁶ One of its main advantages over MBE is its high throughput, making
it more viable for industry. The main parts of an MOCVD setup include a system for
supplying gases and a reactor chamber wherein the growth will take place. The gas supplied
depends on the intended growth, but in the case of III-V semiconductor nanowires, as
mentioned earlier, the precursors are usually metal-organics and/or hydrides. Metal-organic
sources consist of a metallic atomic species, which is bound to several organic ligands, as
exemplified by tri methyl gallium (TMGa) in Figure 2.1 (a). Hydrides instead consist of an
atomic species of interest bound by three H atoms, as exemplified by arsine, AsH3, in Figure
2.1 (a). The metal-organic sources are stored in containers called bubblers, in the form of
liquids or solid powders, and a carrier gas, commonly H2, is used in order to vaporize and
transport them to the reaction chamber. Hydrides, on the other hand, do not need to be
carried with a carrier gas since they are stored in gaseous form. Conventional MOCVD
operates at a high background pressure of H2, ensuring few fluctuations and good stability
of the growth environment within the chamber. A schematic of a typical MOCVD setup
is shown in Figure 2.1 (b).

In the reaction chamber, the substrate is typically placed on a susceptor capable of heating
the substrate. This enables the pyrolysis† of the precursors, so that they may release the
atomic species of interest, and temperatures of several hundreds of degrees centigrade are
needed for this process to be efficient. The elevated temperature also allows the atomic spe-
cies to attain some degree of diffusion on the substrate, which is necessary if the pyrolysis
happens far away from any nanoparticle. Although the nanoparticles act as collection sites

†Often referred to as “cracking”.
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Figure 2.1: (a) A schematic representation of typical metal-organic (TMGa) and hydride sources (AsH3), and their constituents.
(b) A schematic of a typical MOCVD setup. The metal-organics are stored in bubblers, while the hydrides and H2
are stored in gas-cylinders. In the reaction chamber, the sample (dark gray) is situated on a heated susceptor. The
precursors and H2 arrive at a showerhead from which the gas is supplied into the chamber. A vent line removes
excess material and unwanted reaction products from the chamber. (c)-(e) the vapor-liquid-solid nanowire growth
process, where (c) shows a solid nanoparticle on a substrate. In (d) the substrate is heated and precursors are
supplied, allowing the nanoparticle to alloy with the growth species and become liquid. In (e) the epitaxial nanowire
has formed, starting from the interface between the nanoparticle and the substrate.

for the supplied growth material during nanowire growth, there is often a certain degree of
solidification directly onto the substrate, which will be a competing process and depends
on the growth conditions. The temperature will also affect the phase of the nanoparticle,
where it has been shown that having the nanoparticle in the liquid state is often beneficial.
This sort of growth is referred to as vapor-liquid-solid (VLS) growth of nanowires and is
detailed in Figure 2.1 (c)-(e). VLS, compared to vapor-solid-solid (VSS) where the nano-
particle is in a solid state, often proceeds faster and gives a more controlled growth.³⁷ For
epitaxial, crystalline substrates, the nanoparticle also typically alloys slightly with the sub-
strate, leading to an increased preference for the resulting nanowire to grow in the vertical
direction.
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When supplying the growth material into the chamber, the controlled flow of the individual
precursors are typically set by mass flow controllers (MFC). A flow into a chamber may
not accurately translate between different setups, since the material delivery to the actual
substrate depends on the chamber geometry. It is therefore beneficial to instead measure
the internal pressure in the chamber and report the supplied material as partial pressures
instead. That being said, growth conditions are not typically directly translatable between
different setups, although general trends in the resulting growth can be comparable. When
performing a study of the growth conditions, a good way to ensure that the properties
studied can be presented on a common axis is to use the V/III ratio, the ratio between the
amount of group V and group III precursor, when reporting the data. As the amount of
group V element supplied is often much larger than the amount of group III element (up to
several thousands of times more), but can also be on a similar level, this gives a scale for the
ratio without having to report the pressures separately. This can be especially convenient
when performing growth series, where the flow of either precursor is held constant. Such
V/III ratios will be frequently used later in this thesis.

Now that we have some idea about what to do experimentally to get the nanowires growing,
it is time to have a look at the theoretical considerations of nanowire growth, starting with
the concept of nucleation.

2.3 Basics of nucleation

The concept of equilibrium is something encountered on a daily basis, whether consciously
or not. A pendulum set in motion will eventually stop and rest in a position straight
down from its anchor point. In this case, the surrounding forces acting on the pendulum
will eventually cause it to lose the momentum that it was given at the beginning of the
experiment. However, if we continually push on the pendulum, we can force it to keep on
swinging in its effort to reach the equilibrium state. Crystal growth is not so different in this
regard. In order to facilitate the growth of a crystal from a liquid or vapor phase, we have to
push the system out of equilibrium and make sure that the system can minimize its internal
energy by forming a solid crystalline phase. In nanowire growth, we continually supply
growth material (similarly to continuously pushing the pendulum) to the vapor phase in
order to force the growth of the solid nanowire (keeping the pendulum in motion). The
idea of constantly supplying material so that the nanowire continues growing at a stable
rate is commonly referred to as steady-state growth, as will be discussed later. Instead of
pushing with a physical force (as in the pendulum example), we here push on the system
with a thermodynamic driving force, which will be the main concept of this section.
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2.3.1 Thermodynamic background

In a simplified way, the concept of equilibrium of a system can be thought of as a state in
which the free energy of the system is at a minimum. The system as a whole will contain a
certain number of chemically active species, often referred to as components, which can be
present in a certain number of different phases. Taking a simplified version of the growth
of a Au seeded GaAs nanowire as an example, there would be four components (Ga, As,
Au and GaAs) that are present to various degrees in three phases (vapor, liquid and solid).
Each component that exists in each phase is contributing to the total energy of the system,
depending on their concentration and the temperature. When growing nanowires, the
energy of the system is often expressed using Gibbs free energy, G, which describes the free
energy of the system at constant pressure and temperature.‡ The total Gibbs free energy
of a system is found by adding all the contributions from the components in all the phases
presented above. However, the absolute value of G is not of practical use, it is rather the
change in G, or ∆G, that arises when e.g. components are transferred between the different
phases that determines the way the driving force will push the system, as will be further
discussed throughout this section.³⁸

Associated with each component i in each phase is a chemical potential, μi, defined as the
derivative of G with respect to the amount of the component, ni, at constant temperature,
pressure and amount of other components, according to Equation 2.2.

μi ≡
(
δG
δni

) ∣∣∣
T,P,nj ̸=i

(2.2)

The chemical potentials can be used to calculate a chemical potential difference, ∆μ, which
corresponds to a driving force for material to move between phases, as shown in Equation
2.3.

∆μα→β
i = μαi − μβi (2.3)

If Equation 2.3 results in a positive value, there is a driving force for component i to move
from phase α to phase β. In the case of nanowire growth, where the nanowire consists of
binary pairs of group III and V elements, the equation of the driving force for solidifica-
tion has to involve the chemical potential of both elements in the liquid as compared to
the chemical potential of the solidified atomic pair, shown for the formation of InAs in
Equation 2.4.

‡This is of course a simplification, although very useful when describing chemical reactions.
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∆μl→s
InAs = μlIn + μlAs − μsInAs (2.4)

The chemical potential difference in Equation 2.4 we here define as the supersaturation of In
and As in the liquid phase, as compared to solidified InAs. The concept of supersaturation
can give a direct indication whether or not there is a driving force for solidification from
the liquid phase, and will frequently be referred to in the later chapters.

The contribution to the total Gibbs free energy for stoichiometric solid phases can be readily
computed based on temperature alone, where the parameters necessary for the computation
can be found in tables for empirically determined thermodynamic data.³⁹ For liquids, gases
and other non-stoichiometric phases, finding the contribution to Gibbs free energy of an
element in the phase becomes more complex, as the mixing of species is associated with
additional energy terms. As the number of components increases in a phase, higher order
interaction parameters can be considered for a more complete expression of the free energy.§

2.3.2 Classical nucleation theory

In this section we will discuss the formation of a stable nucleus from the perspective of
classical nucleation theory.⁷,⁴⁰ In order for nucleation to occur, there needs to exist a phase
that is supersaturated with material. The first case we will be discussing is that of an isolated
vapor, where the nucleus will be a liquid droplet.

If a supersaturation between the vapor phase with respect to the liquid phase is assumed,
there is a thermodynamic driving force to nucleate a liquid droplet. However, forming
a droplet also involves the creation of an interface between the liquid and solid phase.
Therefore, there will be two factors contributing to the change in Gibbs free energy during
nucleation, shown in Equation 2.5.

∆G = ∆GV + ∆GS (2.5)

In Equation 2.5, the first term refers to the volume contribution of the nucleus, while the
second term is related to the surface of the nucleus. Since the vapor is supersaturated,
forming the bulk of the nucleus will involve a decrease of Gibbs free energy, meaning that
∆GV will be negative. However, the formation of any surface always leads to an increase in
energy, due to the abrupt change in environment the atoms at the surface experience. As
objects become smaller, their surface to volume ratio increases, which means that for a very
small nucleus the surface term can dominate and make it more favorable for the nucleus to
dissociate again. Eventually, if a nucleus manages to grow large enough, the volume term

§That is, if they can be found in literature, which is not always possible.
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will start to dominate, and growing the nucleus will be favorable. For the simplest case of
a spherical droplet formed in a vapor with no surfaces present, as shown in Figure 2.2 (a)
and (b), the equation for Gibbs free energy looks like this:

∆G(r) = ∆GV + ∆GS = −4πr 3

3
∆μ
ΩL

+ 4πr 2γ (2.6)

Since the formation of a spherical nucleus is considered in Equation 2.6, ∆G is given as a
function of the radius of the sphere, r. In the first term, which represents the reduction in
Gibbs free energy upon forming the volume part of the nucleus, we also find the supersat-
uration, ∆μ, and the volume of the monomers that the nucleus consists of, ΩL.¶ Dividing
by ΩL results in a final expression in number of monomers, that is then multiplied by the
supersaturation (which is expressed in chemical potential difference per monomer in va-
por versus liquid, in this case). The second term in Equation 2.6 represents the increase
in Gibbs free energy resulting from the formation of the surface of the nucleus, which in
this case consists of the standard expression for the surface area of a sphere multiplied by
the surface energy (or more commonly named the surface tension for liquids), γ, expressed
in energy per unit area. As the radius increases, both terms increase in magnitude. The
important difference is that for a very small nucleus, the surface area to volume ratio will
be large, which results in a positive Gibbs free energy for forming the cluster. Therefore,
a sufficiently large cluster needs to form for it to be stable, and at this point the contin-
ued growth of the nucleus will be favorable. The critical point where the trend changes,
i.e. where the derivative of Gibbs energy is equal to 0 with regards to further addition of
monomers, indicates the smallest stable cluster size for the system. In the case of a spher-
ical cluster, this is easiest expressed as a critical radius, r∗, as denoted in Figure 2.2 (c),
where a typical curve of ∆G and the contribution from both the terms in Equation 2.6 are
drawn. Beyond this size, further additions stabilize the cluster and the system can lower its
free energy by growing the nucleus. The simple example shown in Figure 2.2 (c) assumes
a constant supersaturation as the nucleus grows, which is a simplification. In reality, the
supersaturation would change constantly as material is being transferred to the growing
liquid phase (a change that is negligible if the volume of the vapor phase is large).

We can increase the complexity of the nucleation by introducing a substrate surface that is
also present in the vapor, as shown in Figure 2.3 (a). A surface present in a supersaturated
ambient phase will often act as a preferential site for nucleation, since the surface can act
to minimize the energy barrier for nucleation. Nucleation on a substrate involves both the
formation of an interface to the vapor phase, but also the formation of an interface between
the nucleus and the substrate. At the same time, the already existing interface between the
vapor and the substrate is diminished, which is a negative energy contribution to Gibbs free
energy. For an isotropic nucleus, the surface energies of the different interfaces are related

¶The “monomer” in the case of nanowire growth would be an elemental III-V pair, such as a GaAs pair.
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Figure 2.2: (a) Schematic illustration of an infinite vapor phase without walls or borders (you might have to use your imagination
for this one). (b) A liquid nucleus with radius r has formed in the supersaturated infinite vapor phase. (c) A schematic
representation of the difference in Gibbs free energy as a function of radius, along with the volume associated term
and the surface associated term. The critical radius for stable growth, r∗ is marked in the graph.

through the Young equation, where the forces resulting from the surface energies give the
nucleus a specific shape:

γsv = γns + γnvcosθ (2.7)

In Equation 2.7 the surface energies, γ, of the different interfaces (n = nucleus, s = substrate,
v = vapor) are related through the wetting angle, θ of the nucleus. Depending on the surface
energy balance presented in Equation 2.7 the nucleus will be wetting (wanting to maximize
the interface to the substrate, θ is small) or non-wetting (wanting to maximize the interface
to the vapor phase, θ is large). Examples of how the surface energies affect the wetting
angle, and therefore the droplet shape, are schematically shown in Figure 2.4.

The total Gibbs free energy for forming an isotropic nucleus at the substrate, based on
Equation 2.5, becomes:
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(a) (b) (c)

Figure 2.3: (a) A supersaturated vapor phase, now with a substrate surface present. (b) An isotropic nucleus has formed at the
substrate-vapor interface. (c) An anisotropic nucleus has formed at the substrate-vapor interface.

∆G = V
∆μ
Ω

+ Anvγnv + Asvγsv + Ansγns (2.8)

In Equation 2.8, similarly to Equations 2.5 and 2.6 the first term is related to the formation
of the volume of the nucleus and the rest of the terms are related to the creation and removal
of the different surfaces. The formation of the bulk and removal of part of the substrate-
vapor interface contribute to a lowering of Gibbs free energy.

γnv

γsvγns
θ

γnv

γsvγns θ

γnv

γsvγns
θ

Figure 2.4: Schematic representation of nuclei with increasing wetting angle from left to right.

When a solid material nucleates it will eventually develop facets, as shown in Figure 2.3
(c). Higher energy surfaces tend to grow faster, which in bulk results in the formation of an
equilibrium shape. Although the concept of a smallest amount of atoms that can be said
to form a facet is an interesting discussion point in itself, it can sometimes be beneficial to
assume that the nucleus has an unchanging faceted shape during its expansion. By further
generalizing Equation 2.8 to make it more look like the simple expression for Gibbs free
energy presented in Equation 2.5, we can express the formation of a nucleus with different
facets, that may have different surface energies associated with them:

∆G =
V
Ω

∆μ +
∑
j

Ajγj (2.9)
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In Equation 2.9 we keep the volume term from Equation 2.8, but lump all the formed or
removed surfaces together into one sum term. This takes into account all different facets
and interfaces that are formed during the nucleation.

2.3.3 Kinetics

While the thermodynamics outlined throughout this chapter gives the framework that can
be used to determine which phase is the most stable and where material needs to go to
minimize the energy of a system, it does not fully explain the rates of the processes involved.
For this it is necessary to consider the kinetics of the system, which can be used to identify
rates of processes such as chemical reactions or atomic attachments. Precursor pyrolysis,
adatom diffusion, arrival (evaporation) of atoms to (from) the nanoparticle, nucleation and
atomic attachment to a nucleus are all processes relevant to nanowire growth that can be
described using rates. In many cases, kinetics and thermodynamics are used in tandem to
give a more complete picture of the nanowire growth, as will be discussed in more detail in
Chapter 5 and 6.

2.4 Nucleation and growth of nanowires

In this section, the concepts outlined in the previous section will be used to describe the
nucleation and continued growth of semiconductor nanowires. The VLS growth, first de-
scribed by Wagner and Ellis,⁴¹ and introduced earlier, will form the basis of the discussion.
The differences between the formation of the initial nucleus, and the continuous growth
found after the nanowire and nanoparticle have stabilized, will be discussed. Finally, the
growth dynamics and crystal structures of nanowires will be described in more detail. First,
however, the seed particle must be considered.

2.4.1 A few notes on the seed particle

Nanowire growth from seed particles is a popular and relatively easy method, used since
the research on nanowires began to accelerate.⁴² Nanoparticles provide a preferential site
for nucleation, if the growth conditions are favorable, which promotes axial growth. Au
seed nanoparticles are, for example, by far the most popular nanoparticles to use, since the
noble Au does not get incorporated into the solid III-Vs to any large extent, and the growth
is in general simple compared to the alternatives.⁴³,⁴⁴ However, Au is avoided in the Si
industry, since it creates deep level traps in the bandgap of Si, deteriorating its properties.⁴⁵,
⁴⁶ Nonetheless, for studying the growth processes, it works very well, and that is why Au
has been used as seed particle for all the studies included in this thesis.
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A common trend for Au-seeded nanowire growth is that the group V elements alloy to
a very low extent, while the group III elements alloy readily with the seed particle. A
combination of ex-situ studies of nanowires post-growth, solubility calculations, and growth
models, have shown that As and P alloy in quantities less than 1 at.%, Sb alloys in slightly
higher amounts (<5 at.%), while Ga and In alloy by tens of at.% in Au, during growth.⁴⁷,⁴⁸
However, in-situ experiments provide the possibility of measuring the composition of the
nanoparticle directly during growth, giving a method to confirm these predictions.⁴⁹ This
will be discussed later on in the thesis.

2.4.2 Forming the initial nucleus

Before nucleation, the nanowire growth system consists of a liquid nanoparticle resting on
a substrate surrounded by an ambient vapor, as shown schematically in Figure 2.5 (a). This
means that before nucleation we already have three different phases of material present in
the system. In order for growth material to be dissolved into the nanoparticle, there needs
to be a supersaturation between the vapor phase and the liquid phase, creating a driving
force for the material to be accumulated by the nanoparticles. At the same time, there
should not be a driving force for forming solid islands straight onto the substrate, since
then surface growth would be favored.⁵⁰ When material is sufficiently dissolved into the
nanoparticle, there will be a supersaturation** with respect to forming the solid material,
and a nucleus will eventually form as shown in Figure 2.5 (b). The nucleus will then ideally
grow to cover the entire interface between the nanoparticle and the substrate, see Figure
2.5 (c), eventually lifting the nanoparticle to initiate the formation of a vertically aligned
nanowire structure, Figure 2.5 (d).

The situation described in Figure 2.5 (a) and (b) is vastly simplified for a number of reasons.
For one, if the nanowire growth is carried out through conventional, epitaxial, MOCVD
there is usually an annealing step included before the growth is initiated, in order to improve
the yield of vertically aligned nanowires and to remove surface contaminants.⁵¹ During this
step, the system will be elevated to high temperatures, leading to some degree of alloying
between the nanoparticle and the substrate.⁵² This is especially common if the nanowire
to be grown consists of the same materials as the substrate. The alloying with the substrate
will create an etch-pit, which can help in promoting the growth in the vertical direction.⁵³
If instead the nanowire is grown on an amorphous substrate, as is the case for the nanowires
grown in this thesis, an annealing step is not necessary, since the nanoparticle is not dissolv-
ing the substrate. The wetting of the nanoparticle in this case is also less than for epitaxial
growth, and there seems to be less prevalence for the resulting nanowire structure to form

**When discussing nanowire growth, the reader will realize that the nanoparticle is often referred to as being
supersaturated with respect to the solid, which is a sloppy, but convenient, way of saying that the there is a
supersaturation between the relevant dissolved species in the liquid nanoparticle, as compared to the compound
they form in the solid.
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Figure 2.5: (a) A liquid seed particle residing on a substrate surface. (b) A nucleus has formedwithin the droplet, at the substrate-
droplet interface. (c) The nucleus has grown to cover the whole interface. (d) The nanowire has started to grow
vertically from the surface.

an interface to the substrate. The formation of an initial nucleus on an amorphous substrate
involves rapid growth of material while the nanoparticle decides which facets to wet based
on relations similar to those presented in Equation 2.7.⁵⁴ The nucleation of nanowires on
amorphous silicon nitride (SiNx) will be further discussed in a Chapter 4.

2.4.3 Layer growth dynamics

After nucleation and the subsequent stabilization of the system, axial growth of the nanowire
ideally commences. Early theoretical models predicted that stable nanowire growth pro-
ceeds through a layer-by-layer growth process, where bilayers of the group III and V ele-
ments form at the interface between the nanoparticle and nanowire.⁵⁵ This process would
then occur through atomic attachment of one bilayer at a time, with only one active nuc-
leus at any time. The “flatness” of the nucleus (a singular bilayer of III-V pairs) has to
do with the wetting of the “substrate” (the nanowire), promoting a small wetting angle
according to the Young equation shown earlier in Equation 2.7. For the lack of polynuc-
leation, the argument is that the limited volume of the nanoparticle and low solubility of
the group V elements make the supersaturation change drastically during the nucleation
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event.⁵⁶ Simultaneously, the newly formed nucleus will act as a preferential site for con-
tinued attachment, further depleting the nanoparticle. As a result, the nanoparticle is not
sufficiently supersaturated with respect to the solid phase to overcome the nucleation bar-
rier once a stable nucleus has formed, and only one nucleus is therefore present at a time.⁵⁷
The supersaturation will also dictate the growth of the formed nucleus as it expands as a
layer across the liquid-solid interface, where continued supply of growth material might be
needed in order for the layer to finish and completely cover the interface.

After a layer has grown to completion, the nanoparticle is in a depleted state, and must
acquire more material in order to increase its supersaturation again. Eventually, a new nuc-
leus will form and the cycle repeats. This cyclic process has been confirmed to be the mode
in which several common III-V nanowire materials grow, through in-situ TEM investiga-
tions (more on that in Chapter 6).⁵⁸ In these investigations, the time from nucleation to
layer completion is often termed the step-flow (or step-propagation or layer completion)
time, while the time the nanoparticle spends collecting material after a layer is completed is
called the incubation time. This process is shown schematically in Figure 2.6, going from
nucleation, (a), to layer-propagation, (a)-(d), and finally incubation, (d) back to (a).

Step-flow Incubation Active layer

(c)

(d)

(a) (b)

Figure 2.6: The layer-by-layer growth dynamics detailed schematically, and shown for the individual processes step-flow and
incubation. (a) The nanowire, where a nucleus has just formed at the interface between nanoparticle and nanowire.
(b)-(d) The nucleus is spreading to eventually cover the entire interface between nanoparticle and nanowire. From
the nucleation event in (a) to the layer completion in (d) the layer proceeds during what is called the step-flow. After
the layer has covered the whole interface, incubation starts, where there is a delay before the next nucleation occurs,
and the cycle repeats.

As long as the nanowire continues to grow in the same crystal structure and the same direc-
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tion, the nucleation of the individual layers will be straightforward. Since the nucleus and
the rest of the nanowire consists of the same material, there is no surface energy between
the nucleus and “substrate”. Hence, the nuclei will form and spread across the interface
between nanoparticle and nanowire at a more or less steady rate for steady growth condi-
tions. This type of growth is often termed “steady-state” since we continuously push the
system out of equilibrium conditions by supplying more material, causing the system to
solidify material as a means of again reducing its energy, towards equilibrium. By keeping
a steady material supply through the vapor, which leads to a steady material solidification,
this enables the steady-state growth away from equilibrium.⁵⁰ Later, we will discuss what
can happen when the surrounding growth conditions are changed, and how the system
finds its way back to steady-state growth.

2.4.4 Crystal structures

As mentioned earlier, the most stable crystal structure at ambient conditions for the III-V
materials that are the focus of this thesis is the ZB crystal structure. However, GaAs and
indium arsenide (InAs) are examples of III-V materials that can also be grown in the WZ
crystal structure, when the crystals are grown in the nanowire shape.⁵⁹,⁶⁰ Theoretical models
have proposed that the energy of formation for the two crystal structures is sufficiently
similar, and that the supersaturation between the dissolved species in the nanoparticle and
the solid material can affect which polytype forms.⁶¹ Typically, there are clear trends in the
formation of either polytype based on the growth conditions used, where even higher order
polytypes can be found under specific conditions.¹⁹ However, for certain III-V nanowire
materials, the controlled formation of the WZ crystal structure has been difficult to achieve.
One such material is gallium antimonide (GaSb), where it is speculated that the less ionic
nature of the compound, as compared to, for example, the III-As compounds, is affecting
its ability to form stacking faults and the WZ polytype.⁶²,⁶³,⁶⁴

Figure 2.7 (a) shows a schematic of a nanowire heterostructure consisting of a segment
each of GaAs WZ (Figure 2.7 (b), (c)) and GaAs ZB (Figure 2.7 (d), (e)). The crystal
structures are schematically drawn and imaged in a specific viewing direction, in order
to reflect the most commonly observed growth direction of III-V nanowires (the [1̄1̄1̄]
direction in ZB and the [0001] direction in WZ), as well as illustrating a viewing direction
where clear differences can be seen between the two. WZ exhibits an “ABAB” stacking
sequence in the growth direction presented here, which means that the structure consists of
two alternating layers that differ in atomic positions. Similarly, ZB has three different layers,
producing an “ABCABC” stacking sequence. The difference in stacking is also shown along
the nanowire axis in Figure 2.7 (f ). The crystal can locally contain a deviation from this
stacking sequence, producing e.g. “ABCBCABC”. This would be termed a stacking fault
or stacking defect. Another type of deviation is crystallographic twins in ZB, producing
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a stacking sequence “ABCBACBA”. The twinned segment produced is crystallographically
the same as the original ZB segment, only twisted by 60 degrees around the axial direction
of the crystal.
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Figure 2.7: (a) A schematic of a nanowire, which consists of a WZ segment (top) and a ZB segment (bottom). The nanowire
is drawn to be growing in the [0001] direction in WZ and the [1̄1̄1̄] direction in ZB, which are the most common
experimentally observed growth directions for semiconductor nanowires. Drawn crystals (CrystalMaker) are shown
for WZ (b) and ZB (d), while micrographs depicting the same structures are shown in (c) and (e), respectively. The
black lines in (b)-(e) are guides for the eye. The viewing direction is chosen so that the difference between the
two structures is clearly seen, where the stacking order has been marked with letters A-C in panels (b)-(e). (f) The
close-packed stacking of the two crystal structures, as seen along the nanowire growth direction.
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In most relevant cases, where good control of the growth of the nanowire is achieved
and the epitaxial matching with the substrate is not used to influence the nanowire, the
nanowire grows in the [1̄1̄1̄] direction in ZB or the [0001] direction if the crystal structure
is WZ, as illustrated in Figure 2.7. A clear example where this has been demonstrated is
when the nanowires have been grown through aerotaxy, which is a method of growth that
does not involve a growth substrate. It has been demonstrated that 99% of the nanowires
grown through aerotaxy adopt the ZB crystal structure, with the [1̄1̄1̄] growth direction.³⁵
That being said, nanowires can in many cases be forced to grow in other growth directions
through epitaxial matching with the substrate.³⁴

2.4.5 Heterostructure formation and ternary growth

As has already been mentioned, the possibility of forming heterostructures with relative ease
is one of the core strengths of nanowire growth. The simplest case is when a purely crystallo-
graphic heterostructure is formed, for example as a segment of WZ in a ZB GaAs nanowire.
Typically, pure ZB and WZ regimes for binary compound nanowires can be found by vary-
ing easily accessible growth parameters such as V/III ratio, but specific methods have to be
developed to make the heterostructures sharp between the pure crystal structures.⁵⁹ There-
fore, switching between the pure crystal structures often results in a transition through a
mixed, stacking fault rich, regime, where the stacking sequence neither produces long range
ZB nor WZ. When forming a pure crystal structure, every layer that nucleates and grows
across the interface consists of the exact same material as the previous layers, meaning that
the interface energy between nucleus and “substrate” (nanowire) is equal to 0. If the nuc-
leus instead has a different stacking than expected, essentially creating a stacking fault in
the structure, an additional energy term treating the interface between the nucleus and the
nanowire needs to be considered.⁶⁵ As discussed earlier, however, this energy term should
be very small during nanowire growth, and stacking faults can readily form.⁶⁶ The form-
ation of twins in GaAs is discussed further in Chapter 6 and Paper V, but an example of
stacking faults and twinning is shown in Figure 2.8 (a).

In a similar way, compositional heterostructures can be formed by changing the gas phase
composition to replace one of the elements with another one from the same group.⁶⁴,⁶⁷
An example would be to grow GaAs and then switch to GaSb, as shown in Figure 2.8 (b)
and (c). The GaSb nucleus would not only have an associated surface energy term to the
substrate, but there would also be an added strain term to the expression of Gibbs free
energy (shown in Equation 2.5), changing it to Equation 2.10.

∆G = ∆GV + ∆GS + ∆Gϵ (2.10)

The addition of strain on the lattice will further increase the barrier for nucleation, and
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Figure 2.8: (a) A TEM micrograph showing a part of an InGaAs nanowire. The bottom half is predominantly ZB, while the top
half is predominantly WZ. Some crystallographic twins (T) and stacking faults (SF) are marked by black and white
arrows, respectively. As the structure becomes more defected the exact stacking sequence becomes more difficult
to determine, but the twin present furthest down in (a) is clear. (b) A compositional heterostructure between GaAs
(left) and GaSb (right). As can be seen, the radius expands significantly in the GaSb segment. (c) A magnified
micrograph of the heterostructure shown in (b). The crystal structure changes as the material changes.

therefore also increase the required supersaturation for nucleation. For many combinations
of binary III-V semiconductors, heterostructure formation works well in one direction,
but worse in the other.⁶⁸ There are many factors that contribute to this, for example the
solubility of the different elements in the nanoparticle and the liquid-solid surface energy
between the Au-based alloy and the different compounds. In one heterostructure direction,
the strain on the nucleus will be compressive, while in the other the strain will be tensile,
owing to the difference in lattice parameter, which can also affect the nucleation. In the
case of InAs and GaAs, growth of GaAs on InAs can easily be achieved, while the reverse
direction often results in nanoparticle loss or a change in growth direction (kinking).⁶⁹,⁷⁰,⁷¹

Instead of forming an abrupt heterostructure between two binaries, the nanowire might
force (or the growth conditions can be tailored to give) the growth of a ternary transition
region.⁷² For certain applications, specific ternary compositions are formed to match the
lattice parameter between different segments or to give specific properties.¹⁰,⁷³ If the com-
position is gradually changed so that the change in composition is small, the lattice para-
meter across the transition region will also change gradually, which significantly lowers the
strain term in Equation 2.10. However, for certain materials, e.g. InGaAs, there exists a
miscibility gap for normal growth temperatures, which results in a phase separation of InAs
and GaAs in bulk crystals.⁷⁴,⁷⁵ The investigation of transition regions in InGaAs has been
a large part of Paper II,III and VI, and will be further discussed in Chapter 5 and 6.
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Chapter 3

The transmission electron microscope

Transmission electron microscopes have been a central part of many materials scientists’
arsenals since they began being commercialized in the 1930’s, and big improvements to
methodology, instrumentation and post-processing of the data is made every year.⁷⁶,⁷⁷ In
this chapter, the basic operations of a transmission electron microscope, as well as the layout
of the environmental transmission electron microscope used throughout the work presen-
ted in this thesis, will be introduced. The different imaging modes that are common in
modern TEM, and the origin of contrast within the transmission electron microscope, will
be discussed. Differences between the design of an environmental transmission electron
microscope, as compared to a traditional transmission electron microscope, will be high-
lighted, and a detailed description of the gas handling system and its connection to the
environmental transmission electron microscope will be presented. Unless otherwise spe-
cified, the TEM book by Williams and Carter has been used as the reference throughout
this chapter.⁷⁸

3.1 Basics of TEM

A transmission electron microscope, at its core, is quite similar to a traditional table-top
light microscope. Basic light microscopes often operate by shining visible light from un-
derneath a sample and then collecting the transmitted light into magnifying optical lenses,
before allowing the light to reach the observer’s eye. Thus, the image of the object of
interest will appear much larger than what it actually is, while the light can also create con-
trasts between different areas of the object that allow more or less light to shine through
(due to differences in mass and thickness). TEM works much in the same way: there is a

25



source that supplies electrons instead of photons, which are then allowed to travel to and
interact with a sample. This creates some kind of contrast between areas that interact more
or less with the electrons. The beam of electrons is then magnified using lenses and pro-
jected onto a camera or a fluorescent screen, so that the information can be viewed by eye.
Some notable differences between a standard light microscope and a transmission electron
microscope are that the latter is typically operated under vacuum conditions and the lenses
are electro-magnetic instead of traditional optical lenses. Based on the discussion above,
the transmission electron microscope can be split into four parts:

• The illumination system responsible for forming the initial beam of electrons.

• The image formation system responsible for the interaction of the beam with the
sample.

• The projection system responsible for the magnification and selection of what in-
formation is being relayed.

• And finally the detection system, responsible for detecting the signals produced
through TEM.

Figure 3.1 (a) shows a real image of the transmission electron microscope used in the works
presented in this thesis, while Figure 3.1 (b) schematically shows the lenses that constitute
the different systems described in the list above. All of the systems work in tandem to allow
the study of a wide range of samples, and will be discussed later on in this chapter. At
a glance, this might seem awfully complex, so why do we bother using electrons to image
rather than simply light? In order to answer that, we need to discuss resolution, the smallest
resolvable separation between objects, which is connected to the wavelength of the electrons
or photons used for imaging.

The wavelength of an electron is related to its kinetic energy, and in the case of TEM,
generated electrons are accelerated by using a high voltage, commonly between 80-300 kV,
with some microscopes using as high voltages as a few MV. The high electric potential, V,
results in a kinetic energy of the electrons as eV, where e is the charge of the electrons. The
high energy of the electrons results in a small wavelength, λ based on Equation 3.1 (here
disregarding relativistic effects).

λ =
h√

2m0eV
(3.1)

In Equation 3.1, h is Planck’s constant and m0 is the rest mass of the electrons. As already
mentioned, the wavelength is connected to the resolution when imaging. In a light micro-
scope, the theoretical maximum resolution (without using any advanced super-resolution
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Figure 3.1: (a) An image of the environmental transmission electron microscope, Hitachi HF3300S, used for all the in-situ exper-
iments presented in this thesis. The microscope itself is, of course, hidden behind a cover, but some of the controls
and the viewing screen are visible at the bottom of the image. (b) A simplified schematic illustrating the lenses
present throughout a typical transmission electron microscope column. Some important objects along the path are
also shown (Electron source, Sample and Viewing screen). The four systems we split the microscope into when
discussing it are also outlined.

methods such as STED⁷⁹ or STORM⁸⁰)* is given by the Rayleigh criterion presented in
Equation 3.2.

δ =
0.61λ
μsinβ

(3.2)

In Equation 3.2, δ is the observable separation, and μ and β are the refractive number
of the viewing medium and the magnifying lens semi angle of collection, respectively. If
we assume that the denominator in Equation 3.2 is equal to 1, we see that the resolvable

*STimulated Emission Depletion (STED) microscopy. STochastic Optical Reconstruction Microscopy
(STORM).
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distance becomes a little more than λ/2, which puts us at a few hundred nm for visible
light. The wavelength of an electron accelerated to 300 keV, on the other hand, is 0.00223
nm, much smaller than an atom!† With such a small wavelength, imaging of atoms should
therefore be trivial. However, as it turns out, the electromagnetic lenses used in TEM play
a large role in the final attainable resolution.

3.1.1 Lenses and apertures

In order to shape the beam of electrons that travel down the column of the microscope,
electromagnetic lenses are used. As the electrons travel down, they move in a spiral around
the optical axis, and the magnetic field generated by the lenses can be used to affect this
movement, and to shape the electron beam to smaller or larger cross section. The way this
is done is a bit different than regular optical lenses. Lenses that affect light can be of many
types, where two main types are convex and concave lenses, that can be used to converge or
diverge parallel beams of light, respectively. All electromagnetic lenses are convex, meaning
that several lenses are typically used in series to shape the beam. This becomes important
when considering that most modern transmission electron microscopes can operate in both
a conventional TEM mode, where the beam is parallel and covers a large area of the sample,
and in a scanning transmission electron microscopy (STEM) mode, where a very fine probe
is formed and scanned across the sample. An example of how an electromagnetic lens shapes
the beam can be seen in Figure 3.2.

Lens

Aperture

Electron beam

Figure 3.2: A schematic showing an electron beam traveling through an electromagnetic lens and its aperture. Both the lens and
aperture are assumed to be circular in their geometry, and are as such drawn as cut in half (so that the cross-section
is seen). The beam path is affected by the lens in the sense that the direction of the electrons is changed as they
travel through. As the beam travels through the aperture, the outermost electrons are blocked off, and therefore
do not continue down the column.

†This is if we disregard relativistic effects. If we add them, the wavelength would be even smaller!
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Electromagnetic lenses are typically not too great at what they do. If a lens is not cylindric-
ally symmetrical, for example, this deviation will be transferred to the beam of electrons
in the form of astigmatism. This is corrected for by placing stigmators in the column,
which are advanced, multipole, lenses, that are used to shape the beam to become more
cylindrically symmetrical. Another problem that is common for electromagnetic lenses is
the emergence of multiple kinds of aberrations, where electrons that arrive at the lens closer
to, or further away, from the optical axis will be affected differently by the lens. A major
kind is called spherical aberration, which causes electrons further away from the optical
axis to be focused to a point earlier than electrons closer to the optical axis. Electrons of
different energies will also be affected differently by the lenses, an effect called chromatic
aberration. In this case, electrons of lower energy will be more strongly affected by the lens.
However, when comparing two evils, spherical aberration is in most cases the more pre-
valent form of aberration, and therefore most effort has been put to dampen the spherical,
rather than the chromatic, aberration. There exists also several higher order aberrations,
and specific equipment called aberration correctors can be used to limit them.⁸¹

One way to further shape the beam and to limit the electrons most affected by spherical
aberration is to use apertures in the column. Apertures are essentially holes in a plate of
thick, non-electron transparent materials, which will limit the radius of the electron beam
and therefore block a certain number of outer electrons, as shown in Figure 3.2. They can
also be used in clever ways to select which electrons are used when imaging, which becomes
important in many imaging modes available in TEM.⁵⁹,⁸²

Now that we know a little bit about lenses and their drawbacks, it is time to briefly discuss
the four different systems and their associated lenses, as presented earlier, starting with the
illumination system.

3.1.2 Electron sources, the illumination system and the imaging modes

All electron microscopes need a way to produce the electrons used for imaging. The electron
source of a transmission electron microscope is commonly referred to as the electron gun,
and there are several different types of guns available depending on the intended usage of the
microscope. The two main classes of electron guns are thermionic, where the electrons are
emitted through heat, or field emission, where the electrons are mainly emitted through
the pull of an electric field (but can also be heated). When a field emission gun (FEG)
is unheated it is typically referred to as a cold FEG, and its main advantages are that the
electrons emitted are more coherent (less energy spread) and a higher current density can be
achieved than in the other cases. However, a limitation is that it typically requires a better
vacuum, since it can act as a site for deposition of gas phase molecules, ultimately degrading
the electron emission. By running a high current through the gun, termed flashing the gun,
the contaminants can be removed, which gives a way of ensuring adequate emission. We
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will discuss the cold FEG more when we discuss the setup that was used throughout this
thesis.

When the electrons have been generated and accelerated, the first set of lenses they en-
counter is the condenser lens system. This lens system is responsible for forming the image
of the electron source and is used to affect the size of the area being illuminated further
down at the sample, when operating the microscope in conventional TEM mode. Two or
more lenses often work in tandem to achieve a close to parallel illumination of the sample.
In STEM mode, the beam is instead condensed to a fine point and scanned across the
sample, which allows the collection of information not attainable in conventional mode.
The scanning is achieved using scan coils in the microscope column, which allows lateral
displacement of the beam. However, the actual formation of the fine probe is handled by
the objective lens, as will be discussed when the image formation system is explained in the
next section.

3.1.3 Sample interaction and the image formation system

One typical requirement for TEM samples is that they are electron transparent, which
means that on average, the electrons that travel through the sample partake in less than
one scattering event. In other words, the mean free path of the electrons in the sample is
longer than the sample thickness. This means that the majority of the electrons are actually
transmitted through the sample without interacting. However, many of them still interact
with the sample in various ways, resulting in a large range of signals that can be detected.
Some of the important signals are summarized in Figure 3.3, which will be referred to
later when we discuss contrast in TEM. One common type of interaction is termed elastic
scattering, where the electrons interact with the nuclei of the atoms in the sample, change
trajectory, but do not lose energy. When electrons on the other hand interact inelastically,
with the electron cloud, they lose energy in some way, which means that the coherency of
the electrons is lost.

Sample

Incident electron beam

Secondary electrons Characteristic X-rays

Elastically scattered
electrons

Direct beam

Inelastically scattered
electrons

Figure 3.3: A schematic detailing some of the signals generated when the electron beam interacts with a sample.
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In the sample area sits the objective lens, with its main responsibility to use the electrons
transmitted through the sample to form the first image of the sample, to be conveyed to
the projection system. It also has other responsibilities depending on the imaging mode
used. In conventional TEM, the electrons (ideally) arrive at the sample as a parallel beam,
illuminating a portion of it. The resulting image of the part of the sample will be conveyed
from the objective lens to the projection lens system via an intermediate lens. However,
the strength of the objective lens will in this case determine where along the optical axis the
image of the sample forms, and will therefore decide whether the sample is in focus or not
as it is being conveyed by the intermediate lens. In the back focal plane of the objective
lens there also forms a diffraction pattern of the sample (diffraction will be discussed later).
Depending on the strength of the intermediate lens, one can chose to convey instead the
diffraction pattern to the projection lens system. This is accessed by operating the micro-
scope in diffraction mode. Both conventional TEM and diffraction are illustrated in Figure
3.4.

Conventional TEM Diffraction

Sample

Objective lens
Back focal plane

Intermediate lens

Image DP

Projection lenses

Viewing screen

Image

DP

(a) (b)

Figure 3.4: Schematics illustrating the beam path while operating the transmission electron microscope in parallel beam mode
for conventional TEM imaging (a) and diffraction (b). The main difference between the two configurations is the
strength of the intermediate lens, which decides what information will be conveyed to the projection lens system.

As discussed earlier, the transmission electron microscope can also be operated in STEM
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mode where the beam is condensed to a small probe before the sample. To achieve this, the
objective lens is in most modern systems split into an upper pole piece above the sample
and a lower pole piece below the sample, where the upper pole piece is used to form the
fine probe. After the beam has been transmitted through the sample, the lower pole piece
works in tandem with the projector lenses in order to make sure that the electrons end up
on the correct detector, which will be discussed more in the next section.

3.1.4 Projection, detection and contrast

In conventional TEM, the projection lens system is responsible for the magnification of
the information the intermediate lens is conveying, whether it is an image or a diffraction
pattern. Eventually, the image or diffraction pattern ends up on a fluorescent screen or
an electron sensitive camera (common technologies for the camera construction are charge
coupled device (CCD) or complementary metal–oxide–semiconductor (CMOS)), where
the contrast produced as the parallel beam interacted with the sample is displayed. When
operating the microscope in STEM mode, the projection lens system determines which
electrons end up being detected, depending on the scattering angle they exit the sample
with. This is usually achieved by having two detectors: a bright field (BF) detector and an
annular dark field (ADF) detector. To understand why the microscope is equipped with all
these detectors, we need to spend some time to discuss the contrasts generated when the
electron beam interacts with the sample.

The first contrast we will discuss is amplitude contrast. This is, simply put, contrast that
arises from the difference in amounts of electrons that are transmitted through the differ-
ent parts of the sample without interacting strongly. This can be further split into mass-
thickness contrast and diffraction contrast. Mass-thickness contrast, as the name suggests,
arises when there are differences between the mass and thickness of different regions of the
sample. The reason is that thicker parts of the sample have a higher probability of absorbing
or scattering electrons than thinner parts. Similarly, a region of high density material will
scatter electrons more strongly than a low density region. These effects result in fewer elec-
trons passing through higher density or thicker regions of the sample. Since the cameras
used for conventional TEM operates by detecting the electrons that arrive at its pixels, the
thicker regions of the sample will appear darker when the resulting image is displayed on
the computer screen.

The other type of amplitude contrast introduced earlier, diffraction contrast, is also im-
portant, especially when analyzing crystalline samples. Diffraction as a phenomenon in-
volves coherent, elastic scattering of electrons, depending on the periodicities present in the
sample. Since crystals exhibit long range order, diffraction can be utilized to determine,
for example, the crystal structure, the orientation of the crystal and whether or not there
exists any defects in the material. A diffraction pattern formed through the scattering will
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exhibit discrete spots in a pattern that relates to the crystal structure of the material, and
is essentially a fourier transform of the information contained in the illuminated region.
It always contains a central spot created by the undiffracted primary beam, and additional
spots at specific distances from it.

As was already mentioned, the objective lens forms a diffraction pattern of the sample in
its back focal plane. This can be used in order to enhance diffraction contrast in an image,
by inserting an aperture into the back focal plane. By centering the aperture on the central
spot, essentially only allowing the undiffracted beam to pass through, one can create an
image where all regions that diffract the beam appear dark. This type of imaging is termed
bright field (BF) imaging, since the “background” (where there is no sample to disrupt the
beam) will appear bright, while all other areas appear dark. Similarly, when centering the
aperture on one of the diffracted spots, only the information in the sample that generated
that specific diffraction will be relayed to form an image. This is especially useful when
the sample contains several different crystal structures or viewing directions, since only
the crystals that diffract to the specific spot will appear bright in the final image. Since
the primary beam is also blocked, the background will in this case appear dark, and the
imaging mode is therefore called dark field (DF) imaging.

Both mass-thickness contrast and diffraction contrast are important for the image forma-
tion in STEM mode. As already mentioned, two different detectors are commonly utilized
when operating the microscope in STEM mode, namely the BF and the ADF detectors.
The BF detector is centered on the optical axis of the microscope, and is consequentially
used to detect electrons that have either not scattered or only scattered weakly when in-
teracting with the sample. Hence, the background in the final image will appear bright,
giving the detector its name. The ADF detector is annular and therefore has a hole in the
central beam path. The point of the ADF detector is to register electrons that have scattered
upon interacting with the sample. As mentioned earlier, the projection system and object-
ive lens can be used to chose which electrons, depending on their scattering angle, will
hit the ADF detector, resulting in several modes of operation. Possibly most popular is
high angle annular dark field (HAADF) STEM, where only electrons that have scattered
with a comparatively high angle are detected. At such high angles, the contrast is only
created by mass-thickness differences of the sample, which allows for easier interpretation.
An example detailing how the differently scattered electron beams end up on the different
detectors in STEM mode is shown in Figure 3.5.

For the work presented in this thesis, perhaps the most important type of contrast is
the so called phase contrast. This type of contrast has the most effect when performing
high-resolution transmission electron microscopy (HRTEM), which enables imaging with
atomic resolution. In broad terms, phase contrast appears from interference between the
direct and diffracted waves, where the electron waves experience a phase shift as they pass
through the sample, depending on its potential. The effect on the phase will depend on
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STEM

BFADF ADF

Figure 3.5: Schematic diagrams illustrating the beam path while operating the transmission electron microscope in STEM mode,
with a condensed beam hitting the sample at three different spots illustrated by the lines at the top of the figure.
Electrons scattered at larger angles (more red) will end up further out on the detector, while electrons that are less
scattered (more yellow) will end up closer to the center of the optical axis. Here, some electrons end up on the BF
detector, while some end up on the ADF detector. By tweaking the lens strength, one can ensure that more or less
strongly scattered electrons end up on the ADF detector.

how close the electrons pass the atomic columns in the sample, where electrons passing
close to the atoms will be more strongly affected. Phase cannot be directly detected and
will therefore be translated to amplitude contrast, as described by a contrast transfer func-
tion. This contrast transfer function includes a number of properties of the microscope,
including aberrations and the strength of the objective lens. This means that, by limiting
the aberrations, the contrast transfer can be improved. Microscopes are often calibrated
so that the atomic columns appear dark while the spaces between them appear bright at
optimal conditions.

3.1.5 Compositional analysis

In terms of compositional analysis, there are two main methods used in TEM: electron
energy loss spectroscopy (EELS), where the energy of the transmitted electrons is analyzed
after the interaction with the sample, and x-ray energy dispersive spectroscopy (XEDS),
where the x-rays generated by the interaction between electrons and specimen are analyzed.
Here we will only discuss XEDS, since that was the method available in the microscope used
throughout this thesis.

As mentioned earlier, the beam electrons sometimes interact inelastically with the sample
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being investigated. Inelastic interactions involve a transfer of energy, and occasionally this
energy causes inner core electrons bound to the atoms in the sample to be ejected as sec-
ondary electrons. This leaves the atom in an excited state, something that can be relieved
by allowing an outer shell electron to relax and occupy the vacant spot in the inner shell.
During the relaxation, the outer shell electron has to release energy equal to the difference
between the two energy levels it is moving between. This energy can leave the atom as a
photon, which therefore is characteristic to the difference between the energy levels present
in the atom. The process is illustrated in Figure 3.6.

(1)

(2)

(3)

(4) (5)

Figure 3.6: Schematic detailing the generation of x-rays from electron irradiation. An incident electron (1) interacts inelastically
with a core electron of an atom in the specimen, changing trajectory (2) and emitting the core electron as a secondary
electron (3). The atom enters an excited state, where relaxation can be achieved by allowing an electron from an
outer shell to reduce its energy and occupy the now empty core energy level (4). The excess energy is emitted as a
characteristic x-ray (5).

The basis of XEDS is to detect these x-rays that are generated when the electron beam
interacts with the sample. In conventional TEM, the spectrum will be generated from the
entire area being illuminated, which is useful for homogeneous phases. After detection, the
x-rays will be presented in the form of a spectrum, detailing all the elements present in the
illuminated part of the sample. The acquisition of this type of spectrum is typically rather
quick, since many x-rays are generated by the parallel beam and all the detected x-rays
are used in the construction of a single spectrum. Similarly, in STEM mode, a spectrum
can be generated from a singular point in the sample. This will also result in a singular
x-ray spectrum with equally fast acquisition. However, operating in STEM mode provides
more flexibility, as there is also the possibility of generating compositional maps by raster
scanning the beam and generating individual spectra from each scan point. Since the beam
is scanned, the signal generated from each point will be much smaller than for a stationary
beam, and the creation of a compositional map is therefore rather time consuming.

The spectral information can also be used for quantification, and the most common tech-
nique is by utilizing Cliff-Lorimer ratios, as in Equation 3.3.
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(3.3)

In Equation 3.3, CA (CB) and IA (IB) are the concentration and spectral intensity of species
A (B), while kAB is the Cliff-Lorimer factor. This factor depends on the atomic num-
ber of the elements being considered, and is usually theoretically determined. The draw-
back with the Cliff-Lorimer determination of concentrations is that it assumes very thin
samples, and quantification gets progressively worse for thicker samples. This is because the
Cliff-Lorimer factor does not account for absorption and fluorescence within the specimen,
which occurs to a greater extent in thicker samples.

3.1.6 In-situ TEM

In classical electron microscopy, one of the core aspects is that the samples being investig-
ated are unchanging, and should ideally not be affected much by the electron beam. Of
course, with enough high energy electrons, one can easily destroy a sample, or otherwise af-
fect it. A couple of common examples are “drilling” holes in the crystal when producing dif-
fraction patterns with a condensed beam or depositing layers of carbon-based material while
imaging if the vacuum is not good enough. Nowadays, however, in-situ TEM is becoming
increasingly popular, where the sample is subjected to some kind of intentional external
input while being investigated. The possible inputs involve heating,⁸³ biasing,⁸⁴,⁸⁵ liquid
conditions,⁸⁶,⁸⁷ gaseous conditions,⁸⁸,⁸⁹ exposure to photons⁹⁰ and mechanical inputs,⁹¹
among others. This has allowed researchers to visually investigate many different processes
occurring in micro- to nanoscale materials, such as oxidation and degradation,⁹²,⁹³ nuc-
leation and crystallization,⁹⁴,⁹⁵ domain migration,⁹⁶ light-matter interactions,⁹⁷ catalytic
properties,⁹⁸,⁹⁹ phase transformations¹⁰⁰ and liquid-solid interfaces.⁸³ Especially interest-
ing for the work conducted in this thesis are of course the various in-situ investigations
of nanowire growth, where aspects such as morphology,¹⁰¹,¹⁰² composition⁴⁹ and layer
growth dynamics⁵⁸,¹⁰³,¹⁰⁴ have been explored. The specific in-situ setup that was used for
the work presented in this thesis is discussed in the following section.

3.2 The environmental transmission electron microscope

Before we begin discussing the different parts of the environmental transmission electron
microscope, it should be noted that the specific microscope that was used throughout the
work presented in this thesis is designed to be useful for studying chemical reactions, with
an emphasis on nanowire growth. As such, an open cell configuration for gas supply was
chosen. With an open cell, the gas is flowed directly into the column of the microscope, which
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will have some implications as we will see shortly. Closed cell setups are more readily
available, and there are many solutions and brands (e.g. DENSsolutions, Protochips and
Hummingbird Scientific). The common denominator is that the chemical reaction is kept
in a closed environment attached to the sample holder, so no gas (or liquid, in the case
of liquid cells) can escape into the microscope column. This also means that the actual
encasing needs to be electron transparent, but it typically has a thickness of tens of nano-
meters, which will affect the electron beam as it travels through. In this sense the open cell
configuration is convenient, since interpretation of the information seen in the resulting
images is more direct when the electron beam has only interacted with the sample.
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TMP DRP

DRPTMP
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Figure 3.7: A schematic of the environmental transmission electron microscope at Lund University. The schematic is splitting
the microscope into three parts: Upper, middle and lower.

Figure 3.7 shows a schematic of the environmental transmission electron microscope that
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has been used throughout the work presented in this thesis. For convenience, the schem-
atic is split into three parts that will be discussed (somewhat) separately. The schematic is
mostly focused on the available equipment, so most lenses and technical details about the
lens systems have been omitted. More technical details about the microscope have been
summarized by Hetherington et. al.¹⁰⁵

3.2.1 Upper environmental transmission electron microscope

In the upper part of the environmental transmission electron microscope, the first thing
we find is the electron gun. In this case, the microscope is equipped with a cold FEG, as
discussed previously. Now, a FEG is quite sensitive to the vacuum of the microscope,‡ and
an important aspect of the open cell configuration is that the microscope has a significantly
higher internal pressure during experiments than any normal TEM (up to several Pa).¹⁰⁵ In
order for the gun to survive this, an extra ion pump (IP) has been installed on the column,
so as to make sure that the gun operates under vacuum while gases are supplied to the
column. Figure 3.7 shows three IPs on the upper part of the column, and they all work to
remove gases that make it up towards the gun. A common gas used in experiments is H2,
which is small enough to diffuse up to the gun in a substantial amount. Normally, a FEG
should not need to be flashed (cleaned with a high current) more than after a restart of the
microscope. However, during experiments, the gun is flashed (at a lower current) every ten
minutes or so, due to the H2 degrading its performance. One way to mitigate this effect is
to close the gun valve, which of course means that no electrons reach the sample, so this is
only done during waiting time.

3.2.2 Middle environmental transmission electron microscope

Continuing downwards in Figure 3.7 we arrive at the middle section, which evidently is
quite crowded. This is where the sample is situated, mounted on one of the sample holders
that will be discussed later. We can also find the injector, which is one way to supply gas
into the microscope. Both of these important pieces of the system are situated in what is
commonly referred to as the pole-piece gap of the objective lens, which is the gap between
the upper and lower pole pieces that make up the full objective lens. Within the pole-
piece gap, the tip of the XEDS detector is also situated, so that x-rays can be collected.
The middle section also contains a secondary electron detector, which can detect secondary
electrons generated from the sample, useful when surface morphology of samples are to be
analysed in STEM mode. Here, there is also a turbomolecular pump (TMP) connected
to a dry rotation pump (DRP), which are responsible for removing most of the gas that

‡According to Williams and Carter, ⁷⁸ operation of a FEG requires an ultra high vacuum (UHV) on the
order of 10−9 Pa, as compared to conventional thermionic LaB6 filaments for which 10−6 Pa is sufficient.
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is supplied to the microscope (they are much more powerful than the IPs). Close to the
sample there is a pressure gauge measuring the pressure in the chamber, which is calibrated
so that the pressure at the sample can be calculated (not shown in Figure 3.7). A similar
pressure gauge is situated further towards the TMP. At this position there is also a residual
gas analyzer (RGA), which can measure the relative amount of gases present in the chamber
through ionization. This is mainly used to monitor if the gas is supplied properly, and if
the gas contains any contaminants.

3.2.3 Lower environmental transmission electron microscope

The first equipment we see in the lower part of the microscope is the image aberration
corrector, BCOR. The BCOR system is capable of measuring the aberrations in the lens
system, by tilting the beam and measuring the diffraction pattern of an amorphous film,
and analysing the contrast transfer. By using a series of correction lenses it can correct for
aberrations present in the system, so that spatial resolution can be improved. Further down
there is another connection to the TMP and DRP before we reach the main imaging detect-
ors. The STEM ADF and BF detectors are inserted during STEM operation, depending
on which signal is desired, and the CMOS camera (Gatan OneView IS) is used to record
images and movies in conventional TEM mode.

3.2.4 A discussion on sample holders and the injector

There are several different holders available for the environmental transmission electron
microscope depending on the type of experiment to be conducted. The two holders that
have been mainly used in the work presented here are the “double tilt” and “double gas”
holders, illustrated in Figure 3.8. The two key concepts in their names is “tilt” and “gas”,
where specimen tilt will be discussed firstly.

Tilting of the sample is often necessary when analyzing crystalline samples, as it allows the
alignment of the atomic columns to the optical axis. In-situ tilting of nanowires is used
to view various aspects of their growth and will be discussed further in Chapter 4. The
simplest method of tilting the sample is to rotate the entire sample holder about its axis.
This is often termed α tilt, and both the “double tilt” and “double gas” holders allow an α
tilt of ± 10 °. However, tilting about the other axis, termed β tilt, is more complicated and
requires specific modifications to the holder tip. The “double tilt” holder has the capability
of ± 9 ° of β tilt, while the “double gas” holder lacks this functionality. This is due to
the spatial limitations within the holder tip caused by the specific solution for gas delivery
implemented in the “double gas” holder.

There are two ways of supplying gas into the microscope, where the first option utilizes a
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Figure 3.8: Schematic diagrams of the two holders, “double tilt” (a) and “double gas” (b), mostly used for the work presented
in this thesis. For work using the “double tilt” holder, the precursor gas is supplied through the injector, while when
using the “double gas” holder, the gas is supplied through the holder.

side port injector, which has two gas lines protruding into the column, separate from the
holder. This is the construction used when operating the microscope with the “double tilt”
holder inserted. The alternative is to supply the gas through the holder. The advantage of
supplying the gas through the holder is that the gas will enter the growth chamber very
close to the chip, independently of the sample holder tilt. This ensures that the delivery of
gas is easier to predict in terms of its arrival within the microscope. However, transferring
gas through a holder can potentially result in a lot of vibrations if the typical stainless steel
tubing is used, which is detrimental to any HRTEM work. Therefore, the solution is to
use special quartz and polymer (PEEK-SiL) tubes that connect to the gas handling system.
These capillaries are more flexible and smaller, and transfer less vibrations, than stainless
steel. However, this brings the problem of gas exchange rate. Right before the tubing that
delivers gas into the microscope there is a “dead volume”, where there can be a build-up
of pressure. Since the capillaries are smaller than stainless steel tubing, the pressure in this
volume typically reaches higher values when using the “double gas” holder. This means that
when switching gas compositions, there will be a delay in the exchange of gas composition
in the “dead volume”, and subsequently in the microscope.

Supplying gas through the injector on the other hand means that when the sample is tilted
there will be a change in the delivery of gas to the sample area. The effect of this has to be
calculated based on the angle and the pressure inside the chamber.¹⁰⁶ However, the “double
tilt” holder overall provides more flexibility and ease of use than the “double gas” holder,
as it is less bulky and therefore affects the magnetic fields within the microscope to a lesser
extent.

3.3 The gas handling system

One of the essential parts of the environmental transmission electron microscope is its gas
handling system (GHS), capable of supplying a range of different gases to the microscope,
through either the side port injector or the “double gas” holder, as discussed previously. In
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essence, the gas handling system is very similar to how a typical MOCVD system operates,
with the same types of containers for precursors and similar setup for flows. A big difference
to more conventional systems, however, is how manual its operation is. With that in mind,
we will here go through the system in detail.

3.3.1 What parts do we have?

The GHS at the Lund University environmental transmission electron microscope can sup-
ply several types of gases, including metal-organic and hydride precursors, as well as some
usual process gases. This is very similar to what is available for a conventional MOCVD
system. The metal-organic sources include tri methyl aluminum (TMAl), tri methyl gal-
lium (TMGa), tri methyl indium (TMIn) and tri methyl antimony (TMSb). These are
all precursors that contain methyl side-groups, and that are supplied using H2 as a carrier
gas, since they are stored as liquids or solids in bubblers (as discussed in Chapter 2). For
hydrides, there is arsine, AsH3 and phosphine, PH3, which are both gaseous, do not need
carrier gas to be delivered and are kept in gas cylinders. The process gases include H2 as
already mentioned, N2 and O2, which are also stored in gas cylinders. N2 is often used as
a relatively inert gas for flushing the system during internal cleaning, while O2 is available
for oxidation experiments. Importantly, the gas handling system is split into one group
III line and one group V line, meaning that TMAl, TMGa and TMIn are available in one
line and AsH3, PH3 and TMSb are available in the other, with the process gases available
for both lines. However, it is possible for the gases to (accidentally) be mixed between the
lines, and caution has to be taken at all times when operating the gas handling system to
prevent this. We will get back to this aspect when we discuss mixing of gases further on
in this chapter. A simplified schematic of the gas handling system, omitting N2 and O2 is
shown in Figure 3.9.

From the sources, the initial flow is set by MFCs, just like in the conventional MOCVD
discussed in Chapter 2. These operate at flows in the unit of standard cubic centimeters
per minute (SCCM), and will control the flow of pure gas from gas cylinders or the flow of
H2 through the bubblers in the case of the metal-organic sources. MFCs are also used to
determine the final flows of the group III and V lines into the microscope further down-
stream.

On both of the gas lines there are pressure controllers (PCs). Instead of trying to supply
a fixed flow of material, as is the case for the MFCs, the PCs will only let material pass
after a certain pressure is reached on the upstream side of the controller. For a pure gas,
such as the hydride sources, this has no effect on the gas supplied through the PC, and any
pressure can essentially be set. For the metal-organic sources on the other hand, which are
dependent on the H2 carrier gas and the vapor pressure of the precursor, the pressure set
by the PC will influence the upstream gaseous composition.
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Figure 3.9: A schematic of a simplified view of the GHS used in connection to the environmental transmission electron mi-
croscope. Most importantly, the split between the group III and group V line, and the point where they meet, is
illustrated. The H2 lines that enter each bubbler separately have been omitted for clarity.

Other than the different controllers mentioned above, the system also contains a large num-
ber of pressure transducers (PTs). These are used to monitor the pressure in different parts
of the gas handling system, so that, for example, stability and potential back flows can be
monitored. To ensure that gas is only present in the areas where we wish it to be, there are
a number of “open/close” valves throughout the system (not drawn in Figure 3.9), as well
as a few manual valves (MV). The MVs are used during the experiment and gas-flow setup
to prevent gas pressure build-up, by sending material to a separate vent-line.

As a side note it can be worth to mention that our gas handling system is overdimensioned
for its intended usage, with MFCs capable of supplying hundreds of SCCM when we
realistically stay in the 0.1 − 20 SCCM range in most cases. This is because the system
was designed with a conventional MOCVD system in mind, where operation is carried
out with a high background pressure of H2, which therefore requires a higher flow of the
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precursors to achieve sufficient partial pressures. Similarly, the needle valves that allow gas
to be removed through the vent line are extremely delicate and need to be tweaked to be
barely open if you want to contain any gas at all within the system!

3.3.2 How do we know what the GHS supplies?

The bubblers are usually kept at standard temperatures, which will determine the relative
concentration received in line based on their vapor pressure at this temperature and the set
pressure in the line. The pressure is set by the PCs and when the pressure in the line is
reached, the amount of material pushed through the PC is determined by the input flow.
From a separate line, H2 dilution is supplied to further dilute the precursors (usually only
for metal-organics). After this, a flow into the microscope is set, while the rest of the gas is
bypassed out to vent, to prevent a pressure buildup in the line.

Within the microscope there are also separate PTs that measure the resulting pressure based
on the flow supplied. An experimentally determined correction factor is used to calculate
the pressure at the actual sample, since, due to the geometry of the chamber, the sample
pressure will be different than what the pressure transducers measure. When using the
“double tilt” holder and the side port injector, there is also an additional correction factor
for specimen tilt, since the tilt affects the distance from the injector tube to the sample. All
of this is encompassed in a nifty excel sheet we use to determine the partial pressures of the
precursors within the column, which can of course be translated to a commonly used V/III
ratio.

As already mentioned, further towards the exhaust of the microscope sits an RGA which
can measure the composition of the gas that is leaving the microscope via the pump system.
The RGA works by ionizing the gaseous species and determining their mass, resulting in a
representation of pressure as a function of mass over a defined range. This enables us to see
when precursors have successfully been injected into the microscope column, and roughly
follow when they have reached stable levels. The RGA also typically detects intermediates
in the gas composition (intermediate compounds from the pyrolysis of the precursors, such
as di methyl molecules (e.g. di methyl gallium, DMGa) and mono methyl molecules (e.g.
mono methyl gallium, MMGa), for instance) and isotopes, giving us a more complete
understanding of our gas composition. Importantly, the RGA is also used to check for
leaks in the gas line connections, by supplying and measuring He levels from an external
gas cylinder.
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3.3.3 Advanced mixing of gases part I: two group III elements

As can be seen in the schematic of the GHS, Figure 3.9, there are two lines leading into the
microscope, one for group III and one for group V elements. This means that when more
than one element from either group is desired, the precursors will have to mix at a point far
upstream the gas lines, making control of the ratio more difficult than when the two lines
only contain one type of precursor each. Most importantly, one has to ensure that there
is no backflow of material into any of the precursor sources, contaminating them with the
other precursor. As an example we will here focus on the group III line, and the mixing of
TMIn and TMGa.

The first step when mixing these two group III element precursors is to ensure that the
pressure in both bubblers is close to the set pressure established in the line by the PC. Over
time, the pressure in the line upstream from the MFC for each bubbler will reduce when
the bubblers are not in use, but by setting a pressure after the bubbler and supplying an
adequate flow through the MFC, the pressure in the line can be increased. To ensure that
there is no backflow of precursor material, this procedure is done individually for both the
precursors. The full process is shown schematically in Figure 3.10.
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Figure 3.10: A schematic detailing the process when mixing TMGa and TMIn. (a) No flow occurs through either bubbler and the
set pressure in the line is set to 100 on the PC (blue rectangle). This is the target pressure for the bubblers. (b) A
flow is set on the MFC (orange rectangle) for the TMGa bubbler, and the resulting pressure in the line is measured
by the PT (purple circle) to be 50. Therefore, the pressure needs to be increased before any material is allowed past
the PC. (c) A pressure of 100 is reached, so material is passing the PC. (d) The flow is now set to 0 again, and the
line is emptied by setting the PC to 0. (e) The PC is set to 100 and a flow is set on the MFC for the TMIn bubbler.
The measured pressure is 100, so the PC allows material through. (f) Finally, a flow is set on the TMGa MFC and
we get a mixture of TMGa and TMIn through the PC.

When both sources have been equilibrated, the amount of respective source supplied will be
determined by the set flow and the vapor pressure of the source (as explained previously).
An important aspect, however, is that most of the material supplied from the bubblers
is H2, meaning that there are three separate flows of H2 in the group III line who all
contribute to the dilution of the group III precursor and hydrogen mixture. Therefore,
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careful balancing of the flows is needed in order to reach an adequate amount of group
III material to match the amount of group V material supplied. An example might be
in order: consider a situation where growth of pure GaAs growth has been achieved at a
certain growth rate by supplying TMGa diluted with H2 through the group III line and
pure AsH3 through the group V line. To initiate the growth of InGaAs, the approach might
then be to simply supply a flow of TMIn through the group III line and hope for the best
(assuming that proper equilibration of the bubbler pressures was done beforehand). If the
flow of TMGa is then kept to the same flow as was used during the growth of GaAs, the
dilution of the group III line from the H2 supplied with the TMIn precursor will result
in a much reduced amount of TMGa supplied to the microscope. Together with the fact
that TMIn is generally kept at a temperature that results in a lower vapor pressure, the
total amount of group III element supplied to the microscope during the InGaAs growth
will be much less than during the GaAs growth and consequentially, the V/III ratio will
increase. This means that if one wishes to keep the V/III ratio constant, the flow of TMGa
will have to be increased. Then again, there is nothing saying that InGaAs will grow well
at the same conditions as GaAs, so trying to exactly match the V/III ratio is likely futile.
Nevertheless, this cross-dependence means that for any changes of the precursor flows, the
effect it has on the other precursor has to be considered, which makes the tailoring of
the growth parameters more complex when using more than one precursor from the same
group.

3.3.4 Advanced mixing of gases part II: hydrogen dilution on both lines

As already stated, the metal-organic sources are often diluted in order to more carefully
control the amount supplied into the microscope. This is all well when growing for example
GaAs or indium phosphide, InP, where only the group III line contains a metal-organic
source. The reason why this is preferable is that when diluting the line, there will in general
be a large total amount of gas present, and not all of it should go into the microscope. That
is why a portion of the gas is removed by sending it to a vent line, which ensures a stable
pressure within the primary gas line and a stable flow into the microscope.

The problem with the vent line setup is that the vent line is shared between the group III
and group V primary lines. Therefore, if a material such as GaSb is to be grown, where
both precursors are metal-organic, both lines are diluted and both have to be open to the
same vent line. This is one of the few places within the gas handling system where mixing
of the two groups of precursors is possible, before being supplied into the microscope. This
means that when the dilution is set up, great care has to be taken so that there is no back
flow from one primary line to the other. This is typically achieved by ensuring that there
is some overpressure on both lines before they are opened up to vent.§ The problem with

§In reality it is quite complicated and usually involves a bit of fast button pressing and occasional swearing.
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this current setup is that the pressure within the group III line is readily available, while for
the group V line it is not, due to the lack of a conveniently placed PT after the PC (see the
schematic in Figure 3.9). This has of course not deterred us from growing GaSb within the
microscope.

3.4 The Norcada heating chips

In terms of consumable equipment, the most important piece is the microelectromechan-
ical system (MEMS) heating chips supplied by Norcada, that are used as substrates for the
growth. The MEMS chips are Si-based, and have a few important components detailed in
Figure 3.11. As can be seen in Figure 3.11 (a), there are four contact pads that electrically
connect to the sample holders when the chip is inserted. These are primarily used to supply
heat to the reaction area, which is situated at the center of the chips. The reaction area is
heated resistively through a tungsten (W) coil that forms a spiral in a film of SiNx. The
SiNx film is electron transparent, and forms the support for material deposited on the chips.
The part of the SiNx encircled by the W coil contains 19 wells of thinner SiNx film, which
consequently is more electron transparent than the surrounding, thicker, film. These 19
wells make the scene where material and reactions can be observed with atomic resolution.
Within each well there is a hole in the film. Ideally, all imaging is being done on material
that is sticking out into the holes, since in those regions there is no substrate interacting
with the electron beam. When growing nanowires, the predeposited nanoparticles will be
observable on the thin SiNx film, and ideally the nanowires grow out into the holes to en-
sure the best imaging conditions. The growth of nanowires on these chips, and the methods
we use to extract further information, will be the focus of the next chapter.

(a) (b) (c) (d) (e)

Figure 3.11: A series of schematic diagrams illustrating the MEMS chips, where the dashed squares indicate which region is
highlighted in the consecutive panel. (a) The chip with contact pads and the central area visible. (b) The W coil
embedded in SiNx film, with 19 wells in the center. (c) The central area, showing that the wells consist of thicker
SiNx, thinner SiNx and eventually a hole in the film. The W heating coil forms a matrix surrounding the wells. (d)
A single well, showing the deposited Au nanoparticles on the thin SiNx. (e) Same as panel (d) but after nanowire
growth initiation. Some nanowires grow into the hole in the film, where ideal conditions for imaging are met.
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Chapter 4

Nanowire growth within the
environmental transmission electron
microscope

Now that a solid background on nanowire growth and ETEM has been established, it is
time to start combining the two. In this chapter, micrographs will be used in order to
illustrate the appearance of nanowires grown within the microscope, and procedures used
to facilitate the growth will be discussed. Microscopy techniques, specific information at-
tained and ways of post-processing the data are introduced. This is meant to be an overview
of some of the general techniques used in this work, and will facilitate the discussion that
will be held in the final chapters of the thesis, where more concrete results are presented.

4.1 Nucleation and initial growth of nanowires

The formation of the initial nucleus from a nanoparticle is of course essential to any nanowire
growth performed in a particle assisted growth mode. As such, nucleation is central to all
the papers discussed within this thesis even if it has not been explicitly and thoroughly
described in any of them.

To nucleate a nanowire, the nanoparticles have to be heated and a flow of precursors into
the reaction chamber is required. The nanoparticles used throughout this thesis are 30 nm
nominal diameter Au nanoparticles, created and deposited onto the MEMS chips as an
aerosol before the chips are inserted into any ETEM holder.¹⁰⁷ At this size, the melting

47



point of Au nanoparticles is similar to the melting in bulk, so well above 1000 °C,¹⁰⁸ but
by alloying (mainly) with group III elements the melting temperature is brought down to
a few hundred degrees. All of the nanowire nucleations and growths conducted within
the scope of this thesis were carried out at VLS conditions, where the nanoparticle is in
a liquid state, at around 400 °C. The temperature is essentially chosen based on a few
factors including the time it takes for the nanoparticles to nucleate, the growth rate of
the produced nanowires and the amount of surface growth observed. Importantly, we try
to keep the temperature to some value that works for the material system, and then not
change it. This is because the temperature can have a large effect on many of the processes
we observe, and of course affects the efficiency of the precursor cracking. Each precursor
has its own precursor cracking efficiency curve that is not only difficult to find in literature,
but also can depend on temperature, gas composition and substrate material.³⁶ This is why
changing the flow of the respective precursors during experiments is often preferred, rather
than adjusting the temperature. In general, different conditions are used for the nucleation
of the material than for the actual growth, since the formation of the initial nucleus requires
a higher supersaturation to overcome the initial barrier, while steady-state growth can be
facilitated at lower flows.

Depending on the growth conditions it may take a few minutes, up to an hour, from
the gas supply initiation to the nucleation of nanowires. Especially if good nucleation
conditions have not yet been found for the material system, entire experiments are typically
spent on achieving reliable and reproducible nucleation. Once nucleated, the initial crystal
formation is often chaotic, as the nanoparticle needs to form and find preferred facets. This
is a process of energy minimization, where the interface energy between the nanoparticle
and the formed solid is different for different facets, but the supersaturation is so high
during the nucleation event that many different facets may form. In many cases, the chaotic
initialization of the nanowire growth can be controlled by finding good growth conditions.
Figure 4.1 shows an image sequence detailing the nucleation process.

20 nm

(a)

20 nm

(b)

20 nm

(c)

20 nm

(d)

Figure 4.1: A nucleation event observed in the environmental transmission electron microscope. (a) A solid Au nanoparticle
residing on a substrate. (b) The nanoparticle is now liquid due to alloying with growth species at elevated temper-
atures. (c) The nucleus has formed and the nanoparticle is wetting several facets. (d) The crystal is starting to look
like a nanowire, as the nanoparticle has decided on a facet for the continued growth.
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4.2 Growth of GaAs

Au-seeded GaAs is the most studied III-V material in the Lund University environmental
transmission electron microscope so far.³⁷,⁴⁹,⁵⁴,⁵⁸,¹⁰³,¹⁰⁹ One of the reasons for its pop-
ularity is its technological relevance,¹¹⁰ while another is the relative ease with which it can
be grown.* This has rendered GaAs a model system that is often compared to, when, for
example, growth behavior and composition is investigated for other materials.

The growth of GaAs is relatively straight forward: heating up the Au nanoparticles on the
MEMS chip to 420 °C, you supply both TMGa and AsH3 simultaneously, and within a
few minutes many of the nanowires will have nucleated and started growing. Importantly,
the growth conditions should at this point be altered slightly, since we often observe an
increased radial growth when the nucleation conditions are kept.† Hopefully a few of the
nanowires grow out into the holes in the SiNx film, so that there are several candidates that
can be studied.

The reason why I discuss the growth of GaAs nanowire growth here is twofold: For one,
the GaAs nanowires are in many cases used as stems for continued growth of the other
materials discussed in the papers included in this thesis. A stem can help in getting properly
aligned nanowires of other materials without having to optimize the growth parameters for
nucleation from a pure nanoparticle on the amorphous substrate. Nucleating on top of
the GaAs stem is in many cases easier, since the substrate in this case is crystalline. The
other reason why GaAs is important to discuss is that it gives a baseline for what we strive
to achieve in the other material systems, by optimizing growth parameters with regards to
growth rate, aspect ratio and stability, among other things.

4.3 Growth of GaSb from GaAs stems

For the growth of GaSb nanowires, an established method of growing from GaAs stems
was used.¹¹¹ This means that at the start of the experiment, nucleation and growth of
GaAs is initiated as described earlier, before performing a switch of growth conditions to
facilitate the GaSb growth. After several experiments of tailoring the growth conditions it
was possible to improve the heterostructure formation from what is shown in Figure 4.2
(a) to what is presented in Figure 4.2 (b). The main difference between the two cases is
that a higher partial pressure of both precursors resulted in a much better growth of GaSb.

*Besides, you have got to start somewhere, right?
†To put some numbers on this: An example would be nucleation at supplied partial pressures of 2.75e−4

Pa TMGa and 2.13e−1 Pa AsH3, giving a V/III ratio of 777. Then for continued growth, both the precursors
are increased, giving partial pressures of 5.47e−4 Pa TMGa and 6.38e−1 Pa AsH3 and a V/III ratio of 1165.
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Figure 4.2: Two cases of GaSb growth from GaAs stems. (a) Early GaSb growth before growth parameter optimization. (b)
GaSb growth after growth parameter optimization.

For the final growth conditions, the same temperature was used for both GaAs and GaSb
growth (420 °C).

The reason why we resorted to growth of GaSb from a GaAs stem is that there is a large
amount of literature showing that direct nucleation of GaSb from Au droplets is challen-
ging, related to increased droplet wetting of the substrate caused by antimony, and growth
from stems is the usual solution.¹¹²,¹¹³ Naturally, we of course had to try to see if we could
achieve the direct nucleation, which in the end became a large part of the master’s thesis
of Aidas Urbonavicius.¹¹⁴ To summarize, the Au-based nanoparticles typically increased to
a few hundred nanometers in diameter, through alloying with Ga (mainly), before nucle-
ation was achieved, unless specific methods of temperature control were employed. In the
end, nucleation of GaSb nanowires from GaAs is in many ways simpler, but it is good to
have the possibility to nucleate and grow pure GaSb nanowires as well.

Since we are creating heterostructures between GaAs and GaSb, the nature of said het-
erointerface is important to investigate. Therefore much effort was put towards making
the ternary transition region short. Initially, the growth rate was low, and achieving pure
GaSb growth was challenging, since there was always some As lingering in the chamber or
the group V line from the GHS. By increasing the flows of TMGa and TMSb we were not
only able to increase the growth rate of the nanowires to a range where it is comparable to
ex-situ growth,¹¹³ but ternary regions of less than 100 nm were also consistently observed.
The growth rate and growth dynamics of GaSb will be discussed further in Chapter 6.
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4.4 Growth of InGaAs

In order to grow the InGaAs nanowires, Au nanoparticles were, as usual, deposited onto a
MEMS chip and heated under gas flow. For many of the growths InGaAs was nucleated
directly from Au, by supplying all three precursors (TMIn, TMGa and AsH3) simultan-
eously to initiate the experiment. For some growths the InGaAs segments were instead
grown after initial growth of a GaAs stem, as this allowed a more careful study of the ini-
tiation of In incorporation into the nanowires (which was most important in Paper III, as
we will see in Chapter 5). In contrast to previously discussed growths, InGaAs nanowire
segments were always nucleated and grown at a temperature of 380 °C. This temperature
was found to be optimal in terms of In incorporation, based on a short study on In uptake
for pure Au nanoparticles, where the trend alluded to a difficulty of incorporating In at the
more frequently used 420 °C (see Figure 4.3).

Figure 4.3: Study of the In incorporation in Au nanoparticles at different temperatures. As can be seen, the trend for T = 380°C
shows the steepest increase of In concentration over time, while T = 420°C results in little to no incorporation. Gas
supply was initiated at time = 0 min.

Even for growth schemes where no intentional GaAs stem was grown, the nucleation en-
deavors often resulted in the nucleation of close to pure GaAs nanowires. After nucleation,
the growth conditions were in this case typically altered to increase the amount of indium
in the vapor phase, so as to speed up the incorporation of indium into the nanoparticle and
subsequently the nanowire.

4.5 Finding a good nanowire: tilting and viewing directions

After the nanowires have nucleated, they tend to grow in seemingly random directions on
the chip. Now it becomes a waiting game in order to find a nanowire that grows out into
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the openings of the SiNx film, where we ideally want to image them. Not all nanoparticles
are situated close to the holes in the film, so this process can take several hours, and is
essentially luck based.

When nanowires growing into the vacuum are found, one must ensure that it fulfills the
desired imaging conditions. Although the SiNx film is relatively flat, the nanowires might
grow with a slight tilt away from the horizontal plane. For this, the microscope and holders
are equipped with tilting functionality, so that the sample can be tilted roughly ± 10° in
one or two directions, as described in Chapter 3. The idea is that in many cases, one would
wish to observe the nanowire growth perpendicular to the viewing direction, since this way
we can find high symmetry orientations where the atomic columns within the nanowire
are aligned along the optical axis, see Figure 4.4 (c). These high symmetry orientations are
called zone-axes, and are useful for gaining atomic information about the growth. Some-
times, however, a high symmetry orientation can not be reached due to the limitations in
the tilt amount. Then a birds eye view of the growth can be obtained instead, as shown in
4.4 (a), which might in some cases be beneficial. Importantly, the “double gas” holder is
not equipped with β tilt, which means tilt is only possible in one direction. This puts some
limitations on which nanowires can be used if a high symmetry direction is desired, and
often one has to make do with an off-axis nanowire. Figure 4.4 (b) shows a nanowire that
is being imaged edge-on, but the tilt around the nanowire axis was not sufficient to allow
zone-axis conditions. Here, the in-plane information is lost, while the individual layers in
the nanowire can still be resolved. This was often the case for the InGaAs experiments,
which were carried out with the “double gas” holder, and hence, only α tilt functionality.

10 nm

(a)

10 nm

(b)

10 nm

(c)

Figure 4.4: Micrographs detailing different viewing directions of nanowires. (a) An off-axis (birds-eye) view of a nanowire, where
the interface between the nanowire and nanoparticle therefore is viewed at an angle. (b) A nanowire viewed edge-
on, allowing the individual layers to be resolved. (c) A nanowire viewed edge-on allowing the atomic columns to be
resolved. The difference between (b) and (c) is that (c) is tilted to a high symmetry orientation, where the atoms line
up in the viewing direction, forming clear columns that can be imaged.
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4.6 Measuring the composition during growth

One of the core strengths of performing nanowire growth in-situ is the possibility of meas-
uring the nanoparticle composition during growth. While the composition of the solid
nanowire can be assumed to be unchanging after the initial solidification, the nanoparticle
composition changes readily throughout the growth. When growing ternary nanowires,
the compositional relationship between the liquid nanoparticle composition and the solid
nanowire composition that is formed is important to investigate, to further understand
how the nanoparticle dictates the nanowire composition. This aspect is further discussed
in Chapter 5, and Paper II and III.

When measuring the compositions, one could think to create a compositional map using
STEM XEDS, since then the nanoparticle and nanowire composition could be recorded
simultaneously. However, we have to consider the temporal aspect: ideally STEM XEDS
maps are acquired over many minutes up to a few hours to get enough signal. During this
time the nanowire will grow, which will result in pixels in the map containing informa-
tion from both the nanoparticle and the nanowire, over time. Efforts have been made to
decrease the time it takes to form an adequate compositional map (Paper vii), however
some special precautions and post-processing have to be made to make use of it. Instead,
throughout this thesis, XEDS spectra have been recorded in conventional TEM mode. By
focusing the beam to just contain the area/phase of interest, one can record accurate spectra
with high enough counts within a couple of minutes. Measuring the nanoparticle compos-
ition involves focusing of the electron beam at the edge of the nanoparticle opposite to the
nanowire, and tracking it as the nanowire grows. This is illustrated in Figure 4.5 (a) and
(b), however not dynamically. This type of routine measurement has been essential for the
work presented in Paper I-IV.

When growing ternary composition nanowires we are also interested in the solid composi-
tion being formed, and there is a set of ideal conditions that ensures that the compositional
measurement is as accurate as possible. Firstly, the number of layers being illuminated by
the electron beam should be as few as possible, to make sure that the compositional in-
formation recorded is local. This is because any spectrum received is a sum spectrum of the
whole area currently being illuminated by the electron beam, so the highest spatial resol-
ution is given when few layers contribute to the spectrum. For this, the stigmators of the
condenser lens system are typically used to shape the beam to a flat oval instead of a circular
beam, as shown in Figure 4.5 (a) and (c). This might seem unconventional, but it serves
its purpose to increase the accuracy of the XEDS measurements. A second consideration is
to ensure that the nanowire composition is recorded as close to on axis as possible. If not,
there can be illumination of more layers than intended, in projection. Figure 4.6 illustrates
this point.
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Figure 4.5: (a) A schematic detailing how the XEDS investigation of nanoparticle and nanowire is carried out, by focusing the
electron beam in different spots. (b) A micrograph from a nanoparticle XEDS measurement. (c) A micrograph
from a nanowire XEDS measurement. Condenser astigmatism is induced when measuring the nanowire, so that
fewer layers are measured, and entire layers are illuminated. When performing studies correlating the composition
of nanoparticle and nanowire, the nanowire measurement is typically carried out as close to the nanoparticle as
possible.

For Paper II and III the composition of nanoparticles and nanowires were analyzed over time
for Au-seeded InGaAs nanowires. Here, a procedure was followed to ensure that a similar
time was spent between recording the nanoparticle and nanowire concentrations through-
out the experiments. Usually, a nanoparticle XEDS spectrum was followed by flashing of
the electron gun, a process that lasts for a few minutes. After the flash, an image was recor-
ded before the recording of the nanowire XEDS spectrum. For the nanowire XEDS, the
goal was often to record the composition of the nanowire as close to the nanoparticle as
possible, so as to get information that can be correlated to the measured nanoparticle com-
position. In order to ensure that the collected signal only came from the nanowire, and not
from the nanoparticle, the Au level in the spectrum was carefully monitored. The full cyclic
process takes about 8-12 minutes. As we will see later in Chapter 5, the compositional data
is then presented as an In/III ratio, to illustrate how the In changes in respective phase in
relation to the total amount of group III elements.

When working with compositional data from XEDS it is also important to consider how
much material is expected, in comparison to the sensitivity of the method. In general,
the group V elements dissolve to a very low extent in the Au-based alloys investigated
here, with the exception of Sb, and estimations show that As is likely never present in a
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(a) (b)

Figure 4.6: Schematic of nanowire illumination during the XEDS acquisition, detailing an on-axis nanowire (a) and a tilted
nanowire (b). The nanowire is striped to illustrate the atomic layers. In (a), four purple lines are illuminated, while in
(b) six different purple lines are partially illuminated. This illustrates that the XEDS information will be more localized
if the nanowire is illuminated on-axis.

higher quantity than about 1 at.% (and likely even lower).⁴⁹ This puts As below the level
of accurate detection from XEDS, which is roughly 1 at.%. Therefore, as we will see in the
coming chapters, simulations or models are needed to determine the amount of As in the
nanoparticle.

4.7 High temperature XEDS and strobe peak measurements

Since we operate at elevated temperatures and measure the composition using XEDS, it
is important to know how the temperature influences the x-rays emitted from the sample.
This has been extensively investigated by Tornberg et. al. and the results show that temper-
ature can affect the emitted x-rays in mainly two ways.¹⁰⁶ Firstly, an elevated temperature
can increase the intensity of the measured x-ray peaks. However, the effect is minimal be-
low 550 °C. The exception is the strobe peak, or noise peak, which appears for very low
x-ray energies (below 1 keV), and shows a clear increase with increasing temperature. The
reason this peak increases is likely due to increased black body radiation from the sample.

The second effect is related to the deadtime of the XEDS detector. The deadtime is the
time between the detector collecting x-rays and processing the data, before new x-rays can
be collected, which increases if more signal is arriving at the detector per unit time. A
higher deadtime gives a higher probability of sum peaks appearing in the spectrum, that
are constructed when the two signals are detected at the same time by the detector, and the
resulting energy will be that of the two detected energies. The effect has been observed to
result in a shift and broadening of the peaks, again, especially the strobe peak. As before, the
effect is small below 550 °C for other peaks. As stated earlier, the temperature we typically
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use when growing nanowires is around 400 °C, so the effect on the measured signal by the
elevated temperature is minimal.

As it turns out, we can utilize the shift in the strobe peak position as a means for temper-
ature calibration. By normalizing the intensity of the strobe peak and comparing between
experiments, we can measure the strobe peak at different temperatures to find which tem-
perature matches. Therefore, this shift can be used in a constructive manner in order to
make sure that the temperatures used between the experiments is similar. The results from
this has shown that often a shift in temperature between 5 and 15 °C up or down has to
be implemented to match separate experiments. Occasionally, chips require as much as 60
°C shifting in order to get a good match.

4.8 The droplet volume and number of atoms

Sometimes it can be beneficial to know roughly the volume of the liquid nanoparticle resid-
ing on top of the nanowire. This is also necessary in order to calculate the number of atoms
in the nanoparticle. The volume can be estimated by fitting a circle to the circumference
of the nanoparticle, when the nanowire is viewed edge on, as is schematically illustrated in
Figure 4.7.‡

h

r

Figure 4.7: A schematic of a nanowire, where the circumference of the liquid nanoparticle is approximated by a circle of radius
r. The height of the missing spherical cap, caused by the the nanoparticle not being a full sphere, is indicated by h.

The equation used for the estimation of the volume, V, is shown in Equation 4.1, where
r is the radius of the droplet and h is the height of the missing spherical cap due to the
presence of the nanowire. The first term equals to the full volume of the droplet, while the
second term removes the volume of the missing spherical cap.

V =
4πr 3

3
− πh 2(3r− h)

3
(4.1)

‡Sometimes the droplet is more ellipsoidal rather than spherical. In those cases the height of the droplet
also has to be measured separately. See supplementary information of the paper by Tornberg et. al. for further
details. ¹⁰⁹
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When the volume of the droplet has been calculated, the number of atoms of the different
species in the droplet can be estimated based on compositional data from XEDS. This is
done by using the average density, ρavg, and molar mass, Mavg, based on the composition,
as shown in Equation 4.2.

Nx =
NAcxVρavg

Mavg
(4.2)

In Equation 4.2, Nx is the number of atoms of a specific species, while NA is the Avogadro
constant and cx is the concentration of the species. Equation 4.2 is then applied to each
species present in the droplet to get the total number of atoms.

4.9 Fast fourier transform

Fast fourier transform (FFT) is a post-processing analysis technique that can be used on the
micrographs acquired in the TEM. Essentially it is a mathematical process that translates
the image to frequency space through a fourier transform. The information is therefore
very similar to what can be found from a diffraction pattern, meaning that a representation
of, for example, crystal structure and defects in crystalline materials can be easily formed
after an experiment, from the real-space images. An example of real space images and their
corresponding FFT patterns are shown in Figure 4.8.

2 nm

(a)

2 nm

10 nm¹־

10 nm¹־

(b)

(c) (d)

Figure 4.8: FFT patterns of crystal structures. (a) A segment of WZ imaged using HRTEM, with its corresponding FFT shown in
(b). (c) A segment of ZB imaged using HRTEM, with its corresponding FFT shown in (d).
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When performing in-situ TEM experiments, FFT can be an invaluable technique as it
can be used to study the crystal structures present during fast phase transformations, where
conventional diffraction is too slow and does not provide simultaneous real space images.¹⁰²
In the work presented here, FFT has mostly been used when studying interplanar distances
in ternary nanowires, as will be discussed below.

4.10 Measuring interplanar distances

The different III-Vs have, as was discussed in Chapter 2, different lattice parameters for
the same crystal structure, stemming from the size of the participating atoms. When grow-
ing ternary nanowires, an idea of how the composition varies can therefore be gained by
measuring the interplanar distance between the layers in the axial direction. As mentioned
earlier, the most common growth directions of nanowires are the [1̄1̄1̄] direction in ZB and
the [0001] direction in WZ. If you then know the lattice parameters of your two binary
compounds, say InAs and GaAs, you can at least qualitatively follow changes in compos-
ition between different segments by calculating the interplanar distance of the binaries in
the growth direction and comparing to the interplanar distance found in the image of the
nanowire. For quick measurements, even during in-situ experiments, the interplanar dis-
tance can be found by measuring the variation in contrast along the nanowire, typically
averaged for a portion of the nanowire width. This can be directly done within the Digital
Micrograph software used in conjunction with the camera, producing histograms where
the interplanar distance can be measured (as shown in Figure 4.9 (a)). However, for visu-
alization, geometric phase analysis (GPA) is used, as it can produce a color map of the
interplanar distances for an entire image.

GPA is a method developed by Hÿtch et. al.,¹¹⁵ and has been readily used to measure strain
in nanowires.¹⁷,¹¹⁶,¹¹⁷ For that, the FFT pattern is used to reconstruct an image using spe-
cific spots, so that variations in spatial frequencies in the image can be highlighted. This
can produce maps of the strain in the material in different directions, which is especially
useful when investigating nanowire heterostructures. In the work presented here, GPA is
used in a more crude way, as optimal orientation of the nanowires is often not achieved
during growth and the main interest lies in the variations along the nanowire growth dir-
ection. Figure 4.9 shows a micrograph (a), its FFT (b) and the resulting GPA map of the
interplanar distances (c).
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Figure 4.9: Lattice spacings of a GaAs-GaSb heterostructure. (a) The real HRTEM micrograph of a GaAs (bottom) to GaSb
(top) heterostructure. The dashed line across the interface indicates the region where the histogram in the inset is
constructed from. From the histogram, lattice spacings can be measured directly in the Digital Micrograph software.
(b) The corresponding FFT pattern of the micrograph shown in (a). Indicated is the spot, in the growth direction of
the nanowire, used to map the lattice parameter through GPA shown in (c). The color of (c) is related to the lattice
spacing in the axial direction of the nanowire, where the limits roughly correspond to the interplanar distance of
bulk ZB GaAs (3.26 Å) and GaSb (3.52 Å) in the [1̄1̄1̄] direction.
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Chapter 5

Nanowire morphology and
composition imposed by the
nanoparticle

The nature of VLS growth suggests that the nanoparticle has a large effect on the resulting
nanowire. It is expected that what is solidified at the growth front of the nanowire has
gone through the nanoparticle in some way, and therefore the internal conditions in the
nanoparticle will affect the growth results. One can also tweak the diameter of the grown
nanowires by changing the initial nanoparticle size, ultimately affecting the properties of
the grown nanowire. In this chapter we will firstly discuss a dynamic diameter modulation
observed for GaSb nanowires, where the morphology of the nanowire changes based on
how much Ga is supplied and dissolved into the nanoparticle. This is the focus of Paper I.
Then we will look at the effect the composition of the nanoparticle can have when growing
ternary nanowires, in this case consisting of InGaAs, which is the focus of Paper II and III.

5.1 Nanoparticle composition affecting nanowire morphology

As has already been discussed previously, one of the core aspects of nanowires is that they
exhibit a high aspect ratio and can essentially be thought of as one dimensional nanostruc-
tures. This requires control of the diameter of the grown nanowire, which will affect its
usefulness in applications. For example, a common problem in nanowire growth is taper-
ing, where radial overgrowth causes the final nanowire structure to be thick at the bottom
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with gradual thinning towards the top. This occurs when there is some preference for ma-
terial to solidify directly from vapor onto the nanowire surface, and is usually related to the
diffusion length of the different species. This process is to a large extent governed by tem-
perature and material flow and was mostly present throughout the studies of the InGaAs
material system presented in Paper II, III and VI.¹¹⁸

A typical, standard nanowire will have a constant diameter along its length, since this will
produce predictable properties. This is necessary, as some properties are strongly affected
by the nanowire diameter.¹¹⁹,¹²⁰,¹²¹ However, ideally one would want to be able to control
the diameter along the nanowire in order to create specific nanostructures for e.g. enhanced
light absorption.¹²² When studying the GaSb nanowire system, we realized that we could
achieve such a diameter modulation by altering the flows in the environmental transmission
electron microscope. This was the subject of Paper I and will be discussed here.

5.1.1 The Au-Ga-Sb nanoparticle composition and size

Our main study of the Au-seeded GaSb system involved controlled adjustments of the pre-
cursor flows and the observation of the resulting effects this created. One such aspect that
has been discussed previously is the nanoparticle composition. By our initial trials we knew
that steady and stable nanowire growth could be achieved with nanoparticle compositions
where Ga was around 70 at.%. In order to get a deeper understanding of the stability of
the growth, we wanted to investigate how this composition changed with the precursor
flows and what the limits were in terms of continued axial growth. We therefore decided
to make two flow series, one for the TMGa flow and one for the TMSb flow, where the
composition of the nanoparticle would be followed as either of the precursor flows was
changed. Throughout the series, the flow of the other precursor would be held constant,
and the system was allowed to stabilize for 10-15 minutes after any changes were made to
the gaseous composition before any spectra were acquired. The results of the study of the
composition can be seen in Figure 5.1.

As can be seen in Figure 5.1 (a), the two flow series follow each other closely when plotting
the results with respect to the supplied V/III ratio. If we only consider the TMGa series
firstly (striped markers in Figure 5.1 (a)), we will see that there are four separate experi-
mental datapoints showing the composition of the nanoparticle at different TMGa flows,
with stationary TMSb flow. As expected, the Ga concentration in the nanoparticle in-
creases for an increasing TMGa flow, with the lowest measured concentration being around
70 at.% and the highest being above 95 at.%. At the same time, the Sb concentration re-
mains relatively unchanged, measured to be between 3 and 5 at.%. This representation
of the nanoparticle fails to highlight two important aspects: for one, the nanoparticle is
swelling towards lower V/III ratios, for most of the range studied. This effect will be dis-
cussed further in this chapter. Secondly, due to the swelling, the absolute number of atoms
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Figure 5.1: Au-based nanoparticle composition and size depending on the supplied V/III ratio, for Au seeded GaSb nanowires.
(a) The composition measured via XEDS throughout the two flow series. The graph is divided into a regime of stable
composition (cyan) and a regime of dynamic composition (yellow). (b)-(d) The size of the nanoparticle as it changes
throughout the TMSb series, where the frames are acquired under the V/III ratios illustrated by the shaded areas in
(a). Figure adapted from Paper I.

can change drastically within the nanoparticle for different flows, even if the concentration
appears to be similar. This will be important to study further in Chapter 6, where we will
discuss the layer dynamics of the GaSb nanowire growth in light of the results presented in
Paper IV.

If we again look at the TMGa series presented in Figure 5.1 (a), we will see that the range
investigated is smaller than for the TMSb series. This is in part due to the fact that in the
range of flows we were investigating, the GHS did not allow as small (controlled) changes
to the TMGa flow as compared to the TMSb flow. However, for lower TMGa flows we
did not observe axial growth of the nanowire, and for higher flows the nanoparticle was
depinning from the top facet due to its size. This means that even if the stable growth
could be pushed slightly further to the extremes of the graph (as for the TMSb series) we
investigated most of the useful range achievable for our growth parameter space.

Looking instead at the TMSb series in Figure 5.1 (a), we see that a part of the series is within
the yellow region of the graph, while a part is within the cyan region. This distinction was
made in order to separate the V/III ratios where we observed changes to the nanoparticle
in terms of size and composition (yellow), and the V/III ratios where such attributes were
mostly stable (cyan). The stable and dynamic regimes will frequently be referred to when
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discussing the observed effects in the GaSb growth system, both in this chapter and Chapter
6.

In the yellow region, we see a similar behavior to the decrease of TMSb as we observed for
an increase in TMGa: the nanoparticle swells, as is illustrated by Figure 5.1 (b) and (c).
However, throughout the cyan region the nanoparticle is stable in volume, even though
the TMSb flow is further increased (compare Figure 5.1 (c) and (d)). Now, since the main
part of the nanoparticle consists of Ga, a hypothesis that can be made at this point is that
the flow of TMSb influences the ability for the nanoparticle to accumulate Ga. As will be
discussed in Chapter 6, another explanation could be related to a shift from nanoparticle
assisted growth to increased surface growth and radial growth as TMSb is increased.

5.1.2 Nanowire diameter imposed by the nanoparticle

As we discussed in the previous section, the nanoparticle volume readily changed with the
flows of precursor materials. This change in volume imposed a similar change in nanowire
diameter, which adjusted to accommodate the nanoparticle. As was discussed in Chapter
2, the wetting angle of a nanoparticle on a substrate will be strongly affected by the surface
energies of the system, but in the case of nanowire growth, the nanoparticle is also pinned
and limited by the nanowire diameter. The energetics of such a system has been investigated
previously, and is obviously more complex than for a nanoparticle on a flat surface.¹⁰⁹,¹²³
On a flat surface, the force the nanoparticle exerts on the substrate only changes the extent
of the nanoparticle, while in the case of a nanowire this can force the diameter of the
interface to expand.

The resulting nanowire diameter change as a function of V/III ratio in the two series, meas-
ured at the nanoparticle-nanowire interface, is presented in Figure 5.2 (a). In a similar
fashion as for Figure 5.1, the graph is split into two regions representing dynamic and
steady nanowire diameter, respectively. As the nanowire changed we observed the quick
formation of mostly straight side facets as the system stabilized, which can be seen in Fig-
ure 5.2 (b) and (c), where the nanowires of the two series are shown at the end of the
experiment. What was interesting was how these facets would remain stable even as the
growth progressed at new growth conditions, enabling us to create the diameter modulated
nanowire structures shown in Figure 5.2 (b) and (c).

Although the GaSb showed a modulated resulting structure, the initial GaAs nanowire stem
was often overgrown during growth. Such preferential overgrowth can be interesting for
certain applications.¹²⁴ However, in our case, it was unwanted and observed to occur to a
larger extent for higher V/III ratios. This can be related to the constant diameter regime in
Figure 5.2 (a), where the surrounding growth conditions seem to induce a preference for
GaAs overgrowth. This will be discussed further when the growth dynamics of GaSb are
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presented in Chapter 6.

In summary, we have here explored how nanoparticle composition and volume can be
affected by the precursor gas supply, and how this, in turn, can affect the nanowire mor-
phology. In this case, the effect on the nanowire was governed by the increase in the nan-
oparticle volume, as it pulled the sides of the nanowire, changing its diameter.
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Figure 5.2: Diameter at the nanoparticle-nanowire interface for steady-state conditions during Au seeded GaSb growth. (a) The
diameter dependency on V/III ratio, divided into a stable diameter regime (cyan) and a dynamic diameter regime
(yellow). (b)-(c) The appearance of the nanowires investigated throughout the TMSb (b) and the TMGa (c) flow
series. The dashed lines in (b) indicate the position of the initial GaAs segment, which was overgrown throughout
the TMSb flow series. Figure adapted from Paper I.
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5.2 Nanoparticle and nanowire compositional relationship

For ternary semiconductor nanowires containing more than one group III or group V ele-
ment, the composition throughout the nanowire is important as it dictates its electrical
and optical properties, as discussed in Chapter 2.⁷²,¹²⁵,¹²⁶ For specific applications, a stable
ternary composition, or inclusions with controlled composition, is required throughout the
nanowire. For ternaries containing two group III elements, such as InGaAs, the resulting
composition is expected to be especially influenced by the nanoparticle composition, as the
group III elements have a high solubility in Au and may therefore linger in the nanoparticle
even after the supply of the element is turned off.

To investigate the compositional relationship between the nanoparticle and the nanowire,
InGaAs nanowires have been studied in Paper II and III. Paper II highlights the composi-
tional trends seen for a large number of nanoparticles and their associated nanowires, and
will be discussed firstly. For Paper III specific nanoparticles and their resulting nanowires
were studied in detail in terms of the compositional evolution from growth initiation, and
compared to thermodynamic simulations. This will be discussed towards the end of the
chapter.

5.2.1 Compositional trends in Au-seeded InGaAs nanowires

In order to study the trends of compositional evolution for ternary InGaAs nanowires,
InGaAs was nucleated directly from Au, as described in Chapter 4, and studied as the
growth progressed. By carefully following the procedure of compositional measurements
outlined in Chapter 4, the nanoparticle and nanowire compositions were measured in a
careful manner as the growth evolved, eventually resulting in the graph presented in Figure
5.3.

Figure 5.3 shows the nanoparticle In/III composition on the y-axis with the nanowire
In/III composition on the x-axis. This representation is convenient to illustrate the relative
amounts of In as compared to Ga in the two respective phases, and has been used in several
earlier theoretical investigations of ternary InGaAs nanowires.⁷⁵,¹²⁷,¹²⁸,¹²⁹,¹³⁰ Firstly, it be-
comes evident that a large amount of the total group III in the nanoparticle has to be indium
in order for any indium to be incorporated into the growing nanowire. This can be clearly
seen in the left side of Figure 5.3, where the In/III ratio in the nanowire stays below 0.1,
while the nanoparticle spans most of the compositional range. At about 0.8 in nanoparticle
composition, the first real incorporation of In into the nanowire is seen. At this point, the
nanoparticle composition almost plateaus, showing little increase while the nanowire com-
position instead spans most of the compositional range. For higher nanowire compositions
there is again a slight increase in nanoparticle composition to push the growth towards pure
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Figure 5.3: The compositional relationship between nanoparticle and nanowire for Au-seeded InGaAs. The y-axis shows the
In/III ratio for the nanoparticle, while the x-axis shows the In/III ratio for the nanowire, color coded similarly to the
schematic inset. In the graph, both experimental data (red circles) as well as model results (blue line) are shown.
Figure adapted from Paper II

InAs growth. In terms of real compositional quantification from XEDS, the In content in
the nanoparticle typically reaches 30-40 at.% before any significant incorporation into the
nanowire occurs.

The overall trends of the curve shown in Figure 5.3 are in good agreement with the earlier
theoretical studies.⁷⁵,¹²⁷,¹²⁸,¹²⁹,¹³⁰ However, one of the important aspects of the trend ob-
served in Figure 5.3 is the fact that we observed compositions across the entire composi-
tional range. From a pure thermodynamic perspective, most of the intermediate composi-
tions in InGaAs should be unstable, due to the presence of a miscibility gap at temperatures
lower than 543 °C.⁷⁵ Since the growth here was carried out at 380 °C, there should therefore
be no homogeneous compositions between roughly 0.2 and 0.9 in nanowire compositions.
Of course, such compositions have been observed before in InGaAs nanowires,⁷² so the fact
that solid compositions that are unstable in bulk can be achieved in the nanowire morpho-
logy is not new. That being said, the demonstration of compositions across the entirety of
the compositional range is important for our understanding of the compositional control.

Since the earlier theoretical models had predicted the experimental trends, we wanted to
see if we could construct a new model that had an ever better match to the experimental
data. The new model was based on the model presented by Leshchenko et. al.¹²⁷ The
resulting model is indicated by the blue line among the experimental datapoints in Figure
5.3, and reproduces the experimentally determined compositional relationship to a high
degree. The equation for the model is shown in Equation 5.1.
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1 − x
x

= K
1 − y
y

1 − e−∆μGaAs+σGaAs

1 − e−∆μInAs+σInAs
(5.1)

In Equation 5.1, x and y are the solid and liquid In/III ratios, respectively, K is the ratio
between attachment coefficients of GaAs and InAs pairs, the ∆μ are supersaturations and
the σ are surface energy terms, where the list of values and expressions used can be found
in the Supplementary Information of Paper II.

There are a few important aspects about the model that enables it to accurately represent
the experimental data. For one, a main component of the model is the ratio between at-
tachment coefficients which essentially is a kinetic aspect of the nanowire growth rather
than a thermodynamic. Several earlier studies have reported on the suppression of miscib-
ility gaps when predicting the solid composition based on attachment rates, rather than
only considering the composition of the critical nucleus based on thermodynamics.¹²⁸,¹³⁰
Therefore it made sense to include such an aspect also here, as experimentally determined
compositions were regularly found to be within the miscibility gap. Another implemented
aspect was a composition dependent As concentration, cAs, that changes with the amount
of dissolved indium in the nanoparticle, as given by Equation 5.2 where y again is the liquid
In/III ratio.

cAs = 10−4 e 2.8y 2
(5.2)

The possibility of achieving any solid composition in the ternary nanowire is important
from a device perspective, where specific compositions can be used to achieve tailored prop-
erties such as bandgap matching. However, from a growth perspective, the fact that the
entire range of intermediate compositions in Figure 5.3 forms under very similar nano-
particle compositions is a problem. This indicates that the system could be very sensitive
to small fluctuations in flow, that translates into nanoparticle composition and eventually
into nanowire composition.

An important aspect of the results presented here is the interplay between the two group III
elements in the nanoparticle. That such a high amount of In is needed in the nanoparticle
in order to see any incorporation into the nanowire indicates that the chemical potential
increase with addition of In in the nanoparticle is small. Alternatively, one can see this
as In having an effect on the supersaturation of GaAs: when more In is incorporated,
GaAs becomes more supersaturated and therefore grows out, leading to a decrease in Ga
concentration in the nanoparticle. The nanoparticle really needs to be rid of most Ga in
order to grow pure InAs, while pure GaAs can be achieved with as much as 80 % of the
total group III being In. Such aspects are explored further in Paper III and the rest of this
chapter.
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5.2.2 Temporal evolution of singular InGaAs nanowires

While a statistically large set of correlated compositions between nanoparticle and nanowire
can give us insights about the trends, there is also value to further investigate individual
cases. This was the main topic of Paper III, where further details of the growth of tern-
ary InGaAs nanowires could be extracted by carefully following the growth of individual
nanowires over time, as they transitioned from GaAs rich to InAs rich. The InGaAs nanowires
were grown from GaAs stems as outlined in Chapter 4, but, as will be shown later, the nan-
oparticles often contained some amount of In prior to the initiation of the In supply. The
resulting data from a specific nanowire that will be discussed extensively is shown in Figure
5.4.

Firstly, we will discuss some general aspects of Figure 5.4 and its related nanowire. All plots
are related by their common x-axis representing time, and denote how the specific attribute
evolves over time. In this case, the nanowire was investigated for roughly 7000 s, where
time 0 indicates when the gas supply was changed from only providing TMGa and AsH3
for GaAs growth to also include TMIn for ternary InGaAs growth. This timescale might
seem arbitrary, however we must remember the nature of the in-situ investigations used
throughout the thesis: the time for possible investigation of a single nanowire is not infinite
during growth. In this case, the nanowire was lost by means of collision with surrounding
material growing on the surface. Around the time when the gaseous composition was
changed, the temperature was also changed from 420 °C to 380 °C.

Figure 5.4 (a) shows the nanoparticle composition as it evolves over time. Importantly,
the nanoparticle already contained around 10 at.% In at the start of the measurements.
Ideally, the nanoparticle should have been clean from any In at the start of the experiment,
but it turns out that In is an efficient contaminant and can linger for weeks in the system.
One of the temporal aspects we wanted to investigate was the build-up of indium in the
nanoparticle over time, which was complicated by this lingering property of In. However,
since the amount of In seemed to be too low for any incorporation into the nanowire to
occur, as is shown in Figure 5.4 (d), we could still work around the contamination issue.

If we follow the composition presented in Figure 5.4 (a) over time, we see that the Ga
level steadily decreases until around 4000 s where it starts to stabilize. Simultaneously, the
amount of dissolved In increases. This can be explained by an exchange mechanism in the
nanoparticle, where Ga is removed so that more In can be incorporated. Eventually, Ga
reaches a stable value, while In continues to accumulate. The exchange of group III material
and further accumulation of indium results in an increase in nanoparticle volume as can be
seen in Figure 5.4 (b).

In Paper II an expression for the concentration of As in the nanoparticle was derived, since
the As amount in the nanoparticle is too low to be measured experimentally. The same
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Figure 5.4: A study of a singular InGaAs nanowire grown from a GaAs stem over time, where time 0 indicates the start of the
TMIn supply (while keeping TMGa and AsH3 on). (a) The composition in the nanoparticle as it evolves over time.
As can be seen, the nanoparticle already contained some In at the start of the investigation. (b) The volume of the
droplet over time. (c) The calculated supersaturation for the two III-V binaries. (d) The In/III ratio in both nanoparticle
and nanowire as it evolves. As can be seen, the nanowire was pure GaAs at the start of the experiment.

expression was used in the construction of Figure 5.4 (a), which shows that As therefore
increases steadily with the amount of In in the nanoparticle. This is important when con-
sidering Figure 5.4 (c), where the calculated supersaturation of the binary compounds dis-
solved in the nanoparticle with respect to the solid species is shown. In this graph, we
show how the supersaturations ∆μGaAs and ∆μInAs change over time, depending on the
measured composition (calculated in the case of As). Notably, the GaAs supersaturation is
always larger than the InAs supersaturation, indicating that there is always a higher driving
force for GaAs to solidify. However, as can be seen in Figure 5.4 (d), where the In/III ratio
in nanoparticle and nanowire is shown, the nanowire will eventually incorporate InAs. Our
temporal resolution (minutes between measurements and measurements that are averages
over a few minutes) hides the finer details of how the supersaturation varies during the
step-flow and incubation growth processes, but at least gives an idea of the supersaturation
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level.

If we again look at Figure 5.4 (c), we see that around 3000 s the InAs supersaturation
surpasses 0 meV, effectively showing that there is a driving force to incorporate InAs into
the growing solid. The same time is marked in Figure 5.4 (d). What can be seen in Figure
5.4 (d) is that the nanowire has not incorporated any In for times below 3000 s, but when
the supersaturation passes 0 meV the nanowire starts to incorporate In shortly after. At this
point the nanoparticle has surpassed an In/III ratio of about 0.8, as can be seen in Figure
5.4 (d). The fact that the nanoparticle requires an In/III ratio higher than 0.8 in order for
any In to be incorporated into the nanowire is already known from earlier in this chapter
and Paper II. However, the current investigation shows the onset of In incorporation in a
more quantifiable manner, through the use of supersaturations.

In Figure 5.5 another nanowire has been studied in a similar way as was demonstrated in
Figure 5.4, with the intent of analyzing the nanoparticle and nanowire stabilization process.
Here, only the supersaturation and the In/III ratios are presented, in Figure 5.5 (a) and (b),
respectively, and the x-axis in both cases shows the grown nanowire length.
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Figure 5.5: A study of the evolution of a nanowire as it is growing, presented as a function of the grown length. (a) The
supersaturation of GaAs and InAs. (b) The In/III ratios measured in the nanoparticle and nanowire.

In Figure 5.5 (b), it can be seen that the nanoparticle already contains In at the start of the
experiment (giving an In/III ratio of more than 0.8), and the nanowire also contains a low
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amount of In. However, the nanoparticle composition was not yet stable at the start of the
experiment, as can be seen in the InAs supersaturation curve in Figure 5.5 (a). This changes
quickly, and the supersaturation stabilizes after little more than 100 nm. Importantly, the
stabilization of the nanoparticle InAs supersaturation occurs at a point where the nanowire
only has achieved an In/III ratio of about 0.4. The nanowire then continues to become more
In rich over the course of the next 300-400 nm, eventually stabilizing around an In/III ratio
of 0.8. Throughout this period, the supersaturation shows a relatively stable behavior. This
indicates that, other than the momentary nanoparticle composition and supersaturation,
there may exist another factor influencing the solidified compositions in the nanowire. We
expect that this factor is related to the compositional history of the nanowire, where the
strain imposed by the preceding layers plays a role. In order to investigate this, simulations
of the nanowire growth were also carried out.

5.2.3 Simulating the compositional evolution of InGaAs nanowires

The evolution of InGaAs nanowires was simulated using the simulation framework de-
veloped by Mårtensson et. al.¹³¹ The simulation considers the transport of individual atoms
within the system as they move between the present vapor, liquid and solid phases. The sys-
tem constantly evaluates the probability of any process occurring by performing the change,
calculating the change in Gibbs free energy and then comparing the results to find which
process is the most likely to occur. It then uses random numbers to decide the outcome,
which effectively emulates real growth results. This way, the growth of InGaAs nanowires
can be studied in great detail, with full disclosure of the movement of atoms and the result-
ing influence on, for example, composition within the nanoparticle and nanowire. A full
description of the model can be found in.¹³¹,¹³²

The present simulation was performed with the intention of studying the evolution of an
InGaAs segment as the surrounding conditions were changed from pure GaAs growth con-
ditions, similarly to the experiments discussed in the previous section. As such, pure GaAs
was grown for 10 s, before a supply of In was activated. Figure 5.6 (a) illustrates the evolu-
tion of the supersaturation, while Figure 5.6 (b) shows the composition in the nanoparticle
and Figure 5.6 (c) details the In/III ratio in nanoparticle and nanowire. A major differ-
ence between the experimental investigation and the simulation, is that the surrounding
conditions have been set so as to promote faster changes and growth in the simulation.
The major reason for this decision is the long computation times, owing to the sequential
determination of every single atomic-scale process that occurs in the system. Therefore,
similar growth times as the experimental investigation are not feasible.

When comparing the compositional evolution of the nanoparticle in the simulation, as
shown in Figure 5.6 (b), to the experimentally measured nanoparticle composition in Figure
5.4 (a), many similarities are found. Both graphs show a build-up of In in the nanoparticle,
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Figure 5.6: Simulation results of the evolution of Au-seeded InGaAs nanowires, grown from GaAs stems. The In supply was
initiated at t = 10 s. (a) The supersaturation of GaAs and InAs. The inset shows the same range, but for a magnified
timescale. (b) The nanoparticle composition. (c) The nanoparticle and nanowire In/III ratios. The data in (b) and (c)
are plotted for nucleations, while the data in (a) is plotted in a continuous manner.

while the amount of Ga diminishes. As In increases, the concentration of As follows. In
both cases, the Ga concentration eventually stabilizes. The simulated nanoparticle com-
position gives rise to the InAs and GaAs supersaturation behavior presented in Figure 5.6
(a). Here, the InAs supersaturation sharply increases initially, after which a slower increase
is seen until it flattens towards the end of the simulation. The GaAs supersaturation mostly
appears flat once In is supplied to the system. The inset shows a magnified view of the su-
persaturation, for a single second of simulation. Here, sharp peaks in the supersaturation of
both binary compounds are seen, with “flat” regions in between. The peaks correspond to
incubation periods, whereas the regions in between correspond to the step-flow. Once nuc-
leation occurs (the sharp decrease from the peaks), the supersaturation drops significantly,
as the nanoparticle is depleted of As and relies on further supply from the vapor. Such fine
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details of the supersaturation behavior were of course impossible to record experimentally.

Finally, the composition in the nanoparticle and nanowire as presented by the In/III ratio
is detailed in Figure 5.6 (c), where the stabilization of the nanoparticle composition once
again can be seen. As more In is being dissolved in the nanoparticle, the In/III ratio in
the nanowire starts to increase. The onset of In incorporation into the nanowire occurs
for a lower In/III ratio in the nanoparticle in the simulation than what was observed ex-
perimentally in Figure 5.4 (d). However, the used growth conditions in the simulation
lead to the supersaturation crossing the 0-value already when the In/III ratio is about 0.2
in the nanoparticle. This is expected to be caused by the high As flow in the simulation,
which results in a high growth rate, but also higher supersaturation. The incorporation of
In into the nanowire shows a similar behavior as was shown experimentally in Figure 5.5
(b), with a relatively low amount of In incorporated even as the supersaturation starts to
stabilize. Interestingly, the grown layers start to show significant spread in composition as
the composition progresses deeper into the miscibility gap of InGaAs.

The simulation and experiments demonstrate similar results regarding the compositional
evolution of InGaAs nanowires. An interesting aspect of the simulation framework is that
it comes with several optional rules that can be enabled for the growth. There are two
etching rules, the layer etching rule (LER) and the propagation etching rule (PER), where
LER prevents etching of completed layers and PER prevents etching of any atomic pair
except the one that was added to the growing layer the latest. There is also an optional strain
factor, which can be tweaked in magnitude, that emulates a strain acting on each layer based
on the composition of the previous 8 layers in the nanowire with diminishing effect. For
the simulations presented here, all three rules were used. Simulations were also performed
were either only PER was enabled or only PER was disabled. The simulation with only PER
resulted in similar results as shown in Figure 5.6, but with a more narrow spread in solid
compositions formed deeper in the miscibility gap. The simulations without PER instead
show a sharp increase in solid compositions once In is supplied, followed by a long region
where the solidified compositions do not change significantly. It was concluded that the
simulation presented in Figure 5.6 is the most accurate, since the change in composition
follows the experimentally observed trends, while showing a significant spread in solidified
compositions for similar supersaturations.

5.2.4 Concluding remarks on compositional control in InGaAs nanowires

Paper II and III both demonstrate important aspects of the compositional behavior of
InGaAs nanowires. While the investigation carried out in Paper II is more simple and
straightforward, it demonstrates the important aspect that a high In/III ratio is needed in
the nanoparticle in order to see high incorporation of In into the growing nanowire. Pa-
per III takes this one step further, and identifies that a clear onset of In incorporation can
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be observed as the supersaturation of InAs in the nanoparticle increases to positive values.
However, through the study of the growth of individual nanowires experimentally and
through simulations, Paper III demonstrates that the supersaturation in the nanoparticle is
not the only aspect determining the solidified composition. Since the supersaturation was
found to stabilize while the nanowire was still evolving in composition, the conclusion is
that the rest of the solid nanowire also influences the composition being solidified. Ideally,
more simulations should be carried out in order to investigate also the stabilization of the
nanowire composition. Importantly, the in-situ experimental investigation can give valu-
able input into how the simulation parameters should be changed for the simulation to
give valuable results that are comparable to real growth.
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Chapter 6

Layer growth dynamics in nanowires

The layer-by-layer growth process of nanowires as described in Chapter 2 might seem simple
enough: material is accumulated into the nanoparticle until a sufficient driving force for
solidification is achieved. However, the process is in reality quite intricate and the time
needed to complete the two sub-processes, incubation and step-flow, depends on all the
experimental parameters we have discussed up until now. In order to get a deeper under-
standing of the nanowire growth process, the layer dynamics have therefore been studied
in detail in Paper IV, V and VI. As we will see throughout this chapter, the layer-by-layer
growth process can change in many ways when individual precursor flows are varied, or
when different crystal structures or crystallographic defects are formed. Sometimes, a de-
viation from the traditional layer-by-layer growth has also been observed, leading to mul-
tilayer growth, which can impact the compositional and morphological control discussed
in the previous chapter. We will start by discussing the layer growth dynamics of GaSb
nanowires, highlighting the main results from Paper IV.

6.1 Experimental study of GaSb nanowire growth behavior

The growth of GaSb has already been described in Chapter 4 and discussed in Chapter 5,
where in the latter, the focus was on the nanoparticle volume, composition and the result-
ing diameter modulation of the GaSb nanowires. The investigation showed, among other
things, that the nanoparticle switched between a stable and dynamic composition regime as
the V/III ratio was changed. Videos were also recorded throughout the experiments, where
the step-flow and incubation times, and their dependency on the two precursor flows, could
be followed for steady-state conditions. The resulting step-flow and incubation times are
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shown in Figure 6.1.
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Figure 6.1: The step-flow and incubation data from the Au-seeded GaSb experimental investigation. (a) The incubation data for
the two investigated flow series. (b) The step-flow data for the two investigated flow series. Both graphs are color
coded based on the aforementioned stable (cyan) vs dynamic (yellow) diameter and composition regimes (Chapter
5). The gray ovals in both graphs indicate where the growth conditions for the two series should overlap based on
flows, with a slight discrepancy in V/III ratio based on growth chamber geometry in the two experiments.

What can be seen in Figure 6.1 is that when the precursors are varied independently of each
other, the produced trend in incubation and step-flow with V/III ratio is very similar. The
incubation time shown in Figure 6.1 (a) seems to be stable around 10 s for intermediate
V/III ratios, but increase for both low and high V/III ratios, even throughout the stable
composition regime. The step-flow, shown in Figure 6.1 (b), on the other hand has a peak
at the border between the two regimes, and decreases on both sides. Interestingly, the step-
flow time decreases so much towards lower V/III that our camera could not temporally
resolve the step-flow process (operated at 100 frames per second (FPS)), forcing us to deem
it as instant.

The increase in incubation time for lower V/III ratio in the TMSb series is easy to under-
stand: as the TMSb flow is decreased, less material is supplied to the nanoparticle and it
therefore takes longer time to reach supersaturation. In this regime the incubation is there-
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fore Sb supply limited, and a longer time is needed to overcome the supersaturation barrier.
For high V/III, in the stable regime, we have to consider other effects that occurred on the
chip. As was mentioned in Chapter 5, we observed overgrowth of GaAs for high V/III
ratios. This would be a material sink, and could therefore lead to the increase in incubation
time observed in the stable composition regime, even though Sb should be abundant and
intuitively decrease the incubation time. Since the overgrowth would also consume the
available Ga in the system, it is difficult to discern whether the incubation is limited by
TMSb or TMGa at high V/III ratios.

In order to understand the emergence of the instant step-flow, we have to consider the
nanoparticle. We already know from Paper I that the concentration of Sb is low, on the
order of a few percent, but we also know that the volume of the nanoparticle changes a lot
throughout the dynamic composition regime. The volume of the nanoparticle throughout
both flow series is shown in Figure 6.2 (a). As the volume is changing, the number of atoms
in the nanoparticle will also change, an aspect that may be hidden by only looking at the
compositional data. Therefore, we use the volume to translate the composition shown in
Figure 5.1 (a) to number of atoms, as displayed in Figure 6.2 (b) (normalized to the number
of Au atoms). The calculation was carried out in the same manner as presented in Chapter
4.

In Figure 6.2 (b) we see that the number of atoms is comparable throughout the stable
composition regime, but increases rapidly across the dynamic composition regime. This
shows that even though the concentration of Sb in the nanoparticle appeared constant
in Figure 5.1 (a), the absolute number of Sb atoms changes dramatically as the volume
of the nanoparticle changes. Step-flow has, for GaAs, been shown to be a process that
is dependent on material availability, where the step-flow will be initially fast until the
nanoparticle is depleted, upon which it has to rely on the continued delivery of material
from the vapor.⁵⁸ This suggests that there needs to exist a sufficient amount of dissolved
elements in the nanoparticle to facilitate instant step-flow. We know that Ga exists in a
surplus, however, the amount of Sb in the nanoparticle for high V/III ratios is relatively
low. We therefore expect the nanoparticle to become “depleted” of Sb during the step-flow
process in the stable composition regime. It is therefore not thermodynamically favorable
for the nanoparticle to lose more of its dissolved Sb, and the continued step-flow therefore
has to rely on material delivery from the surrounding vapor in order to complete the step-
flow. This would also explain the decrease in step-flow, when the V/III ratio is increased
from 30 to 45 (see Figure 6.1 (b)). The nanoparticle contains roughly the same number of
Sb atoms, but the delivery of material is higher for the higher V/III ratio cases, effectively
decreasing the step-flow time.

By calculating the ratio between the number of Sb atoms present in the nanoparticle and
the amount needed to fill a full layer we can get a more clear picture of how much Sb is
needed to produce an instant step-flow. This is presented in Figure 6.3, both in relation to
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Figure 6.2: (a) The volume of the nanoparticle as a function of V/III ratio for Au-seeded GaSb growth. (b) A recalculation from
concentration to number of atoms dissolved in the nanoparticle. The values are normalized to the amount of Au. The
graphs are color coded based on the aforementioned stable (cyan) and dynamic (yellow) diameter and composition
regimes.

the V/III ratio (a) and the step-flow time (b). Figure 6.3 (b) shows that there likely needs
to be at least 15 times more Sb present in the nanoparticle than what is needed to complete
a full layer, for the step-flow to become instant.

The discussion so far has shown that the experimental investigation suggests that incubation
is largely TMSb limited, with some unclear effects happening at the high V/III ratios,
possibly due to surface growth. Step-flow has been shown to depend on Sb availability,
where instant step-flow is seen when there is a sufficient amount of Sb dissolved in the
droplet. For higher V/III ratios, in the constant regime, the amount of available Sb is lower,
and the step-flow will here instead rely on the delivery of Sb from the vapor, resulting in a
decrease in step-flow for higher V/III ratios. In order to establish and further explore the
trends observed experimentally, the growth of GaSb nanowires was also studied through
simulations, as shown in the next section.
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Figure 6.3: The ratio between the number of Sb atoms present in the nanoparticle as compared to the amount needed to cover
the entire liquid-solid interface with a full solid layer. (a) The ratio as a function of V/III ratio. (b) The ratio related
to the resulting step-flow time. Both graphs are color coded based on the aforementioned stable (cyan) vs dynamic
(yellow) diameter and composition regimes.

6.2 Modeling of GaSb nanowire growth

As a complementary study, the layer-by-layer growth of GaSb was also studied by means
of a Monte Carlo-based nanowire growth simulation in Paper IV. The simulation is based
on the framework built by Maliakkal et. al., where the growth of GaAs was simulated
and compared to in-situ experimental results.⁵⁸ The simulation works by calculating the
impingement of Ga and Sb into the nanoparticle based on impingement rates, and then
calculating the probability of forming a new layer based on nucleation theory. The simula-
tion then uses random numbers in order to determine the outcome. This way, the growth
of the GaSb nanowires is evaluated in set time steps, typically 1 ms, and the evolution of
several different properties can be followed, as will be shown below.
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6.2.1 Inputs to the simulation and ensuring stability

Any simulation framework operates under a number of input parameters that can be tweaked
based on the results or to fit experimentally acquired data. In our case, we wanted to accur-
ately model the growth based on the conditions used, and the results observed, during the
experiments, where the goal was always to measure the step-flow, incubation, etc. under
steady-state conditions. The experimentally measured concentrations, with the number of
Au atoms calculated to give a baseline for the actual number of atoms, were used as in-
put for the model. The total number of atoms determines the volume of the nanoparticle,
which was always compared to the experimentally determined volume to make sure that
they were similar. In the end, the actual concentrations had to be slightly adjusted based
on the resulting droplet volume and the stability of the simulated growth. An assumption
was also made to keep the number of Au atoms constant when simulating the two flow
series, as there is no supply of Au and we do not expect any incorporation of Au into the
nanowire that would significantly change the size of the system.⁴³ Overall, it seems like
the experimental XEDS quantification estimates an increasing amount of Au atoms as the
nanoparticle increases in size, which is attributed to measurement error. Keeping the Au
stable throughout the simulated series is therefore scientifically sound. Another input was
of course the experimentally determined nanowire radius, since it, as discussed previously,
determines the amount of atoms needed to complete a full layer. Other parameters include
an evaporation factor and net impingement of the atomic species (as will be discussed later),
and surface energies. The surface energies used were based on theoretically determined sur-
face energies, but fitted based on the results of the simulation, while the evaporation factor
was assumed to be the same as for the GaAs growth in the original version of the model.⁵⁸

6.2.2 Step-flow and incubation results from the simulation

In general, the simulation successfully reproduced many of the trends observed experi-
mentally with regards to the step-flow and incubation behavior with changing V/III ratio,
as shown in Figure 6.4.

If we again start with the incubation, Figure 6.4 (a), we can see that the incubation time
in general is around 10 s, while increasing for low V/III, as expected from the experiments.
However, for high V/III ratios, the incubation time seems to decrease rather than increase,
as observed experimentally. Since the model does not include any radial overgrowth of
nanowires, this strengthens our previous hypothesis that the radial overgrowth acts as a
material sink in the experiments, increasing the incubation time drastically. Regarding the
step-flow times, as shown in Figure 6.4 (b), the trend with increasing step-flow time for
intermediate V/III ratio, at the border between the two regimes, is correctly reproduced by
the model. The difference here is that the step-flow time increases more in the model, to
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Figure 6.4: The incubation (a) and step-flow (b) data retrieved from the GaSb simulation, displayed as a function of the exper-
imental V/III ratios. Both of the graphs are color coded based on the stable (cyan) and dynamic (yellow) regimes
observed experimentally. The gray ovals in both graphs indicate, again, where the growth conditions for the two
experimental series should overlap based on flows, with a slight discrepancy in V/III ratio based on growth chamber
geometry in the two experimental datasets.

about 5 s instead of 2 s as observed experimentally. However, as the trend is the same, more
effort was not put into further optimizing the increase in step-flow time. For higher V/III
ratios, the step-flow decreases in a similar way as shown experimentally. The important
aspect, and most interesting, is the emergence of a region of instant step-flow for lower
V/III ratios, just as the experimental observations indicated.

The overall investigation of the step-flow and incubation times confirmed many of the
observations made during the experimental growth of GaSb. However, in order to explain
specific aspects shown, a more detailed analysis is required. For this, the simulation is
capable of providing a detailed breakdown of many aspects of the growth, as will be shown
in the next section.
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6.2.3 Comparison between different simulation results

In Figure 6.5, number of atoms and supersaturation are shown for a subset of four differ-
ent simulations, corresponding to V/III ratios spanning the full investigated range in the
TMSb series. We will start by discussing the number of atoms in Figure 6.5 (a), where the
simulation corresponds to a V/III ratio of 44.03, i.e. far into the stable regime. It can be
seen that the number of atoms forms a sort of sawtooth shape, that is flat between the peaks.
The rise of the sawtooth indicates a build-up of material in the nanoparticle, corresponding
to the incubation period. Once sufficient supersaturation is reached, as shown in Figure
6.5 (b), nucleation (onset of step-flow) will occur, leading to a sharp decrease in both super-
saturation and number of atoms. Importantly, the decrease stops abruptly and the curve
continues in a horizontal manner. Here, the nanoparticle is depleted of growth material,
and therefore relies on mass flow from the vapor in order to facilitate the growth. This fits
with the previously presented theory that the amount of material in the nanoparticle is not
sufficient to facilitate instant step-flow in the stable regime, as shown in Figure 6.3.

In Figure 6.5 (c), which corresponds to a V/III ratio of 29.35 at the border between the
two regimes, we see a similar shape for the number of atoms, where the “flat” regions of
the curves are longer. This can be explained by the fact that the influx of Sb is lower in
this lower V/III ratio case. When the nanoparticle becomes depleted and starts to rely on
delivery of Sb from the vapor phase, the arrival rate of Sb is in this case lower and the step
completes at a lower rate, increasing the step-flow time. The overall result is that the growth
in Figure 6.5 (a) proceeds with a higher nucleation rate than the growth presented in Figure
6.5 (c), resulting in the lowering of incubation time with increasing V/III ratio in the stable
regime, as shown in Figure 6.4 (a). Notably, the growth in both cases is very regular, as was
also observed experimentally for the intermediate V/III ratio case, where both incubation
and step-flow in Figure 6.1 show small standard deviations for a V/III of 29.

By further decreasing the V/III ratio into the dynamic regime (22.03), the number of atoms
show the behavior as presented in Figure 6.5 (e). Here, the sawtooth shape persists, but
lacks the flat regions in between. This means that there now is enough dissolved material
in the slightly larger nanoparticle to facilitate complete layer growth, once nucleation has
occurred, resulting in instant step-flow. Still, the growth is very regular as seen in the
supersaturation plot in Figure 6.5 (f ).

In all the cases discussed until now, the nucleation event results in a significant decrease
in number of atoms, and therefore supersaturation, in the nanoparticle. This results in a
nanowire growth process that becomes clearly periodic, as indicated by the sawtooth shapes
discussed previously, where the build-up of material during incubation determines the time
of the next nucleation event. The resulting variation in incubation and step-flow time, as
indicated by the error bars in Figure 6.4 (a) and (b), is therefore small. By further decreasing
the V/III ratio to 7.35, however, the simulation produces the results presented in Figure
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Figure 6.5: Further data extracted from four of the GaSb simulations. The graphs show how the number of atoms for Ga and
Sb and the supersaturation changes over time for a subset of the simulations (full length is 300 s). The cases are
from the TMSb flow series, spanning V/III ratios of 44.03 (a)-(b), 29.35 (c)-(d), 22.03 (e)-(f) and 7.35 (g)-(h).

6.5 (g) and (h), where the growth becomes irregular. The periodic sawtooth shape is here
lost, in favor for a more erratic behavior. Notably, the change in supersaturation during
step-flow is very small, since the absolute change in number of atoms of either Sb and
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Ga is very small for this much larger nanoparticle. The smaller change in supersaturation
upon nucleation can lead to several nucleations occurring in close succession, with short
incubation, since the nucleation probability will still be high. However, there is a trade-off
in the fact that the build-up of supersaturation will be very slow, since adding Sb to the
large nanoparticle does not change the composition much, and the flow of Sb is overall
lower in this case due to the low V/III ratio. The erratic growth behavior results in a large
spread in incubation data, as shown by the error bar for V/III ratio of 7.35 in Figure 6.4 (a),
which corresponds well to the experimental results from the same growth shown in 6.1 (a).
This demonstrates that the Monte Carlo aspect of the growth model accurately simulates
the non-deterministic nature of nanowire growth.

6.2.4 Comparing the growth behaviors of GaSb and GaAs

Since the original version of the simulation was made to simulate GaAs growth,⁵⁸ it is
natural to compare the results from the two systems. The most notable differences between
the growth of GaAs and GaSb stem from the big difference between the two group V
elements. Sb has a much lower vapor pressure and higher solubility in the Au-Ga liquid
alloy than As, which leads to it accumulating to a few atomic percent during the growth.
Arsenic, as mentioned earlier, is expected to remain below 1 at.% (more often< 0.1 at.%) in
the liquid phase. This makes As very quickly reach a stable composition within the droplet
during incubation, and therefore Ga is found to largely limit the nucleation process. The
amount of dissolved As is also never enough to facilitate instant step-flow for GaAs in the
parameter space explored, so the nanoparticle always has to rely on the mass flow of As to
complete the layer. However, the growth of GaAs is usually operated at very high V/III
ratios where the surrounding vapor is abundant of available As, leading to a step-flow that
is fast, in general.

Another difference between the two systems is the amount of dissolved Ga observed during
growth, where the amount is typically much less for GaAs. For GaAs, the amount of
dissolved Ga observed was between 25 and 55 at.%,⁵⁸ while in the GaSb case the Ga was
never less than about 70 at.%. Therefore, a big difference both in the experimental results
and the simulation is the volume of the droplet and the resulting radius of the nanowire,
which are more dynamic in the growth parameter range investigated in the GaSb case.
However, some swelling is also observed towards the low end of V/III ratios investigated in
the GaAs case, associated with an increase in both step-flow and incubation time.

6.2.5 A discussion on atomistic pathways

In the simulation, one of the main inputs is the precursor partial pressure. This value was
used in order to emulate the supply of growth material to the nanoparticle. Importantly, no
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aspects of the precursor pyrolysis or material delivery in the vapor phase is considered, so
the value is scaled by a factor from the experimentally determined partial pressures, so as to
decrease the magnitude of condensation. While simulating the different experiments, it was
discovered that the best results were found when the TMSb supply was made to follow the
experimentally determined partial pressures (scaled by a factor), while the TMGa supply
was tailored so as to match the resulting material delivery of Sb. The following text aims to
explain this necessary simplification.

The material supply from the vapor will here be referred to as condensation. The con-
densation scales with temperature and several other factors, but most importantly for this
discussion, the supplied partial pressure and the surface area of the nanoparticle. Once
material has condensed into the nanoparticle, there are two separate paths of removal. For
one, there is evaporation from the nanoparticle back to the vapor phase, which scales in
the same way as the condensation and is calculated based on several thermodynamic para-
meters. The evaporation was in all cases found to be low for Ga and Sb, leading to a very
small magnitude of this removal path. This leaves the other removal path, solidification to
the nanowire, which will depend on the growth rate of the nanowire and of course the area
of the nanowire-nanoparticle interface, which is the same as the cross-sectional area of the
nanowire. The solidification therefore scales with the radius of the nanowire, but is also
complex to describe since both Sb and Ga are involved in the growth rate of the nanowire.
All of these paths and important factors are presented in Figure 6.6, for the case of a high
V/III ratio (a) and a low V/III ratio (b).

The high V/III ratio case will be discussed firstly, in the context of the results from the
TMSb series, where the largest range of V/III ratios were used. By adjusting the partial
pressures of both Ga and Sb (as well as several other fitting parameters), conditions can be
found where the volume, incubation and step-flow all correspond well to the experimental
conditions intended to be reproduced. In this case, since evaporation is negligible, stability
in the system is achieved when the supply of Ga and Sb are equal, since the only path
of removal is through solidification, where a stoichiometric compound of equal amounts
of Ga and Sb is formed. Material should also be solidified at a comparable rate to the
experiments, with appropriate step-flow and incubation times. Once such conditions are
found, the ideal case would be to change the surrounding experimental parameters and
conditions to simulate the low V/III case, and the results should be equally well matched
to the low V/III experiment. This means that the radius of the nanowire and the size of the
nanoparticle should increase, while the Ga partial pressure should remain constant and the
Sb partial pressure should decrease (when considering the TMSb series).

Adjusting the size of the system has several effects. By increasing the size of the nanowire,
we make sure that the solidification pathway increases, increasing material consumption.
Simultaneously, the nanoparticle surface area is increased, so condensation increases. Sim-
ilarly, the Sb supply is lowered, so growth rate will decrease (we have already seen that
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Figure 6.6: A schematic detailing atomistic pathways in the model. (a) A high V/III ratio case. (b) A low V/III ratio case. In the
figure, E stands for evaporation, C for condensation, S for solidification, A for the surface area of the nanoparticle
and r indicates the nanowire radius.

incubation is significantly longer for the low V/III case). Overall, this results in a great
increase in total Ga delivery, while the delivery of Sb is low, and total material consump-
tion is low. When Ga is significantly higher than Sb, the nanoparticle will swell at each
timestep of the simulation, which further increases the nanoparticle area, increasing the
condensation of Ga and so on.

Evidently, there is a stabilization mechanism missing in the simulation, that could handle
such a situation described above. Importantly, we know that the conditions used as in-
put for the simulation are experimentally determined steady-state conditions, so stability
should be achievable. One suggestion for improvement is that there is something miss-
ing from the expression of evaporation. However, it is expected that evaporation should
affect Sb to a greater extent than Ga, which would only worsen the problem presented
above (Sb would evaporate more from the low V/III case with the larger nanoparticle sur-
face area). Therefore, it is more likely that something is missing regarding the supply or
removal of Ga to the nanowire. A possibility is that Ga is leaving the nanoparticle through
an out-diffusion mechanism, giving a path for removal of Ga that scales with the radius of
the nanowire.¹³³ However, when this was implemented, it appeared to affect the smaller
nanowires to a greater magnitude, leading again to the opposite effect. Another possibility
is the assumption that diffusion, rather than direct impingement, controls the arrival of
Ga atoms to the nanoparticle. This has been explored by Mårtensson et. al., where it was
found that the material delivery scales with the radius of the nanowire and that smaller
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nanowires therefore experience a higher effective V/III ratio if the group V material is de-
livered through direct impingement.⁵⁷ The implementation of such a diffusion dependent
Ga delivery could therefore be a way to improve the simulation.

The conclusion of this discussion is that it is expected that the arrival of Ga atoms to the
nanoparticle is overestimated in the current implementation of the simulation, and that
this parameter scales especially poorly with size of the system. The simplest solution to
this problem was therefore to manually scale the Ga supply on a case by case basis, which
resulted in a need to increase the Ga supply in the TMSb series as the “V/III ratio” was
increased. In the TMGa series however, the best results were found when TMGa, similarly
to TMSb, was not changed at all between the different experimental conditions. This is
interesting, as this suggests that roughly the same impingement of material per unit area
can result in steady-state growth for a wide range of nanoparticle and nanowire sizes. This
might give a clue for the scaling of the Ga delivery, when future iterations of the model are
constructed.

6.3 The impact of defects in GaAs nanowire layer dynamics

Crystallographically speaking, GaSb is a rather simple system. Compared to phosphides
and arsenides, that can grow in both the ZB and the WZ crystal structures, there is a lack
of reports of GaSb growing in the WZ crystal structure.⁶² Even forming crystallographic
defects or twins seems to be difficult in the GaSb material system. So what happens to the
layer growth dynamics when growing nanowires in growth regimes resulting in imperfect
crystal structures? That will be the topic of this section and Paper V, where the growth of
twinned GaAs was studied.

6.3.1 In-situ investigation of twin formation

Twins were introduced in Chapter 2 as rotations in the crystal around the [1̄1̄1̄] axis, where
the stacking sequence in ZB appears to reverse. In some instances twins are sought after,
for example when forming twinned superlattices, but oftentimes they are avoided as they
affect the properties of the crystal.¹³⁴,¹³⁵ In our case, GaAs was purposefully grown using
growth conditions where twinning occurs, so that the growth dynamics during twinning
could be studied and compared to the growth dynamics of regular GaAs layers, grown
under the same conditions. As a general procedure, many regular, non-twinned, layers
were measured in terms of incubation and step-flow, for the same nanowire under the same
conditions, so that the times could be compared to those of the twinned layers formed in the
structure. This procedure was repeated for nanowires of different diameters, over a range of
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experimental conditions.* A general example of a measured nanowire, the twinning process
and the resulting step-flow and incubation times is shown in Figure 6.7 (a) and (b).

(a) (b)

(c) (d)

Figure 6.7: Twin formation dynamics in Au-seeded GaAs. (a) A twin formation event across five frames, further illustrated by
the schematic. The arrows are pointing to the growth fronts of the layers, where the twinned layer nucleates in the
fourth frame. The time stamps are correlated to the time in themovie supplied asMovie S1 in the original publication.
(b) The incubation and step-flow (propagation) times of the layers preceding, and including, the twinned layer. (c)
A collection of incubation times of twinned layers, that are related to the incubation time of non-twinned layers by
a ratio. The gray line indicates when the ratio is equal to 1, where the incubation therefore is equal in time in the
two cases. (d) A similar ratio as (c), but for step-flow time (propagation time) instead. The gray line indicates when
the ratio is equal to 1. Figure adapted from Paper V.

As can be seen in Figure 6.7 (a), the emergence of a twinned layer can be easily observed
when the nanowire is imaged in the [11̄0] viewing direction. Figure 6.7 (b) shows how the
incubation and step-flow time varies for the five measured layers (empty shapes) leading
up to the twinned layer (filled shapes). Evidently, the incubation time appears to be largely
unchanged across the entire sequence, while the step-flow time for the twinned layer has
increased compared to those of the non-twinned layers. In Figure 6.7 (c), the ratio between

*Naturally, the growth conditions have to be adjusted in order to achieve sufficiently twinned structures
when the nanowire diameter is changed.
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the incubation time of twinned layers and the averaged incubation time of several preceding
non-twinned layers is plotted as a function of nanowire diameter. As can be seen, for this
larger dataset, the previously observed stability of the incubation time is present here as well,
and in general incubation is as long for twinned as non-twinned layers (the ratio equals to
1). This indicates that the actual nucleation energy barrier for forming a twinned layer is
similar to the non-twinned case. Figure 6.7 (d), however, shows the same investigation
of the step-flow times. Here it can clearly be seen that the step-flow time increases for
twinned layers, as compared to non-twinned layers. This would indicate that there is a
thermodynamic barrier for further additions to the growing twinned nucleus, that is larger
than that of non-twinned layers. Both Figure 6.7 (c) and (d) illustrate that there is no
strong trend with nanowire diameter.

6.3.2 Thermodynamic modeling of the twin formation

In order to qualitatively compare the growth of normal and twinned layers, a thermody-
namic model was constructed. The idea behind the model was to treat the twin formation
as normal ZB with added energy terms based on the interfaces it forms to the rest of the
phases, and evaluate the difference in formation energy, ∆Gj (where j is either regular or
twinned layers), for different supersaturations, ∆μZB. The equation used for the model is
shown in Equation 6.1.

∆Gj = ∆μZB N+ σiL,j liL + (σiV − σLV sin(β))liV + ∆γj A (6.1)

In Equation 6.1, the first term is the supersaturation multiplied by the number of atoms
added to the growing layer, N. The second term is related to the edge energy σiL,j of the
island, i, facet interfacing the liquid phase, L, with length liL. The edge energy is assumed
to be slightly different for the twinned and non-twinned cases. Similarly, the third term
is related to the interface between the island and the vapor, V, where the length, liV, is
multiplied with a positive energy term, σiV, for the formation of the interface and a negative
energy term −σLV sin(β) for the removal of the previously existing liquid-vapor interface.
The last term is only needed for the twinned case, where a surface energy, ∆γj, between the
twinned layer and the underlying ZB is multiplied by the area of the island, A. By evaluating
the formation energy for the twinned and non-twinned cases for different supersaturations,
Figure 6.8 was constructed.

The results show that for higher supersaturation (55 meV), the difference between the
twinned and non-twinned case is small. Two main differences arise: the critical nucleus
size is larger for the twinned case (making nucleation of twins less probable) and the energy
gain by continued addition after the critical nucleus is reached is smaller for the twinned
case (less steep slope). Both of these differences make sense from the experimental observa-
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Figure 6.8: A model illustrating the nucleation of twinned and non-twinned layers of GaAs. The change in Gibbs free energy is
plotted as a function of number of atoms for different supersaturations. The inset illustrates the assumed shape of
the nucleus on the top facet. Figure adapted from Paper V.

tions, since fewer twinned layers form than non-twinned, and the step-flow of the twinned
layers is slower. However, the difference in appearance is not so great when only consid-
ering the 55 meV case in Figure 6.8. At this point it is important to consider the nature
of the nanowire growth cycle: as we saw for the layer-by-layer growth of GaSb earlier in
this chapter, the supersaturation changes throughout the step-flow process. Consider for
example the supersaturation plots in Figure 6.5; we see that the supersaturation can drop
by approximately 10 meV during the step-flow for GaSb, which means that GaAs could
behave in a similar way. It has been theorized in earlier studies that ZB growth in GaAs
is favorable for supersaturations between roughly 30 and 55 meV, which is why we have
plotted the two extremes of this range in Figure 6.8.⁴⁸ The 30 meV case in Figure 6.8 has
a very different appearance than the 55 meV case, and displays much larger differences
between the twinned and the non-twinned case. If a twin layer therefore nucleates when
the supersaturation is 55 meV, which, again, is likely, since the difference between twinned
and non-twinned here is small, the nucleus might reach critical size and become stable even
if the supersaturation decreases throughout this process. With the decreasing supersatur-
ation, however, the shape of the curve will gradually change to be more similar to the 30
meV case, and therefore lead to a slower step-flow than predicted by the 55 meV curve.

6.3.3 Multilayer growth in GaAs nanowires

An interesting finding that was made throughout this study was the emergence of multiple
nucleation events within a single step-flow time, meaning that two or more layers could be
growing simultaneously. This sometimes occurred in conjunction with the formation of
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twins, as can be seen in Figure 6.9.

(a) (b)

Figure 6.9: Multiple nucleation events observed in conjunction with the formation of twins in GaAs. (a) A collection of several
observations where one or two layers nucleate before the twinned layer is completed, for various investigated
nanowire diameters. (b) One such example, where the arrows point to the growth fronts of the individual layers
and the time stamp is related to Movie S3 in the original publication. Figure adapted from Paper V.

The emergence of this multilayer growth is unexpected, since nanowire growth has always
been predicted theoretically, and shown experimentally, to occur in a layer-by-layer growth
mode.⁵⁸,¹³⁶ An explanation can be gotten from the supersaturation discussion from earlier:
if a twin nucleates for high supersaturation and the supersaturation then decreases, the step-
flow might become so slow that the nanoparticle can start building up material during the
step-flow, increasing its supersaturation again. If the supersaturation then increases suffi-
ciently this might make the nucleation of a non-twinned new layer a competing process.
This process however likely has a low probability, as it is so seldom observed.

6.4 Multilayer growth in InGaAs nanowires

The observation of multilayer growth introduced lastly in the previous section was a sur-
prise, and interesting from a growth dynamics perspective. However the technological
implications of multilayer growth in pure GaAs are small, since the crystal in the end still
is pure GaAs and multilayer growth seems to only occur in conjunction with twins. If, on
the other hand, a ternary nanowire or a nanowire heterostructure is to be grown, the emer-
gence of multilayer growth can possibly affect the composition within the nanowire. As it
turns out, multilayer growth can occur for InGaAs nanowires as well, and the observation
and discussion of multilayer growth in InGaAs is the topic of Paper VI and the rest of this
chapter.
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6.4.1 Different occurrences of multilayer growth

As was presented in the previous section, multilayer growth can occur in the presence of
crystallographic twins in GaAs. Figure 6.10 (b) shows a case where this is also true for
InGaAs. In this case, the amount of In in the solid nanowire is quite low, only about 10
at.% giving roughly a composition of In0.2Ga0.8As.

(a) (b)

(c)bc

Figure 6.10: Multilayer formation in Au-seeded InGaAs nanowires. (a) A schematic illustration where the dashed boxes illustrate
the respective regions that are displayed in (b) and (c). (b) An example of multilayer nucleation in conjunction with
the formation of a twin. (c) A case where multilayer growth occurs without the presence of a twin. A twin further
down the nanowire is pointed out in (c), while the rest of the arrows point to the growth fronts of the individual
layers. Figure adapted from Paper VI.

In the case presented in Figure 6.10 (b), the argumentation for the emergence of multilayer
growth can be the same as for the pure GaAs case, namely that the twin leads to a slower
growth which can promote further nucleation. However, multilayer growth has also been
observed when there is no twin present, as is shown in Figure 6.10 (c). Since multilayer
growth therefore can occur without the presence of twins, there has to be another factor
affecting the energy balance. A possibility is the compositional distribution within the
nanowire and the compositional relationship between the nanoparticle and nanowire. It
has been suggested, for example, that nucleation for InGaAs occurs through an In rich
initial nucleus.¹³¹ However, the consumption of either of the two group III elements will
naturally affect the supersaturation of the other, and small changes are expected to have
large effects on the growth.
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Figure 6.11: Multilayer growth at a sharper compositional heterostructure, as a consequence of altered growth conditions. (a)-
(c) The evolution of the multilayer over time, where the timestamp in the bottom left corners indicate the time
in seconds from the frame presented in (a). (d)-(f) The same frames as in (a)-(c) after GPA treatment. The color
scale is chosen so as to represent more In rich as orange and more Ga rich as purple. (g) The STEM XEDS results,
confirming that the nanowire segment grown in the multilayer growth mode is more Ga rich than the rest of the
nanowire. Figure adapted from Paper VI.

By introducing a sharp switch in the surrounding conditions, we have observed that mul-
tilayer growth can in some instances be induced. In this case, the surrounding conditions
were changed to be more In rich, which sparked the rapid formation of a more Ga rich
multilayer segment, as can be seen in Figure 6.11, where the micrographs show the pro-
cess and the GPA treatment qualitatively indicates the composition based on the lattice
parameter variation. It might seem backwards that an increase in In flow could lead to the
formation of a more Ga rich segment, but the supersaturation behavior shown in Figure
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5.4 (c) can help clarify this. In this experiment, it was observed that the supersaturation
of GaAs, which always is higher than InAs, increases with increasing concentration of In,
even if the concentration of Ga simultaneously decreases. If more In is suddenly available
for the nanoparticle, we therefore expect this process to occur more rapidly, resulting in a
quick increase in GaAs supersaturation and the nucleation of a more GaAs rich nanowire
segment. What this means is that the initial formation of the multilayer stack is rapid, but
we also see from the timestamps in Figure 6.11 (a)-(c) that its completion is very slow. At
this point we must remember that even though we have shown that we can grow most solid
compositions of InGaAs in Chapter 5, there is still a thermodynamically derived miscib-
ility gap in bulk InGaAs, meaning that the binaries prefer to segregate. This can be the
explanation for the multilayer segment continuing to grow as GaAs rich instead of incor-
porating more InAs in the left half of the stack, as can be seen in Figure 6.11 (c) and (f ).
We also confirmed the compositional changes by performing STEM XEDS on the segment
after growth interruption, as can be seen in Figure 6.11 (g). The quantification shows that
the nanowire composition changed from In0.8Ga0.2As to In0.3Ga0.7As in the multilayer
segment.

6.4.2 Dynamic behavior of multilayer growth in InGaAs nanowires

What we have observed about multilayer growth in InGaAs, is that the number of lay-
ers involved can be much larger than for pure GaAs, and that the number of layers can
change back and forth throughout a multilayer growth event. This is illustrated in Figure
6.12, where a multilayer growth event is followed from start to finish by means of three
separate videos recorded in sequence with short interruptions in between. In this case, the
composition of the nanowire is around In0.6Ga0.4As.

We start by discussing the results from Video 1, corresponding to Figure 6.12 (a)-(c). Figure
6.12 (a) shows a frame from the video where a single layer is growing, and a magnified
version is found in Figure 6.12 (b). Figure 6.12 (c) details the growth throughout the
entire video, where the growth times of individual layers, marked by their start and end
times, are plotted. Alongside is also plotted a cyan bar chart, detailing how many layers
are growing simultaneously. As can be seen, after about 45 s, layers start to overlap and the
beginning of the next layer occurs before the end of the previous one. The behavior here
is already very different from the twinned GaAs case, where an extra layer could only form
after a twinned layer was grown. Here, for many layers in a row, nucleation occurs before
step-flow is complete. Since it is highly unlikely that every layer is twinned with respect to
the previous, we therefore expect that the composition in the nanowire layers is affecting
the thermodynamic balance, leading to the multilayer growth behavior shown here.

Looking instead at the results from Video 2, we see that the stack of multilayers in many
cases increases to larger than two simultaneously growing layers, but also occasionally de-
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Figure 6.12: A detailed description of a long, dynamic, multilayer growth event, split across three recorded videos, arranged into
columns. (a), (d) and (g) show frames extracted from respective video, where the dashed boxes indicate the region
of the magnified versions shown in (b), (e) and (h), respectively. Growth fronts of individual layers are marked by
pink arrows. (c), (f) and (i) show start and end times of all layers observed growing in the respective videos, along
with total number of concurrently growing layers, as a function of time. The dashed pink lines indicate the time
in the videos from where the frames are extracted. The videos in question (in a shortened format) can be found in
the Supplementary Information of the original publication. Figure adapted from Paper VI.

creases back to one (or even zero growing layers). In Video 3, the largest stack of multilay-
ers observed in the entire segment is shown in Figure 6.12 (g) and (h), where ten layers
are growing simultaneously. Towards the end of this video the nanowire returns to regular
layer-by-layer growth again.

The constantly changing size of the multilayer stack throughout the entire growth event
presented in Figure 6.12 highlights the dynamic nature and complexity of multilayer growth.
However, it is not only the size of the multilayer stack that changes throughout the mul-
tilayer growth process; the individual layers are also dynamic, and grow and shrink through-
out the growth. The determined processes are presented in Figure 6.13, which shows frames
extracted from Video 2 introduced in Figure 6.12.

Process (1) illustrated in Figure 6.13 (a) is the simplest of the observed processes. Here,
the growth front of all layers in the multilayer stack move forward. Obviously, there is
a competition for material between the layers, which means that the individual growth
fronts move forward at a slower rate than what they would if they were growing alone.
Importantly, the expansion of upper layers is limited by the expansion of the lower ones,
producing a sort of staircase-like growth front of the entire stack. This can be seen in
the micrographs presented in Figure 6.13 (b) and (c), where the Process (1) is illustrated.
However, it is also important to mention that there does not seem to be a strong preference
for a specific facet formed by the growth fronts, and the angle the steps form can change
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Figure 6.13: (a) Three processes observed to occur for multilayer stacks. (b)-(c) Process (1), where all involved layers grow
simultaneously. (d)-(e) Process (2) where the bottom most layer rapidly finishes. (f)-(g) Process (3) where a new
layer nucleates on the stack. The timestamps indicate the time from the start of the video from which these frames
were extracted, and illustrate the relative rates of the processes. The arrows point to the growth fronts of the
individual layers, when possible. Figure adapted from Paper VI.

with relation to the horizontal plane.

Process (2) and (3) highlight more dynamic cases of the multilayer propagation, where
the interaction between the layers becomes important. In Process (2), as shown in Figure
6.13 (a), the bottommost layer of the multilayer stack rapidly grows to completion. This
process is shown in the micrographs in Figure 6.13 (d) and (e), where the layer completion
occurs within the temporal resolution used for the recording (10 FPS). As is illustrated by
the colored arrows in Figure 6.13 (d) and (e), the rapid completion of the layer leads to a
retraction of the other layers in the multilayer stack (the corresponding arrows move to the
left between Figure 6.13 (d) and (e)). Similarly, Process (3) illustrates the nucleation of a
new layer on the multilayer stack, which also results in a retraction of the other layers in the
stack, as shown schematically in Figure 6.13 (a) and through micrographs in Figure 6.13
(f ) and (g).

Both process (2) and (3) illustrate an important point: already solidified material can be
redissolved from classically viewed stable layers as a consequence of the interaction between
individual layers in multilayer stacks. This means that the compositional relationship be-
comes more complicated, but also that multilayer growth can act as a way for the nanowire
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to, for example, smooth out compositional changes as it grows.

Despite the dynamic nature of the multilayer growth, it was found that the overall growth
rate was unchanged in this case of intermediate composition InGaAs. Each individual layer
of course exists for longer, giving more opportunity to exchange material with the other
layers, but the overall number of layers formed over time is similar when comparing seg-
ments grown in the multilayer and the layer-by-layer growth modes. This was not the case
when multilayer growth was observed in conjunction with a distinct change in composi-
tion, as presented in Figure 6.11, which proceeded at a slow rate. In that case, however,
it seemed like the transfer of material and equilibration of composition was too difficult
for the nanowire to achieve, and the energetically favorable route was to await the refilling
of Ga into the droplet to grow a more homogeneous segment. This is likely because the
rapid formation of the large multilayer stack created a relatively stable crystallite, making
the dissolution of the layers more difficult. As we will see in the next section, the formation
of such a large multilayer segment can sometimes be detrimental to continued growth.

6.4.3 Multilayer growth and kinking at sharp heterostructures

Multilayer growth has been observed to occur as a step before a nanowire kinks or loses its
nanoparticle, as shown in Figure 6.14 (a)-(c). This bears a large resemblance to the type of
growths observed by paladugu et. al., when investigating the growth of sharp heterostruc-
tures between GaAs stems and InAs segments, where the nanoparticle is displaced and the
growth continues down along the side of the nanowire.¹³⁷ Indeed, such cases have been ob-
served in-situ as well, when attempting the formation of sharp GaAs-InAs heterostructures,
as shown in Figure 6.14 (d).

Several attempts at forming sharp GaAs-InAs heterostructures followed the procedure out-
lined below. Standard GaAs stems were grown, and before changing the gaseous environ-
ment to contain TMIn, a ramp down in temperature was performed, and the TMGa supply
was interrupted. At low temperatures (< 150 °C), axial growth is completely interrupted.
Therefore, the gaseous composition can be changed so as to replace the TMGa with TMIn
in a controlled manner, without the growth continuing. A prerequisite for this is that the
AsH3 supply is kept on, since otherwise the nanowire might etch away the solidified layers.
The temperature decrease also makes the nanoparticle solid, and leads to a loss of Ga from
the nanoparticle. Once the RGA showed low levels of TMGa and high levels of TMIn in
the gaseous environment, the temperature was gradually increased until effects were seen
on the nanowire. Typically, this resulted in the growth of an InAs multilayer segment from
the still solid nanoparticle, as shown in Figure 6.14 (e)-(g).

This investigation highlights that multilayer growth is likely something that affects the het-
erostructure formation in ex-situ growths in a similar manner, even though the low temper-
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Figure 6.14: Three different cases of kinking in nanowires. (a)-(c) The process of kinking through multilayer growth, with a
liquid nanoparticle. (d) A nanoparticle growing down the side of a nanowire. The arrow points to a difference in
contrast, signifying that the composition changes before the nanoparticle slides off the nanowire top facet. (e)-(g)
The process of kinking through multilayer growth when the nanoparticle is solid. The multilayer island consists of
InAs, while the rest of the nanowire is GaAs. Panels (a)-(c) adapted from Paper VI.

ature procedure utilized here might be unconventional. There are a few reports on successful
formation of GaAs-InAs heterostructures, utilizing either larger nominal nanoparticles in
MOCVD or smaller nominal nanoparticles in MBE.¹⁷,⁷⁰ However, sufficient control of
this process is lacking, and should therefore be investigated further.
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Chapter 7

Conclusions and Outlook

With this thesis I hope I have been able to accurately demonstrate how and why we study the
growth of semiconductor nanowires in-situ, using ETEM. All the studies included in this
thesis work have been conducted with the goal of increased understanding of the nanowire
growth process in mind. The results shed light on the intricate processes responsible for
affecting the morphology, composition and growth of individual atomic layers and seg-
ments that eventually form a complete nanowire. The ultimate goal would of course be to
use this deepened understanding to precisely control the growth on a layer (or even atom)
basis, deciding every aspect of the final nanowire structure. There are, of course, more steps
needed before we get there, and I would therefore like to highlight some aspects in this
chapter.

Starting with GaSb, studied in Paper I and IV, I believe that the diameter modulation
shows great prospects of becoming something technologically important. However, for
the modulation to be useful it must be realized ex-situ in conventional growth systems.
What was not discussed within the thesis, but in Paper I itself, was that we investigated
the possibilities of producing similarly diameter modulated nanowires ex-situ. What we
found, however, was that the overall diameter of the GaSb segment (grown from GaAs
stems) was decided by the conditions intended to produce the largest diameter, if two
different conditions were used for the GaSb growth. We suspect therefore that within
the parameter space used for the ex-situ growth, the overgrowth was significantly more
pronounced than for our in-situ study. Worth mentioning here is that it is very difficult to
translate exact growth parameters even between different ex-situ setups. Despite this result,
I am confident that if a large separate study were to be conducted with the intention of
producing the diameter modulated structures ex-situ, it would be possible. The diameter
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modulation could also be investigated in other material systems, both in-situ and ex-situ,
to compare trends.

Another aspect of the GaSb material system is the crystal structure. Throughout the in-
vestigations conducted here, GaSb always grew in the ZB crystal structure, with possibly
stacking defects present at the nucleation stage before the nanowire growth reaches steady-
state. Earlier investigations have hinted at the possibility of forming defects in GaSb during
stable growth, which could indicate that the formation of a WZ phase is possible.⁶² For
such investigations, the environmental transmission electron microscope is a magnificent
tool, since growth conditions can be changed on the fly. If the growth conditions are altered
to either increase or decrease the V/III ratio, and the formation of defects is observed, the
user can continue to push the system further up or down in V/III to see if this promotes the
formation. This sort of instant feedback is very useful when mapping growth parameters,
and will likely lead to more investigations of this kind.

Regarding the InGaAs material system, all the investigations concern to some extent com-
positional control. In Paper II one of the most interesting aspects shown is the fact that
kinetically limited models seem to have made correct predictions regarding the compos-
itional relationship between the nanoparticle and the nanowire. What we see is that the
nanoparticle needs a lot of In in order for any incorporation of In into the nanowire can
occur, but when that is achieved, roughly the same nanoparticle composition can facilitate
most of the range of solid compositions. However, Paper III suggests that the nanowire
itself might also influence the solidifying composition. Simultaneously, GaAs in general
shows a much higher supersaturation than InAs, so as long as there is Ga, its incorporation
will be favorable. When the Ga supply is decreased in order to make a sharp heterostructure,
however, kinking often follows, as shown in the last part of Chapter 6. The complexity of
the system might therefore speak favorably for the exploration of other seed particle materi-
als or growth methods for InGaAs nanowires. For example, SAG grown InGaAs nanowires
have shown promising results regarding compositional control.¹³⁸

The multilayer growth phenomenon discussed in Paper V and VI is not helping when trying
to achieve control with atomic precision. The growth of several layers at once is likely
to affect the smallest achievable number of layers when creating, for example, small and
sharp inclusions of GaAs in a nanowire that is predominantly consisting of InAs. In the
case of pure GaAs the multilayer growth cannot affect the composition, but if dopants are
supplied to change the electronic properties locally, their distribution might be affected by
the multilayer growth phenomenon. Regardless of the effects, I would like to see theoretical
models that deal with the possibility of multiple nucleation events, as this is a phenomenon
that has classically never been considered in nanowire growth models.

In many of the studies presented here, the theoretical models and simulations have played
a large complementary role to the in-situ experimental investigations. The models and
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simulations help in enforcing points about the experimental data and in many cases provide
more information that is not as easily accessible experimentally. The model that I have spent
most time with is the GaSb simulation developed from an existing GaAs framework.⁵⁸ At
this point in time, there are two additions that would significantly improve it. For one, it
would be beneficial to explore and implement material delivery through diffusion, in order
to see if it scales properly with the size of the system, as discussed in Chapter 6. The second
addition is a dynamic nanowire diameter, based on the swelling of the nanoparticle. These
two additions would allow the model to move from only simulating steady-state growth, to
actually being able to simulate changes to the system as a result of altered growth parameters.
However, I believe that accurately modeling the expansion of the nanowire will be complex,
and therefore a very difficult task to undertake.

In the end, all kinds of investigations, whether ex-situ, in-situ or computational, are pieces of
a massive puzzle with the common goal of creating more and more intricate and atomically
controlled nanostructures. From the in-situ studies, we have already been able to exper-
imentally observe and measure aspects of the nanowire growth that can both be applied
for the construction of better growth models, but also that can have direct technological
importance when achieved (or avoided) ex-situ. For these reasons I believe that the in-situ
observation of crystal growth will continue to be a sought after and highly utilized tech-
nique to further our understanding of the dynamics at the nanoscale, one atom at a time.
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