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Populirvetenskaplig sammanfattning pa svenska

Fysik ir den samlade insatsen genom minsklighetens historia att, pi den mest fundamentala
nivan, forstd och beskriva den objektiva verkligheten vi verkar befinna oss i.

Den grenen av fysik som arbetar med de mest fundamentala teorierna, vilken all annan
fysik ska kunna hirledas ifran, har 6ver tiden delat sig till tva huvudfil; det allra storsta
och det allra minsta. For det allra storsta ligger huvudfokus pa att studera och beskriva
hindelser som sker 6ver de storsta tid- och lingdskalor vi kan mita. Detta kan stricka sig
upp till till exempel Universums dlder (~ 13.8 miljarder ar) samt strickor som diametern
pa det observerbara Universum (~ 880 biljoner biljoner meter). For det allra minsta ligger
fokus istillet pd de minsta bestindsdelarna av Universum, vilka kallas for partiklar. Hir
kan skalorna réra sig om till exempel protonradien (~ 0.84 - 107® meter), eller till och
med dnnu mindre skalor nir vi studerar fundamentala partiklar. Dessa beskriver vi som
punktliknande, det vill siga att de (i viss mening) inte har nigon storlek. I denna avhandling
ir varat fokus pa fysiken kring det allra minsta.

Filtet inom fysik f6r det allra minsta som vi beskrev ovan heter partikelfysik. For att beskri-
va objekt som existerar pd dessa skalor forlitar vi oss pd en teori som heter kvantfiltteori,
som beskriver partiklar med hjilp av matematiska filt. Anvindandet av kvantfiltteori har
resulterat i Standardmodellen, vilket ir en av de mest framgingsrika vetenskapliga teori-
er som finns i dagsliget. Den beskriver egenskaperna av de fundamentala byggstenarna i
Universum, vilka kallas elementarpartiklar, och hur dessa interagerar med varandra.

Alla forutsagelser av Standardmodellen, och alla andra partikelfysikmodeller, méste sjilv-
klart testas och verifieras, och detta gors oftast vid experiment i partikelacceleratorer. Den
mest kiinda av sidana acceleratorer dr Large Hadron Collider vid CERN faciliteten i Gene-
ve, Schweiz. Hir accelereras partiklar upp till vildigt hoga energier for att sedan kollidera
med varandra. Partiklarna som skapas av dessa kollisioner mits sedan av detektorer place-
rade runt kollisionspunkten.

En typ av kollision som studeras pA LHC ir tungjonskollisioner. Dessa 4r vildigt ener-
gifyllda och omfattar manga partiklar, bade fére och efter kollisionen. I dessa hindelser
uppnds temperaturer som mojliggdr skapandet av kvark-gluonplasma snabbt efter kollisio-
nen. Kvark-gluonplasmat r den ildsta formen av materia som har existerat i Universum,
och det fyllde hela Universum runt 1070 ¢ill 107 sekunder efter Big Bang. Genom sin
existens i tungjonskollisioner har vi lyckats studera plasmat i detalj, och idag vet vi mycket
om de egenskaper den uppvisar. Om vi undersoker andra dnden av kollisionsspektrat dock,
det vill sdga sma kollisionssystem som till exempel proton-proton, riknar vi inte med att
kvark-gluonplasma ska skapas. Denna forvintning bygger pa att dessa system inte 4r ener-
gitita nog for att skapa plasmat utifrin de modellerna vi idag har att beskriva fenomenet
med.

Nyligen har dock observationer av kvark-gluonplasma-liknande signaler i sma kollisions-
system gjorts. Denna upptickt utmanar vért traditionella sitt att beskriva stora och smé
system med olika modeller, och det belyser en motsigelse i var modell av den objektiva
verkligheten som kriver utredning.
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I de fyra artiklarna som avhandlingen innehaller, fokuserar vi pa att bidra till att reda ut
detta problem. Vi fokuserar pd en kvantkromodynamisk effektiv kinetisk teori som en po-
tentiell 16sning for att forklara de uppmitta effekterna i sma kollisionssystem. I den forsta
publikationen i denna avhandling gér vi den forenklande uppskattningen att partiklar en-
dast far kollidera en gang fran att de ursprungligen skapas. Detta tillater oss att numeriskt
extrahera en specifik kvark-gluonplasma-liknande effekt frin den kinetiska teorin. Den
andra publikationen presenterar denna avhandlingens huvudarbete; programmet Arpaca.
I den andra artikeln diskuterar vi detaljerna av denna implementation, samt verifierar att
implementationen ar korrekt. I de sista tvd artiklarna anvinder vi ArLraca for att studera
mer specifika hindelser och fenomen.
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Popular summary in English

The science of physics is the collected effort throughout the history of humanity to, on the
most fundamental level, make sense of the objective reality we seem to find ourselves in.

The branch of physics that deal with the most fundamental physical theories, from which
everything else in physics should follow, has over time separated into two main fields; the
very large and the very small. For the very large, the main focus is the study of events
that take place over largest time and distance scales we can measure. This can range up
to e.g. the age of Universe (~ 13.8 billion years), and distances like the diameter of the
observable Universe (~ 880 trillion trillion meters). For the very small, the focus is instead
the smallest constituents of the Universe, also known as particles. Here, the distance scales
can concern e.g. the radius of a proton (~ 0.84-107'® meter), or even smaller when looking
at fundamental particles which are considered pointlike, meaning (in some sense) that they
have no size. In this thesis, the study of the very small will be our focus.

The field of the very small is known as particle physics. To describe the objects that exists
within these scales we rely on a theory called Quantum Field Theory (QFT), which de-
scribed particles by using mathematical fields. The use of QFT has resulted in the Standard
Model, which is one of our most successfully scientific theories to this day. It describes the
properties of the most fundamental building blocks of the Universe, known as elementary
particles, and the way they interact with each other.

The predictions of the Standard Model, and other particle physics models, must of course
be tested and verified, and this is most often done in experiments at particle accelera-
tors. The most famous example of such is the Large Hadron Collider (LHC) at CERN in
Geneva, Switzerland. Here, particles are accelerated to very large energies and then set to
collide with each other. The particles that results from these collisions are then measured
by detectors placed around the collisions.

One type of collisions that are being studied at the LHC are heavy ion collisions. These are
highly energetic events which include many particles, both in and after the collisions. The
collisions also become so hot so that a liquid known as the Quark Gluon Plasma (QGP)
is formed right after the heavy ions have collided. The QGP is the oldest form of matter
that existed in the Universe, filling the whole Universe around 107!° to 1075 seconds after
the Big Bang. Through its existences in heavy ion collisions we have been able to study it
in detail, and known much about the behaviour it exhibits. In contrast to this, looking at
small collision systems like proton-proton, we do not (traditionally) expect any QGP to
be formed since those systems are not dense enough.

Recently though, there have been observations of QGP-like signals in small collision sys-
tems. This has challenged the current paradigm of modelling small and large collision
systems in very different ways, and it is highlighting a contradiction in our model of ob-
jective reality, which needs to be resolved.

The work presented in this thesis aims to contribute to resolve this issue. We focus on a
QCD effective kinetic theory as a possible explanation of the observed phenomenon in
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small collision system. In the first publication of the thesis we assume the simplifying
condition that particles are only allowed to scatter once during an event. This allows us
to extract one particular QGP signal, known as collective energy flow, numerically from
the QCD effective kinetic theory. The second paper presents the main work of the thesis,
AvLpacA, which is an event generator that encodes the QCD effective kinetic theory. Event
generators are tools that simulate particle collisions using numerical methods, and our
implementation of this event generator is such that the dynamics of the system resulting
from the collisions follows the QCD effective kinetic theory. In the second paper we discuss
the details of the implementation as well as validate the model in a simpler setting. In the
last two papers of the thesis, we then use ALpaca to look at more interesting scenarios.



Introduction

This thesis is the culmination of the work I have done since starting my PhD in Lund, and is
centered around different implementations of the QCD effective kinetic theory introduced
by P. Arnold, G. Moore and L. Yaffe (AMY) in Ref. [1]. Before I venture into the actual
work of the thesis though, I would like to present a brief overview of my philosophical
motivation for pursuing physics. Bear in mind that what is presented in this subsection is
just my attempt at explaining why [ am doing physics. The arguments involved represent my
current best understanding of the topic, and as any philosophical arguments they would
surely benefit from further discussion. However, the validity of the actual physics results
presented later in this thesis bears no weight on these arguments.

For me it all starts with a simple question: how can we determine what objective reality,
assuming that such a thing exists, is? The answer turns out to be a bit more complicated
than the question itself, as it sets in motion a spiral of new questions. To answer these
questions, we first need to decide on which game rules we should use to evaluate the validity
of any answer to any following questions moving forward. As far as game rules go, I know
of non-other as rigorously developed and intuitively preferable as /ogic (and so also by
extension: mathematics).

Since logic now puts us in the realm of definitions, axioms and implications, it is suitable
to pick a proper definition of what objective truth is, in terms of our models describing
objective reality. As we, in a fundamental sense, only have access to our own subjective
reality, I have always favored a version inspired by the one found in Ref. [2] concerning
subjective and objective standpoints, which goes as follows.

A view or form of thought is more objective than another if it relies less on the subjective expe-
rience of the individual.

With this definition at hand we are now ready to describe objective reality. However,
for purely pragmatic reasons I constrict us further and impose one more axiom, namely
that any theory we construct should describe physical objective reality. This means that
what it describes, should correspond to what we experience through sensory perception.
This is a subset of objective truths, in which it has proved favorable! to assume that there
exists one correct model®. This as opposed to the remainder of objective truths, denoted

'If one considers our knowledge of physics favorable, which I personally do.
20r more specifically; one equivalence class of correct models.



abstract truths, like mathematical models where one can find an infinite number of true
and consistent models3. We will still utilize the abstract truths found in the mathematics
derived from Zermelo—Fraenkel set theory (with or without the Axiom of Choice?) to
construct our models, but once we assume that an object in our model should correspond
to a physical object, further verification than just logical consistency is required. Hence,
with the extra axiom of describing physical truths, we have left the realms of philosophy
and pure mathematics and arrived at the doorstep of physics.

The science of physics contains many branches, but if one wants to stay as close to the
fundamental part of the theory as possible, one must look at the very largest (i.e. time and
space) or smallest (i.e. particles and fields) scales. Though I find them both fascinating, I
have always favored the reductionist approach of fundamentally explaining everything by
looking at its smallest constituents, which inevitably lead me to particle physics.

The arguments outlined above of how to best describe objective reality are of course only a
(very) simplified beginning. In e.g. the field of physics many great minds have refined our
methods over the years, and we have further imposed philosophical concepts (and active
discussion about the validity and reasonability of these concepts) to guide us through our
exploration of objective reality such as e.g. the scientific method and the relaying of sensory
perception to constructed detectors.

So to summarize; for me it starts with one simple question about how to determine what
objective reality is. The answers to this question then inevitably leads me to physics, our
best tool/language/model for rigorously describing the objective reality we seem to find
ourselves in.

Now when the method of describing objective reality and which field to study has been
decided, the next question is, what is there to do within this field? Staying true to the
choice of logic as the most fundamental game rule it follows straightforwardly that: ex
falso quodlibet, meaning “from falsehood, anything”, or simply put, one contradiction
and you're out. When contradictions become apparent, we cannot trust the fundamental
assumptions of our descriptions anymore, and any kind of real progress in any theory
or model affected is in some sense halted. Hence, it is of crucial importance to resolve
any contradiction that appears in our theory. The contradiction in particle physics that
has caught my interest is the one of recent observations of collective-like behaviour in small
systems. ‘This contradiction and my effort to contribute to resolve it motivates all the work
presented in this thesis, and it will be explained and discussed in detail as follows.

In Section 1 we start by giving an overview of the theoretical background needed to un-
derstand the contradiction we aim to solve. We begin by explaining the foundation of
modern particle physics; the Standard Model. We then move on to discuss the theory used
to describe the dynamics caused by the strong force (which is the force of interest in our
contradiction); quantum chromodynamics (QCD). It is followed by an overview of parti-
cle collisions and the field of phenomenology. This then ends the broader part of overview,

3Though depending on the complexity of the models, we might not be able to prove that they are consistent,
which follows from Gédel’s incompleteness theorems.

4T have yet to find one physical result which relies on the Axiom of Choice. Hence, o the best of my knowledge,
it has no impact on physics, and so I leave it open to include it or not.



and from this we move on to our specific field of interest within particle physics.

In Section 2 we look at Heavy Ion Collisions and the collective behaviour we observe in
those. We end this section by highlighting the open problem in particle physics which this
thesis is centered around, namely the observed signals of collective like behaviour in small
system. By small system we here mainly mean collisions between protons, and collective
behaviour means that the remnants of the initial collision interact with each other after
the collision has taken place, something our models predict should not happen in small
systems. The specific collective behaviour in small systems we are mainly interested in
for this thesis is that of collective flow. This is a phenomena where particles interact to
cause asymmetries in the energy and particle number spectra, which is measured by the
detectors around the collisions. At this point, we can ask the questions; what theory is a
suitable candidate to explain these phenomenon, and whar methods can we use to extract
qualitative predictions and comparison to data from this theory. The answers to these
questions are discussed in the two coming sections, starting with the latter question.

In Section 3 we look at the methods which we use to produce predictions and compare
theory to data, namely Monte Carlo methods. We focus on showing how we can sample
quantities from probability distributions, calculate multidimensional integrals and simu-
late decay processes. We end with a brief overview of Monte Carlo event generators, tools
which are needed to get proper apple-to-apple comparisons between theory and data.

In Section 4 we give an overview of QCD effective kinetic theory, with the purpose of later
showing how it can be used as a model which explains the signals of collective behaviour
in small systems whilst also providing a smooth transition from small to large collision
systems. After the overview about the relevant parts of the theory, we look at some spe-
cific applications which shows how it produces collective flow in small and large collision
systems, namely the single-hit approximation which we implement in Paper I.

Finally, in Section s, we tie it all together and present the main work of this thesis, the
Monte Carlo event generator ALraca, which is a Lorentz invariant parton cascade that en-
codes the AMY kinetic theory of QCD at high temperatures, using Monte Carlo methods.
We provide an overview of how Arpraca functions, and look at how we have validated our
implementation as well as some specific results we extract from it. The more technical
details are left to Papers II-IV.

We then end the introduction with conclusions and outlook in Section 6 which includes
a by a brief summary of Papers I-IV.

1 Particle physics

In this section we give a brief overview of the theoretical background needed to understand
the main work of this thesis, which will be presented in the following sections. We start
with the most fundamental model of particle physics; the Standard Model. Before we look
at the Standard Model though, we note that it is common in particle physics to use natural
units, and we will also adapt this convention throughout this thesis. This means that we



fix the speed of light ¢ and the reduced Planck constant 7 such that ¢ = h = 1. With this
convention, mass and momentum have units of energy F, and time and length have units
of 1/E.

1.1 The Standard Model

In particle physics, much is centered around the Standard Model. It is one of the most
successful scientific theories we have, acting as a foundation of particle physics by describ-
ing the fundamental building blocks of the universe, and the forces through which they
interact. The model is described in the language of Quantum Field Theory (QFT), which
is a combination of two of the most remarkable theories discovered in the last century;
quantum mechanics and special relativity. In QFT, particles are modelled as excitations
of underlying quantum fields.

The Standard Model contains 17 elementary particles, as illustrated in Fig. 1. Out of these,
12 are elementary fermions which make up all matter. The fermions are further split into
two groups, six leptons and six quarks. The remaining five particles are the bosons, with
four of them being the gauge bosons responsible for three of the fundamental forces. These
are the photon () which mediates the electromagnetic force, the gluon (g) which mediates
the strong force, and the W+ and Z° bosons which mediate the weak nuclear interaction.
The last boson is a scalar boson; the Higgs boson, responsible for giving mass to most of
the fermions as well as the W and Z° bosons. For each fermion there also exists a cor-
responding antiparticle. These particles have the same mass as the original, but opposite
quantum number, i.e. the opposite value of some conserved quantity, as e.g. spin.

For each of the three fundamental forces described above we associate a charge. Particles
with the same type of charge are then allowed to interact with each other, as well as with
the mediators of that charge. This is illustrated in Fig. 1. The photon is the mediator of the
electric charge, and so it interacts with all electrically charged particles. The electromagnetic
force acts over large distances, and is responsible for most of the everyday phenomena we
experience. The light from the sun that we see are photons within the visible spectrum
hitting the retina in our eyes, the motion of the electrically charged particles in the electric
current that fuels our mobile phones is mediated through photons, and so on. The theory
of this force and its corresponding charged particles is called Quantum Electrodynamics

(QED).

The W* and Z° mediate the weak force, and all fermions are charged under this. It is
a short ranged force, acting under subatomic distances, and is partially responsible for
radioactive decay.

Lastly, the gluon mediates the strong force. It only interacts with itself and the six quarks.
The corresponding charge of these particles is called color charge. There are three types of
color charge, red, green and blue. This force works in the opposite way of the electro-
magnetic force, which dampens over long distances. The strong force instead gets stronger
over distance, which leads to a phenomenon known as confinement. This effect implies that
color charged particles are bound over small distances by the strong force into color-neutral
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Figure 1: The elementary particle content of the Standard Model. Solid lines between dif-
ferent particles or particle groups indicate interactions. A dotted circle indicate
that the boson is massless. The leptons split into two groups, where the neutrinos
do not interact with the Higgs boson (H) or the photon (v). All color charged
particles interact with the gluon (g), all fermions interact with the W= and Z°
bosons and all electrically charged particles interact with the photon.

configurations called hadrons, with e.g the most commonly known being the proton con-
sisting of a uud combination of quarks, and the neutron consisting of udd. The theory of
the strong force and color charged particles is called Quantum Chromodynamics (QCD)
and is the main focus of this thesis. It will be discussed in further detail in Section 1.2.

The Standard Model has had many successes over the years, one famous case being the
prediction, and following experimental verification, of the Higgs boson [3, 4]. It has also
allowed for astonishingly precise comparisons between prediction and measurements, e.g.
the anomalous magnetic moment of the electron where the predicted and measured value
agree to the level of one part to 10 trillion (10'3) [s].

The Standard Model is not a complete description from which we can derive everything
else in the Universe though. For example, it does not include the 4th fundamental forces,
namely gravity. We have still not found a way to incorporate gravity in terms of elementary
particles (though at quantum scales the force is so weak, in comparison to the other funda-
mental forces, that we can safely neglect it). On larger scales, where it becomes relevant it
is well described by the theory of general relativity. In its original form the Standard Model
also predicted the neutrinos to be massless, which has been shown not to be the case in
recent experiments [6,7]. This particular problem can be amended by simple extensions to
the Standard Model though, e.g. through the Seesaw Mechanism. Overall, there is room



left for further improvement. Still, humanity has yet to create another model that has the
amount of predictive power and experimental success, while also being this fundamental.

1.2  Quantum Chromodynamics

Out of the three fundamental forces in the Standard Model, the papers in this thesis con-
cern only the strong force. Hence, a brief overview of QCD is needed before we proceed.
QCD is a vast and mathematically intricate topic, though here we will keep it light and only
focus on a few concepts relevant for understanding the rest of this thesis. Standard course
literature is recommended for the reader looking for more details, such as e.g. Ref. [8].

As we saw in the last section, the elementary particles of interest in QCD are the gluon and
6 species of quarks: up (u), down (d), charm (c), strange (s), top (t) and bottom (b). The
gluon mediates the strong force, and the associated charge is called a color charge. Hence,
all the quarks are color charged. The gluon however, in contrast to the photon mediating
the electroweak force, can interact with itself and is hence also color charged. There are
three different colors, red (r), green (g) and blue (b)°. Every quark carries one of these
colors, or a superposition of the three, and any species can carry any color. Since every
charged particle has a corresponding anti-particle (the gluon being its own anti-particle)
we also have anti-colors; anti-red (), anti-green (g) and anti-blue (b). The gluon carries a
superposition of both color and anti-color.

The strong force acts in the opposite way of electromagnetic force; it decreases as distance
decreases, as illustrated in Fig. 2. This property is known as asymprotic freedom. By looking
at smaller and smaller distance scales, and hence larger and larger energy scales, the strong
interaction between particle weakens to a point where the particle behaves as almost non-
interacting. Going in the opposite direction and looking at large distance scales and lower
energies, the force from the interaction increases. Hence, if we were to try and separate
a quark and an anti-quark from each other by adding energy to the system to pull them
apart, we would need to add even larger amounts of energy the further away they get. Due
to the self-interaction of the gluon, the energy we add would eventually be transferred into
creating a new quark closer to the original anti-quark, and a new anti-quark closer to the
original quark. Thus, we end up with two new strongly bound pairs. This phenomenon is
known as color confinement, and implies that quarks cannot exist in isolation.

In confinement, only color neutral combinations of quarks will produce a stable state.
A color neutral state of quarks is called a hadron, and we separate the hadrons in two
groups: mesons which contain a quark and an anti-quark, and baryons which contain three
quarks (or three anti-quarks). For mesons, color singlet states are produced by combing
an even number of colors with the corresponding anti-colors, e.g. r7. For baryons, the
color singlet state is e.g. of the form rgb or 7gb. States composed of more quarks, also
known as exotic mesons or exotic baryons, are possible, but so far only tetraquarks, e.g.

>Note that this is just a naming convention. These colors have nothing to do with the colors red, green and
blue that we experience in everyday life, which are due to photons propagating with corresponding frequencies
in the visible spectrum of light.
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Figure 2: The QCD running coupling, a, evaluated at the energy scale of the Z boson, asa
function of energy @ [9]. The solid lines correspond to the theoretical prediction,
and the bars correspond to measurements of a; through different methods.

77bb and pentaquarks, e.g. rgbr7, have been observed. The particles that hadrons consist
of are often referred to as partons.

1.3 Cross sections

A crucial component of quantum field theories such as QCD, which we will use frequently
in this thesis, is the concept of cross sections, usually denoted o. Cross sections have units of
area, and for e.g. two pointlike particles it corresponds to the area transverse to the particles’
relative motion in which they must meet for a scattering between them to occur. To show
how we can derive cross sections, we start out on very general grounds by representing an
initial state of incoming particles as |i). In QFT we have what is known as an S-matrix, or
the scattering matrix, which brings our initial state to a final state |f),

|f) = S[i). (1.1)
The modulus squared of the probability amplitude |(f|S|i)|? then corresponds to the prob-
ability density of starting with state |i) and ending up with state |f). By defining S = 1+iT



we collect the process which has no interaction in the first term, 1, and the remaining am-
plitude of going from our initial to final state then allows us to define M(i — f) through

(£)iT}i) = (2m)*6W (P — Pr)iM(i — ) (1.2)

where P, and P; corresponds to the sum of the initial and final four-momentum respec-
tively, and so the Dirac delta ensures four-momentum conservation of the process. Our
newly defined quantity M is called the matrix element and captures the dynamics of the
interaction. It is often expressed as Feynmann diagrams, see Fig. 3 for examples. In this
thesis we are only concerned with cross sections for 2 — n process, i.e. 2 incoming and
n outgoing particles, and using the matrix element, we can now express the differential
cross-section for such a process as

n

do(pa,ps = p1---pn) _ [M(pa,pp = p1-..pa)l? [T = fitwo)) (13)

d®, 4v/(papp)? — 2mamp)? -3

where pa, pp and my4, mp are the momenta and masses of the incoming particles. The
square root factor is known as the flux factor, and it normalizes the differential cross-section
w.r.t. the incoming particle flux. The factors within the square bracket correspond to
Bose enhancement and Pauli blocking (correspondingly + for bosons and — for fermions).
The factor d®, is the Lorentz invariant phase space measure for n outgoing particles. It
corresponds to an infinitesimal volume in the outgoing phase space and is defined as

n

d®,, = (2m)*6W | Py 4+ P — Zpi H

i=1

4 2 2
(27T)3d pl(s(pz —my )Q(El)’ (14)
where the first Dirac delta enforces total four-momentum conservation of the outgoing
configuration, the second enforces the on-shell condition for each outgoing particle, and
the Heaviside step function ensure that each outgoing particle has positive energy. Hence,
only the outgoing configurations, where these conditions are met, contribute to the vol-
ume.

Combining the pieces presented above, we arrive at our total cross-section for 2 — n
processes by integrating over all allowed configurations in the outgoing phase space,

do

The 2 — n cross-section, and how to relate it to our model of choice, is a central part in
our implementation of Arpraca, which we will discuss in more detail in Section 5 (and in
even greater detail in Paper II).
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Figure 3: Examples of two different Feynmann diagrams with two incoming particles with
four-momentum P and K interacting, resulting in two outgoing particles with
P" and K'. Solid lines corresponds to fermions and anti-fermions, curly lines
corresponds to gluons. Time can be viewed as going from left to right. Particles
with arrows moving against the time direction corresponds to anti-particles. Left:

qq — gg. Right: g9 — gq.

1.4 Particle collisions and phenomenology

Up until now we have only talked about our theories and models for describing objective
reality, but how do we actually verify what our theories predict? The answer to this, which
might seem obvious, is through experiments.

As we saw in Section 1.2, if we want to study fundamental properties of quarks, and not
hadrons, we need to break confinement, meaning that we want to decouple the quarks that
are bound by the strong force as hadrons. To this end, particle accelerators exists. In those,
different particles are accelerated to large energies and then set to collide, after which the
products of the collision are measured. The most famous particle accelerator is the Large
Hadron Collider (LHC) at CERN in Geneva, Switzerland. It is the largest and most
powerful particle accelerator that exists, accelerating e.g. protons through a circular loop
up to energies of 6.8 TeV per proton. CERN was founded as an international collaboration
between 12 countries in 1954 and has grown to now have 23 member states. It has been
responsible for numerous successful discoveries in particle physics since it was founded,
e.g. the discovery of the Higgs boson [3, 4], but has also produced applications outside of
particle physics which have had a great impact on the world, e.g. the world wide web.

At the LHC, the main focus of the experiments is colliding protons with protons (p + p),
and heavy ions with heavy ions (A + A). Proton collisions with heavy ions (p + A) are also
investigated. We will look into the theory and experimental outcome of these processes in
more detail in Section 2, but as a brief overview one can summarize these kinds of events
as highly energetic events where we can have hundreds (and even thousands) of final state
particles from the initial collisions.

As both experiment and theory has become more advanced over the years, the gap be-
tween the two has grown to a point where a whole new field has developed between them:
phenomenology. While technically a part of theoretical physics, its purpose is to bridge
the gap between theory and experiment. In phenomenology, the goal is to take current
theories and make quantitative predictions from these, which can then be used by experi-



mentalists. Since the number of particles in the final states of particle collisions is so large,
and our theories are probabilistic in nature, it is often impossible to do this by direct ana-
lytic calculations. Instead the development and use of numerical methods are often heavily
involved. One of the main tools that a phenomenologist like myself develop and use, and
which is a main theme of this thesis, are Monte Carlo event generators, which we will look
at in more detail in Section 3. Before we move to such technical details though, we will in
the next section introduce the specific field within particle physics which we are interested
in: heavy ion physics.

2 Heavy ion collisions

In this section we finally arrive at the specific field within particle physics, where we will
find the sought after contradiction, that this thesis is centered around; the collisions of
heavy ions. These are highly energetic events which can involve thousands of final state
particles that reach the detectors.

The way we model heavy ion collisions today started after the Relativistic Heavy Ion
Collider (RHIC) in 2001 released early results of head-on collisions between gold ions
(Au+ Au) at an energy of 200 GeV per nucleon pair. These results indicated that most of
the energy in the collisions was being deposited into a medium which could be described
using hydrodynamics [10-13]. This new state of matter came to be called the Quark Gluon
Plasma (QGP), and is a state where the partons are deconfined due to high energy density,
and chiral symmetry is restored (see e.g. Refs. [14,15] for an introduction and overview of
the properties of the QGP). The formation of a QGP was expected on general grounds as
a consequence of asymptotic freedom, predicted as early as the mid-seventies [16, 17]. It
has, since its experimental discovery, been found that it behaves as a nearly perfect fluid,
meaning it has a ratio of shear viscosity to entropy density close to the lower bound of
theoretically allowed values, 1/s ~ 1/47 [18,19]. The LHC later observed the same be-
haviour when colliding lead ions (Pb + Pb) at higher energies, up to 5.02 TeV per nucleon
pair [20, 21].

One of the main reasons to study heavy ion collisions today is to study the QGP. By probing
the QGP at lower length scales (i.e. higher energy scales, looking at e.g. high energy
particles passing through the medium) we can gain insights about almost free quarks and
gluons, due to the deconfined state of the particles in the QGP. The QGP is also the first
form of matter to form in the universe, and the only matter to exist within a microsecond
after the Big Bang. Hence, by studying the QGP that appear in heavy ion collisions we

can learn more about the very early universe, see e.g. Ref. [22].

2.1 Formalism

Before we look at the details of an heavy ion collision, we first need to introduce the for-
malism which is used when looking at heavy ion collisions. Most commonly, we align our
axes so that the z-direction is along the beam pipe, i.e. making our two beams move along

I0



the z-axis. Hence, x; and p, describe the spatial and momentum components in the
transverse direction to the beam. Next, we need to introduce two new quantities; rapidity
(y) and pseudorapidity (n). The rapidity is used at relativistic energies as a measure related
to velocity, and is defined as

1 E . 1 2 2 .
yZQm(ﬂﬂ>: N Vil A (2.1)

E_pZ 5 m2+P2*Pz

for some particle with 4-momentum P* = (E,p,,p,,p.) and rest mass m. It has the
benefit of being additive under Lorentz boosts in the beam direction (along the z-axis). It
does however introduce some trouble in terms of measurements, since we need to know
both the total momentum and relativistic mass of the particle. To remedy this, we can
instead look at the pseudorapidity

1 0
n=—In PHp:=) _ —In ( tan £ (2.2)
2 P =Dz 2

where 6, is the polar angle w.r.t. to the beam direction of the momentum. For large
enough transverse momentum, m < p, (or equivalently when the particle is effectively
massless), we have that n ~ y.

With these definitions at hand we are ready to look at the details of a heavy ion collision.

2.2  Timeline

The timeline of a heavy ion collision is illustrated in Fig. 4 (see e.g. Ref. [23] for a more
in-depth discussion). Before colliding, the two ions effectively have the shape of Lorentz
contracted discs, which for Pb and Au have a diameter around 14 fm (14 - 10~'® meter).
The discs consists of a large number of quarks and anti-quarks, where which act as sources
for strong color fields, i.e. gluons, spanning almost completely in the transverse direction.
The area density of partons is not uniform, and fluctuates from nucleus to nucleus.

When the discs collide, many interactions occur between the partons of the discs. Most
of these interactions involve a small energy transfer, also known as soft interactions, but
a fraction involve large energy transfers, known as bard interactions, and these partons
will later lead to the production of collections of outgoing hadrons with large transverse
momenta (also known as jets). During the initial collision some color charge exchange
will occur between the discs. This results in color fields which stretch out longitudinally
to fill the space between the discs, and these will quickly decay into ¢g pairs and gluons.
These partons form a highly anisotropic system which expands at nearly the speed of light
longitudinally, and starts to expand transversely as well. This stage is known as the pre-
equilibrium stage. Any interaction between the remnants of the initial collision from this
point forward is defined as final state interactions.

After around 1 fm of time, the system left between the receding discs has thermalized up
to a point where it is well described by viscous hydrodynamics. The nearly perfect fluid
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Figure 4: Timeline of a heavy ion collision. Starting out in the initial state are two Lorentz
contracted discs moving towards each other along the beam direction. After they
collide there is a short period of pre-equilibrium dynamics where the remnants
of the collision form a rapidly expanding, highly anisotroppic system. Next, due
to the final state interactions between the remnants, the system thermalizes into
an expanding, deconfined quark gluon plasma. It expands until it has cooled off
enough for confinement to act again, hadronizing the partons. The hadrons then
re-scatter for a while up until a point where they just free stream to the detectors.
Image courtesy of Steffen A. Bass.

that is formed is the QGP we discussed in the beginning of this section. It expands due to
the initial pressure up until a point where it has cooled enough that the partons become
confined again, after around 10 fm. This is called hadronization, as the partons in the
QGP combine to create hadrons. The hadrons then stream out towards the detectors, and
can rescatter with each other up until a point which is called kinetic freeze-out. After the
kinetic freeze-out each hadron has its final state momentum, which will then be measured
by the detectors.

Ovut of the different stages of a heavy ion collision outlined above, we are most interested
in the pre-equilibrum and QGP stages, which through the final state interactions produces
an effect known as collective behaviour.

2.3 Collectivity

The final state interactions in heavy ion collisions which causes the fluid like behaviour
give rise to many measurable effects, which are usually referred to as collective behaviour.
We will focus on one of these effects, which is at the center of explaining the open question
we will discuss in the end of this section, namely collective flow.

There are two types of flow; particle number flow and energy flow. The former is the corre-
lation in the number of particles moving in certain directions. The latter is the correlation
in energy moving in certain directions, this is illustrated in Fig. 5. In this figure we see the
measured energy output, shown as red towers for electromagnetic energy and blue towers
for hadronic energy. The energy is clearly asymmetrically distributed, with correlations on
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Figure s: Signs of (elliptic) collective flow from Pb + Pb-events at CMS, in the direction
transverse to the beam axis. The red bars indicate measured electromagnetic en-
ergy, and the blue bars hadronic energy. A clear correlation between opposite
sides can be seen. Image courtesy of Gunther M. Roland (CMS).

opposite sides of the detector. Looking back at our initial colliding discs, we see that if they
do not completely overlap when colliding, the overlapping area will be of a lenticular (al-
mond) shape. This will cause anisotropies in the pressure of the QGP, which in turn causes
anisotropies in the expansion velocity which are then reflected in the final state transverse
momentum distribution. For a perfect lenticular shape as initial conditions, we would get
what is called elliptic flow. However, the energy and parton density is not uniform in the
initial discs, so the inital condition will not be a uniform lenticular shape. This causes
further anisotropy that contributes to higher orders of flow.

The particle number flow is defined as [24, 25]

aN - _ (V) 1+2 Z vy, cos[n(pp — )] (2.3)

dpp 2w
where ¢y, is the azimuthal angle of the momentum, () is the mean number of particles
per event, and v, is the mean angle of the n-th reaction plane®. The coefficients v,, are
called the flow coefficients, where n = 2 corresponds to elliptic flow, n = 3 triangular flow,
etc. They are in general functions of the transverse momentum, p , as well as the rapidity
y, and are for the particle flow given by

on(pL,y) = {(cos[n(dp — ¥n)])) (2.4)

where the double angular brackets indicate the average value over all particles in an event,
and average over all events.

6The reaction plane for an event is a plane aligned with the lenticular shape of the initial collision, and the
reaction plane angle is the angle between the z-axis of the reaction plane and the z-axis of the reference detector
in the lab frame. It is not possible to measure this directly though, and an approximation known as the event
plane is used instead, see e.g. Ref. [26] for details.
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Figure 6: Energy measurements, in the direction transverse to the beam axis, of small and
large collisions at CMS illustrating jets and jet quenching. The red bars corre-
spond electromagnetic energy, and the blue bars hadronic energy. Left: p + p-
event, jets are back to back with similar energy output on both sides, no clear
sign of jet quenching. Image courtesy of CMS. Right: Pb + Pb, cones are not
symmetrical in angle or amplitude in energy output, as an effect of jet quench-
ing [27].

The energy flow is defined similarly as,

dE, dE, =
= (14 9% 0, — )l ), .
where once again v, are the flow coeflicients, F| is the tranverse energy and 7 is the
pseudorapidity. This particular form of flow will later be our main focus in Paper I and IV.

2.3.1 Jet quenching

Apart from collective flow, the formation of a QGP also has other signatures that have been
verified, with one of the most notable ones being centered around jess. A jet is, in broad
terms, a collection of particle with high transverse energy, originating from the initial hard
scatterings of the collisions. The original partons of the hard scattering will each create a
parton shower, i.e. they radiate partons in a similar direction as they move out towards
the detectors. This collection of partons form the shape of a cone outward from the initial
collision, and the cones come in pairs, back-to-back since momentum is balanced in the
initial hard scattering. An example of a pair of jets can be seen in the left part of Fig. 6.
Here, two jets are formed back-to-back in a p + p collision, with similar energy output as
shown by the height of the bars, which indicate energy deposited in that direction.

The phenomenon of jer quenching is when highly energetic parton(s) traverse a medium
and interact with it along the way. These final state interactions will cause the jet to loose
energy to the medium, with the deposited energy mostly taking the form of many soft
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particles with a large angular separation from the original jet. This can be seen by again
looking at Fig. 6. In the left figure showing the p + p event, we do not expect a medium
and hence no jet quenching, so the jets are back-to-back with similar amplitude in energy
output. In the right figure however, showing two jets in a Pb 4+ Pb event, we see that
the two jets are no longer as symmetrical. They are not as back-to-back, the width of the
cones now differ and the energy output is not symmetrical. This is due to the effects of jet
quenching caused by the jets traversing the QGP that is formed.

Another noteworthy QGP signature, though not a part of the main focus of this thesis, is
what is called strangeness enhancement, where an enhancement in the number of hadrons
produced which contain multiple strange quarks has been measured, both in small and
large collision systems [28].

2.4 Open questions: small and large systems

Now we are leaving the overview and background part of this thesis, and transition into
something even more interesting: the open questions forming the current frontier of par-
ticle physics research [29]. As have been mentioned throughout this thesis, my main focus
is to contribute to resolving the contradiction that has emerged from recent experimental
measurements of small collisions systems, which show signs of collective behaviour. I will
now explain in detail what I mean by this.

In the previous section we discussed collective behaviour, and how it is expected to appear in
heavy ion collisions. The traditional view of small collision systems however, is maximally
different from the one of heavy ions. Here, we have assumed that the colliding protons
undergo an initial scattering, but we assume that the energy density of remnants of this
scattering is not large enough to form a QGP. Hence, the remnants of the initial hard
scattering produce independent vacuum showers, i.e. they stream towards the detectors
while radiating other particles which moves in a similar direction. This continues up until
a point of hadronization, and then free stream to the detector. Multiple other effects also
contributes to the evolution of the system, like QCD effects from soft scatterings and
electromagnetic QED effects, however, in this view collectivity is not possible, since we do
not have any final state interactions. The vacuum showers evolve (mostly) independent of
each other.

In Ref. [30] it was shown however, as shown in Fig. 7 that we can observe a clear ridge in
2-particle correlations in high multiplicity p+p collisions, around A¢ = 0 and large values
of An. What this means is that there are long range correlations between particle pairs in
these p + p collisions. If there is collective flow in the system it would imply that there
is a ridge along A¢ = 0 for the 2-particle correlations. However, it would not be visible
around A7 = 0 since the 2-particle correlations from jets are dominant there (see Fig. 7).
It would, however, be visble as a ridge for larger An, i.e. long range correlations. The long
range correlations are expected for heavy ion collisions where we assume that a QGP is
formed, and even for p + Pb collisions (which can also be seen in Fig. 7). But it is in clear
contradiction to our traditional view of the small collisions systems having no final state
interactions. Quantifying it in terms of the collective flow coefhicients for elliptic flow, as
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Figure 7: Plots of two-particle correlations as functions of relative azimuthal angle and
relative pseudorapidity. Top: p + p [30]. Bottom: left is p + Pb and right is
Pb + Pb [31].

shown in Fig. 8, we see a clear signal of elliptic flow for p + p collisions [32].

Now, one might naively think that since we observe signs of collective flow then our initial
assumption about the system not being dense and energetic enough to form a QGP was
wrong. However, the question gets more complex than this when we look at the other signs
of collective effects, specifically jet quenching. This effect was first verified to be absent to
any significant degree in d + Au (deuterium and gold collisions) [33-35], and later in the
smaller collision systems by measuring single hadrons in p + Pb and Pb + Pb [36]. Since
the formation of a QGP would also imply jet quenching, our question seem to have turned
into something more complex than just: is there a QGP or not in p-p collisions?

What is described above is a clear contradiction between our traditional view of modelling
small and large collision systems, and experimental data. What is needed to resolve this
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Figure 8: Elliptic flow coefhcient for p +p, p + Pb, Xe + Xe and Pb 4 Pb as a function of
charged particle multiplicity (average number of charged particles produced in
the collision at mid pseudorapidity) measured by ALICE [32]. A clear signal of
elliptic flow in the smallest collision system p + p is shown.

is a new theory which can reproduce the experimental data of collective flow signals, but
introduces no significant jet quenching in small systems. Also, the data indicate that the
collective flow signals do not appear in a discrete way, but rather emerges smoothly as a
function of system size, see Fig. 8 (with hopes that the future planned Oxygen-Oxygen run
at the LHC will give new relevant information to further fill the gap in this spectrum [37]).
Hence, it is also preferable if our theory can provide us with a smooth transition between
small and large collision systems. This smooth transition must eventually take us back to
a QGP where hydrodynamics is a viable model, as the system size increases. There are
many different ongoing attempts to find solutions to these problems, with e.g. the string
interaction models [38,39] in PyTHIA [40] being some of the more notable ones.

Now that we have identified the contradiction of interest, and outlined what is needed in
a theory to resolve it, we need to answer two questions; what theory do we find suitable to
solve this problem, and what methods can we apply to that theory to gain qualitative pre-
dictions? We find that a possible answer to the first question is QCD effective kinetic theory,
which is a highly suitable candidate, and we proceed to discuss it in detail in Section 4.
Before we do that though, we will look at the answer to the second question, which is a
numerical toolset known as Monte Carlo methods.
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3 Monte Carlo methods

Our underlying framework in particle physics, quantum field theory, is not a measurably
deterministic theory 7, instead we rely on probabilities. This poses certain challenges when
we want to make predictions based on our theory, as we have to extract them from prob-
ability densities. We are also faced with the problem that many of the integrals we need
to solve are multidimensional over possibly very large number of dimensions, often due to
many particles with a 6-dimensional phase space each. The solutions to these problems are
found in Monte Carlo methods. These are numerical methods which use repeated sampling
of pseudo-random numbers® to solve numerical problems.

Monte Carlo methods play a central role in Paper I-IV, and in this section we will focus
on giving a (somewhat) detailed overview the Monte Carlo methods that we have made
use of the most. In order to keep it concise, we omit the proofs of the derivations in this
section. These, and further discussions about the topic can be found in e.g. Ref. [40].

3.1 Sampling from probability distributions

First of all, our most commonly needed method is that of sampling discrete values from
a distribution. This is most often used to sample particles’ position and momentum from
some initial distribution, but can also be used for e.g. sampling energy transfer in an elastic
scattering. Given a probability distribution f(xz), normalized such that,

[ s =1 6D

‘min

the cumulative distribution function is defined as

Y

Cly) = f(x)dx (3.2)

Tmin

where y € [Zmin, Tmax]. Hence, C € [0, 1], and so for any random number R € [0, 1] there
is a corresponding y such that

Cly) = R (3-3)

7Though the theory itself is still deterministic, in the sense that the motion of the fields are bound deter-
ministically from the equations of motions derived from the Lagrangian of the Standard Model. The seemingly
nondeterministic behavior enter through the collapse of the wave function. This is what is defined to happen
when a measurement takes place, i.e. when we measure something we force the probability distributions to single
points, so it collapses to a Dirac delta function. Since we do not know how the collapse occurs in detail there
are many unknowns which could cause the seemingly nondeterministic behaviour; our interpretation of the field
itself, our definitions of e.g. “to be at position z with momentum p”, the mechanics involved in the collapse of
the wave field, etc. Hence, at our current knowledge of the theory the deterministic behaviour is not something
we can access, though the theory still evolve in a deterministic manner.

8Pseudo-random numbers are numbers which pass as random given certain conditions.
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Taking the inverse of this, we can sample y from the distribution f as

y=C"'(R). (3.4)

If the primitive function F'(z) of f(z) is known, and also its inverse F~!(z), we can straight
forwardly sample y from f as

Yy = F! (F(xmm) + R[F(ImaX) - F-Tmin]) (3'5)

where R is sampled uniformly between 0 and 1. Notice that in this last expression we have
generalized our method slightly and removed the assumption that the distribution needs
to be normalized to unity.

The sampling method above gives a straight forward way of sampling a quantity given it
has a known and invertible primitive function. Often though, we deal with quite intricate
probability distributions, and the primitive functions do not have a well defined inverse.
This problem can be circumvented by finding an overestimate g(z) > f(x), with a simple
primitive function G(z) and inverse primitive function G~!(z). The algorithm then goes
as follows.

(i) Find simple g(z) > f(«) with known primitive function G(x) and inverse primitive
function G~1(z).

(ii) Sample y from g(z) following Eq. (3.5).

(iii) Sample new R € [0, 1] uniformly. If R < f(y)/g(x) accept the value of y, otherwise
reject it and cycle to (ii).

Following the algorithm outline above, one then ends up with a sample y from f(z). The
simplest case which is often available as an overestimate is a constant, e.g. ¢(y) = fmax-
This is known as accept/reject (or hit-and-miss) Monte Carlo. This is often not sufficient
though, since it can lead to an excessive rejection rate. Hence, a non-constant g(z) which
follows f(x) more closely so that one is preforming the sampling in the correct region, is
preferable whenever it can be found. This is refered to as importance sampling, see Fig. 9
for an illustration of the process.

Another common scenario that occurs when sampling is that the distribution can be over-
estimated with a sum of functions, that is

flz) < g(x) = Zm(w)- (3.6)

We can then first select which i to use by the relative probabilities I;, given by

min
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Figure 9: Illustrations of Monte Carlo accept/reject sampling from the probability distri-
bution f(z) = ze™*. Left: constant overestimate function g(z), z is sampled
uniformly. Right: Importance sampling with g(x) = 2e7%4*~1, z is sampled
from g(z) which (on average) decreases the number of reject samples.

Once we have picked an i we can sample = from g¢;(z) using the regular accept/reject
method, except if we reject the sample we start over by picking a new ¢ from I;. This will
give the correct statistics since

/f(m)dx:/chEngi(x)dx: ZIl/glﬁf)J;Egdm (3.8)

3.2 Integration

Assuming for a momement that f(x) is not a probability distribution but any smooth
function that we want to integrate, i.e. we want to find

Tmax

1= [ fwye (9)
Tmin

We then note that we already got the answer to this integral as a by-product from the

accept/reject sampling. This since, when the total number of samples N tends to infinity,

the ratio of the accepted samples to total samples times the overestimated area will give us

the correct area, i.e.

I = [G(Tmax) — G(Tmin)] % (3.10)

with a corresponding error of (for the simple case of constant g(z) = fmax)

i 1
= (3.11)

I AV Naccepted
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Table 1: Scaling of different numerical integration methods for N samples, in d dimen-
sions.

Integration method | Error scaling

Monte Carlo 1/Nz
Trapezoid 1/Ni
Simpson 1/Ni

This way of using Monte Carlo to integrate is not the most efficient though, since we are
only using the accept/reject statistics, and not full information of every f(z) sampled. A
more efficient way of approximating the integral is to use the full information for each
f(z). So, if we instead sample x uniformly between @i, and zy,ax it holds that (for N
tending to infinity)

. N
e S ML G.12)
The corresponding error is
2y _ (f)2
ol = (xmax - xmin) W; (313)
with
| X
(f"(x)) = N Z [ (@i). (3.14)
i=1

Now, we have only looked at the simple case of solving for one integration variable, how-
ever the method above easily generalizes for multidimensional integrals. It is also there the
true usefulness of Monte Carlo integration shows itself. If we compare the error above
to the error of some of the other most common numerical integration techniques, shown
in Table 1, we see that for one dimension, d = 1, Monte Carlo is not the most efficient.
However, once we move up in dimensions we quickly get a big advantage of using Monte
Carlo integration, as the scaling in error does not depend on dimension. There are numer-
ous other factors which also makes Monte Carlo integration the preferred method, some
of them being; it can deal with discontinuous functions and it gives a good first estimate
from few sample points.

The method outlined above is the simplest case of Monte Carlo integration, and can be
further refined. One way of doing this is to utilize the accept/reject overestimate function
g(z) > f(z), and noting that it can be viewed as a variable transformation,
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I= /f(x)dx = /géi))g(x)dx :/gg))d(}’(x) R~ <£> + \/<f2/92>]\; (/9" (3.15)

where the last term corresponds to the error. This way of integrating has the benefit of
sampling more in regions where the integral is large, if one finds a good overestimate. We
see from the error term that the error can be reduced significantly due to this.

Further improvements are available, some examples being the histogram method and strat-
ified sampling, where in the former one splits up the sampling range of x into bins Az,
and then select which bin to sample from based on the maximum size of f in the bin,
sampling more where f is larger. In the latter, one generalizes this even further and varies
the sizes of the bins, so that each Az; is different, creating larger bins where df /dx is large,
i.e. sampling more where f varies more.

3.3 Veto algorithm

The different sampling methods we have looked at so far have one thing in common, they
lack memory. This presents a problem, since some processes we want to sample can require
a certain memory of what has happened before. The process we mainly are thinking about
here is the decay of particles, where a decay at time ¢ can only occur if the particle has not
decayed yet. We take radioactive decay as an example, and define N () to be the probability
that a single nucleus has not yet decayed at time ¢, also known as the no-decay-probabilizy.
We then have the probability that it will decay at time ¢ defined as P(t) = —dN/dt. Naively,
with no memory in time, we would assume that P(¢) = X for some decay constant A. This
then leads to N(t) = 1 — ¢, which is clearly not correct, with a linear probability turning
negative for large enough ¢. The correct way of treating this is is to assume that we have a

probability of decay that goes like

dN

P(t) = ——- = fON() (3.16)

where f(t) is the instantaneous decay probability. Solving for the no-decay-probability we
get that

N(t) = e~ Jo @D, (3.17)

which is also known as the Sudakov-factor. If f(t) has a known invertible primitive func-
tion, and we assume that lim;_,, F'(t) = o0, i.e. it must decay at some point, we get that
N(t) € [0,1] and so for every random number R € [0, 1] there is a corresponding ¢ such
that N(t) = R, and ¢ can be sampled as

t=FYF(0)—InR). (3.18)
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As with the time-independent sampling we looked at before, we often encounter prob-
ability functions f(¢) with no known invertible primitive function. Once again, we can
turn to accept/reject sampling by finding an overestimate g(t) > f(¢) with an invertible
primitive function and sample from this instead. However, if we do this just as with the
accept/reject sampling we described earlier, we will not get the correct statistics since we
will then have used the Sudakov factor of the overestimate, i.e. we get the probability of
decay

_ SO e _ gy S e
P(t) = g(t)g(t)e I = f(t)e e (3.19)
but we want
P(t) = f(t)e™ Jo 104, (3.20)

This leads us to what is called #he veto algorithm, which is a slight, but important modifi-
cation to the accept/reject sampling that corrects the Sudakov factor. It goes as outlined
below.

(i) Find simple g(¢) > f(t) with known primitive function G(¢) and inverse primitive
function G71(¢t).

(ll) Set to = 0.
(iii) Sample ¢ from g(t)N,(t) (with ¢y as the lower integration bound in N, (t)).

(iv) Sample new R € [0,1] uniformly. If R < f(t)/g(t) accept the value of ¢, otherwise
reject it, but set ¢y = ¢ and cycle to (iii).

Hence, when we reject a value we move forward to the reject time and sample again from
there, i.e. we do not restart at t = 0. This effectively gives our processes a memory. The
veto algorithm can also easily be generalized for sampling both time and space for an in-
stantaneous decay probability of the form f(x,t), where 2 can be e.g. position or energy
transfer.

Worth mentioning here is also multichannel decay, i.e. when we have a decay probability
which goes as e.g. f(t) = fi(t) + f2(t). The regular method outlined above still works,
by finding an overestimate of the whole sum. However, we can also find an overestimate
of each term in the sum separately, g1 (¢t) > fi(¢) and g2(t) > f2(t), and sample ¢; and
ty independently from these over estimates. When both independent values ¢; and ¢, has
been found and accepted, we then chooses the one that happens first in time. This method
still preserves the correct decay rate, and is called the winner-takes-all method.
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Figure 10: Illustration of the processes involved in the evolution of one event in the event
generator SHERPA [41]. After an initial hard scattering (red circle) the resulting
partons create parton cascades streaming out toward the detectors (red lines).
Ata later stage, they hadronize (green ellipses) and the hadrons can decay (green
circles) until they finally free stream to the detectors. There are also multiple
initial hard scattering events allowed (MPI, purple ellipse) which set in motion
similar processes of parton cascades going to hadrons.

3.4 Event generators

A central tool which uses Monte Carlo methods in particle physics phenomenology are
event generators. These are software which employ Monte Carlo methods to simulate a
complete particle collision, called an event, evolving the system from the initial collision of
the incoming particles (and even before through initial state radiation) up until the point
where all the remnants of the initial collision have hadronized and free streamed to the
detectors, using Monte Carlo methods. This is then repeated multiple times to produce
statistical results which aim to be as similar to the actual data from from experiments as
possible. From these results, one can extract predicted observable that are comparable
to data from particle colliders, giving theorists the possibility to refine their theories by
comparing theory to data, as well as experimentalists predictions of observables to look for
in experiments. Experimentalist also use event generators to correct their data for detector
effects. Event generators hence present the unique and essential opportunity for apples-to-
apples comparisons between theory and dara.

There exist many different event generators, some of which are more all-purpose and some
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are designed for very specific processes. An example of some commonly used event gener-
ators for LHC physics are SHERPA [41], PyTHIA [40] and Herwig [42,43], and for heavy ion
physics there is e.g. JEWEL [44], AMPT [45, 46] and HIyING [47]. In Fig. 10 the structure of
the evolution of an event is illustrated for the SHERPA event generator.

With the numerical toolset presented in this section at hand, we move on to look at the
theory which can help us in resolving the contradiction of collective like behaviour in small
collision systems; QCD effective kinetic theory.

4 QCD effective kinetic theory

In Ref. [1], P Arnold, G. Moore and L. Yaffe (AMY) presented an effective kinetic theory
for QCD at high temperatures. It is centered around the Boltzmann equation for a phase
space density f,(x,p,t) of a particle of species s,

(at + B vx> £, t) = —Culf] (4.0

where C;[f] is the collision kernel, responsible for encoding the dynamics of the evolution
of fs. The Boltzmann equation is a general way of describing the statistical behaviour of
an ensemble of particles that are out of equilibrium. It is commonly used in many areas
of physics, e.g. when studying fluids and gases. We will use it to model the transport
of partons in both small collision systems as well as heavy ion collisions since it is a valid
description for out-of-equilibrium systems. To get a more intuitive view of the collision
kernel that appear in the Boltzmann equation, we can first look at the phase space density
for a species s, which can be related to the density of particles of that species in a small
phase space-volume d°¢ = d3xd®p,

dNg s
&~ 2y

where v, is the degeneracy of s. If there are no external forces acting on d°¢ it can be shown
that [48]

[ (4.2)

d (dNj s
4 (55¢) = Gl 4

i.e. the collision kernel is related to the roral time derivative of the phase space density.
Hence the collision kernel C; quantify the rate of change of the density of particles in
d®¢, i.e. how many particles are entering and leaving d°¢ during some infinitesimal time
interval dt.

In this section we will summarize the assumptions and derivations made to find which pro-
cesses contribute to the collision kernel to leading order® and their corresponding collision

9Leading order in QCD running coupling g(T) with T" being temperature.
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kernels. We end the section by looking at the simplified case of just allowing particles to
scatter once in their evolution, and how collective flow is produced in this scenario.

4.1 Scales and relevant processes

In AMY kinetic theory a separation of scales is required, which gives us an ordering of
different energy scales where each one relates to different dynamics of the system. We
work in a unit system where we measure the temperature 7' in terms of energy (i.e. we
have set the Boltzmann constant kg = 1). For large enough temperature 7' the QCD
coupling ¢(7T") will be small, see e.g. Fig. 2 where we relate our temperature T to energy
Q. Using this we define the hard scale of our theory to be 7', while ¢gT" defines a softer
scale. The theory is set up to describe typical particles in a thermal system, and the typical
momentum is O(T'), which we define as hard. Under this assumption the QCD plasma
then consists of quarks and gluons as well-defined quasi-particles with typical momenta of
order T'. The soft scale is related to the collective motion of the individual particles, which
in our case is through the thermal masses!® of order O(¢T'), which we define as soft.

With these scale choices, we get an upper and lower bound for the energy transfer in elastic
scattering, with the hard scale T' setting the upper bound, and the soft scale g7 setting
the lower. Scattering below this scale is further softened by Debye screening and Landau
damping, and can safely be neglected. The rate of elastic scatterings with energy transfer of
O(T) is of order O(g*T). This is often called large-angle scattering, since the direction of a
particle can change by O(p/T') for an energy transfer of p. The rate of low energy transfer
(O(gT)) scatterings is of order O(gT), these are referred to as small-angle scatterings.

There are other processes that must be factored in as well, and those are collinear splitting
and mergings, which occur at a rate of O(g*T). These processes are not allowed to hap-
pen in a vacuum due to energy-momentum conservation. They are however allowed in a
medium through soft interactions with other particles. This processes involves a propaga-
tor which is off-shell (p,p* # 0), and it is not instantaneous. The formation time for the
process is of order O(¢g2T'), which is comparable to the soft elastic scattering rate. Hence,
the particle can undergo multiple soft scatterings during the formation time, making it a
N +1 < N + 2 process. The additional soft scatterings cannot be resolved individually
and instead act coherently, which gives rise to a QCD version of what is known as the
Landau-Pomeranchuk-Migdal (LPM) effect. We will refer to these processes as “1 < 27
processes, or collinear splitting/merging.

Hence, our system consists of hard partons propagating through the medium as nearly free
and nearly massless particles, since thermal masses are O(¢7") and the small-angle scattering
rate is O(g°T). The rate of large-angle scattering as well as collinear splitting and merging
is O(g"T). These allowed processes and rates are illustrated in Fig. 11.

The corresponding Boltzmann equations takes the form of

10These are effective masses that appear as corrections to the dispersion relation of the particles propagating

the medium, e(p) = 4/|p|? + mgﬂective'
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Soft scattering Hard scattering Collinear splitting/merging

dl ~ O(g°T) dl ~ O(g*T) dr ~ O(¢*T)

q~ O(gT) q~O(T)

N soft scatterings
dr ~ O(g*T)

Figure 11: Examples of the three different processes that contribute to leading order in
AMY QCD effective kinetic theory. The scattering/splitting/merging rates are
denoted dI', and energy transfer of the interaction is denoted as g. Left and cen-
ter: elastic 2 <> 2 with low and high (soft and hard) energy transfer respectively.
Right: “1 <+ 27 processes, i.e. splitting or merging, where the formation time
for the processes allows for IV soft scatterings to occur with the medium.

(at o vx) faep,t) = ~C22[f] — O ] (4-4)

where the two different kinds of processes are separated into two collision kernels, with
2 ¢+ 2 corresponding to elastic scattering and “1 <+ 2” corresponding to inelastic splitting
and merging.

The effective kinetic theory of AMY is valid for equilibrium, near equilibrium and out-of-
equilibrium systems, under certain conditions. The full list of conditions can be found in
Ref. [1], though two of the key conditions for remaining valid in non-equilibrium systems
are centered around the effective mass megoctive Which we will define in the next section.
The first condition is that we have a clear separation of scales, meaning

Meffective
—=E S 0(g), (4.5)
Phard

and the second condition is that the effective mass must be large compared to the small-
angle scattering rate, which is of order O(¢*T).

4.2 Elastic scattering

The dynamics of the elastic scattering processes are encoded in the collision kernel
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Figure 12: Allowed 2 <+ 2 elastic scattering processes in AMY QCD effective kinetic theory.
For each diagram containing quarks there also exists a corresponding diagram
with ¢ < q.

1
G2 U@ = g Z/k M 2r)*sW(P+ K - P' — K)
p/ ’

< {fa@) oK) [1 £ fo(P)][1 £ fa(K)] = fe(P') fa(K)[1 £ fa(@)][1 £ fo(K)]}.  (4.6)

Here, |[M| is the matrix element for a process ab <+ cd. The first term in the curly
brackets corresponds to the /loss term, i.e. particles leaving some infinitesimal volume in
phase space centered around p. The second term in the curly brackets corresponds to the
gain term, i.e. particles entering this volume around p. The terms in the square brackets
are Bose-enhancement and Pauli blocking, for + (gluons) and — (fermions) respectively.

The integral notation used is
d3p
= [ YR (4.7)
/p / 2[p|(2m)? +7

The factor v, is the degeneracy of the state b in terms of spin and color, so v,/; = 6 and
vy = 16. The difference of a missing 1/v, and one new factor v, compared to [1] is due to
the matrix elements presented there being summed over the spin and color of both initial
and final state, while the matrix element shown here is averaged over the incoming states,
and summed over the outgoing.

The allowed processes which contribute to the dynamics are shown in Fig. 12, and their
corresponding matrix elements in Table 2. As can be seen there, many of them are divergent
for small Mandelstamm ¢ and w. This is remedied by the medium-dependent effects that
appear in thermal field theory, through the effective masses of gluons and fermions, which
act to regulate the divergent matrix elements.

The effective (or screening) mass, ms, for a particle of species s, represents the medium
screening effects. It contributes, through regulating the divergent matrix element, in a
highly non-trivial way to the evolution of the phase space densities. The (position averaged)

28



Table 2: Matrix elements for the allowed elastic scattering processes [1,49]. The notation ¢,
and ¢, represent quarks of distinct flavours. The numerical factors dr and d 4 are
the dimensions of the fundamental and adjoint representation of the fermions
and gauge bosons reprectively. The factors Cr and Cy4 are the corresponding
quadratic Casimirs. For QCD it holds thatdp = C4 =3, Cp = 4/3 and d4 = 8
(corresponding to the symmetry SU(3)).

ab<red | MBI /g*

q192 <> 4192
NG < 1q2 8d%012? 5% 4+ u®
4192 <> q1G2 da 12
4192 <~ Q1G2
Qa1 Q@ d2C% (s +u? 2+ t2 C4\ s2
i el B 16drCr | Cr — = | —
Q1q1 < Q1q1 da 12 + u2 + FREA T 2 ) tu
d20% (2 +u? 242 Ca\ u?
7 qq | 8—ELE 16dpCp | Cr — == ) —
Q1491 < (1 q1 s ( 2 + 2 )-i— F F( FT ) po
d2 02 t2 2
QG < @i | 8L tu
dA 82
U t 12 +u?
Qq < g9 | 8drCh ( + ) —8dpCrCa < 5 )
S u S
D909 8apCE (Y4 2) + 8drCrC s+
a19 < 19 YR\ Ty FRr=A 12
SU st tu
99 <> g9 | 16d4C3 (3—]52—u2—82)
definition of the effective mass is given as
2 3 3
2 g-Cs / d X/ d°p
me = Qg —— — | ————fs(p,x (4.8)
g Z S dA v V 2|p|(2ﬂ_)3 f?(p ) 4

for gluons, and for a fermion of species s

Ma(a)/ats) —QQZCF/VVX/M;)g[2fg(p,X)+fs(p7X)+fs(p,><)] (4.9)

where C4 = 3 and Cp = 4/3 are the quadratic Casimirs and d4 = 8 the dimension of the
adjoint representation of the gluon. Since d*p/|p| is a Lorentz invariant measure, and f is
Lorentz scalar [50], it follows that the effective masses are Lorentz scalars.

For hard scattering the screening effects are negligible. For soft scattering one can effectively
use the screening masses defined above to regulate the divergent ¢ and u-channels in the
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Figure 13: The three types of possible splittings and mergings in AMY kinetic theory; g <>
99, g <> q7 and g <> gq (where g <> ¢q is also possible) from left to right.

matrix elements as ¢c.g.

1 . 1 q 1 . 1 ( )

— = ———s and — -5 ————, .10

2 (f- Gma)? @ {u= G2y !
where the species s depends on whether the relevant process exchanges a virtual gluon of
fermion. The factor ¢, is a numerical factor which depends on the choice of regulariza-
tion!!

4.3 Inelastic splitting and merging

The collision kernel for the splitting and merging is constructed in a similar way as the
one for elastic scattering. However, only exact collinear splittings and mergings are kine-
matically allowed for massless particles (and almost collinear splittings and mergings for
particles with small masses) in order to preserve both energy and momentum. Hence, we
can integrate over the small transverse momentum of the process, giving us the expression

(2m)3
2[p|*va £

x {fa(p)[l [+ (D)) — fo(p'D) [ (K'D)[1 = fu(p)]}

|(p|21, Z/ dkdp'd(p +k — p') v (0D P, kD)

% {Fa(@) (D)1 £o(0'B)] — FoW' D)1+ fu(P)IL = fo (k)] }.  (a10)

C1o?f] =

a

/ dp" dk'd(p — p’" — k' )vp.(p; ' D, K'D)

Here, ~f, represent the parameterized splitting/merging rate for a process a <+ be. In
Paper II we construct a simple parametrization for v = y(p, 2, m2, T.), which is shown
to depend only on the total incoming (for splitting, outgoing for merging) amplitude of
the momentum p, the energy fraction z, the effective mass of gluons m and the effective

The factors (s should contain a conversion factor between asymptotic effective mass and screening mass,
as well as a scaling factor that ensures that the modified matrix elements reproduce, to leading order, the hard
thermal loop results for drag and momentum broadening, see e.g. Refs. [51—53].
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temperature 7. This temperature is the effective temperature at which an equilibrium
system would have the same soft elastic scattering rate as the system under consideration.
The definition of T}, averaged over a spatial volume V, is given by

397254 dA Vfdgxf(zﬂ)'s 1+fa( )]
92%01](13 f( sfs

where we note that the denominator is equal to mg. The numerator of 7, is not a Lorentz
scalar, and is defined in the fluid rest frame.

T, = (4.12)

As mentioned in Section 4.1 the splitting and merging processes do not happen instanta-
neously, they have a formation time in which multiple soft interactions with the medium
can occur. This formation time is given by

4T*p:| %

g

tiorm = [1 + (4.13)
m

g

We now end the brief overview of the underlying theory of AMY kinetic theory, and move
on to look at one specific application of it.

4.4 Single-hit approximation

In Paper I we investigate energy flow response to initial geometry deformations, when the
system is evolving according to AMY kinetic theory. We do this under the simplifying
assumption that particles only experience at most one scattering, and we look at a purely
gluonic system. In this section we, very briefly, outline the procedure and review some key
results. The full details of the derivations, as well as all the results, are found in Paper I.

We start by first considering the free-streaming solution (i.e. the solution to the Boltzmann
equations where the collision kernel C[f] = 0), which can be written entirely in terms of
the initial distribution f(°) given at time to using the co-moving coordinates [54],

Pz — P = —Dz, (4~I4)
PL—PL (4.15)

and
S bl 2 5 to 9 2t2
X1 =X =x1 —5t|\/pl+p2—-—/pi+ris |- (4.16)
by t to
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With these coordinates, the free streaming distribution for any time ¢ becomes

PO xprp:) = fOto,X15p1,52). (4.17)
We define the co-moving distribution function

f(tvil_;pJ_JaZ) :f(taXJ_;pJ_7pz) (418)
which then reduces the Boltzmann equation to an ordinary differential equation in time ¢,

O f(t,X1;P1,Pz2) = —C[f](t,X1;PL,P2)- (4.19)

Next we linearize the solution to the co-moving Boltzmann equations iz the number of scat-
terings f = f(O) + f() 4., where the free streaming and the single-scattering distributions
evolve according to

o f” =0, (4.20)

o,fM = —=C[f ). (4.21)

This is what is known as the single-hit approximation, and the first correction to the distri-
bution can be obtained directly by integration

Fo = [ el (422

to

where by definition the initial condition for the perturbation is f(!)(ty) = 0, since no
particle has had time to undergo any scatterings.

We also linearize in small azmiuthal perturbations in position space, d f, of the otherwise
symmetric background, i.e.

FOto,x15p1,p2) = f(to, 215 P,p=) + 0 (o, 21, i P X1)- (4.23)
This further simplifies our calculations, and has the added benefit that it allows us to clearly
study the escape mechanism, as illustrated in Fig. 14. Taking an elliptic deformation as
example: when particles are initialized isotropically in momentum but anisotropically in
space, with an excess of particles along the z-axis, the flow of particles will after some
time create an excess of particles with momentum pointing along the z-axis at the origin.
The kinetic theory of AMY acts to locally equilibrate the system, and so at the origin
momentum in the z-direction will be removed and momentum along the y-direction will
be created due to elastic scattering. Since we started out globally isotropic in momentum
(as seen from far away, at  — o), we have now created a globally anisotropic system with
more momentum flow in along the y-axis. This is causing a contribution to positive elliptic
flow vq, and is what is known as the escape mechanism.

We use the simplifying assumptions above in combination with Color Glass Condensate-
like initial conditions [ss, 56] to study the energy flow coefhcients in Eq. (2.5); v,. We

32



Figure 14: Illustration of the production of elliptic and triangular flow due to initial geo-
metrical deformations. We model the initial spatial anisotropy as hotspots (blue
stars) with an excess of particles initialed isotropic in momentum there. After
some time, the particles from the hotspots will have reached the origin (dashed
blue lines), creating an excess of horizontal movers there. The local isotropiza-
tion of AMY kinetic theory then removes horizontal movers and creates vertical
movers. This creates a momentum anisotropy which is anti-aligned with the ini-
tial spatial anisotropy, which corresponds to the production of collective flow.
This holds for both vy (left) and v3 (right). For v, and as the particles from
the hotspots move further away they will continue to intersect along the axis
anti-aligned with the initial spatial anisotropy. For v3 the intersections will be
in two directions though, both aligned and anti-aligned with the initial spa-
tial anisotropy. Since the local isotropization occurs in the local rest frame, it
means that one of the intersection directions will produce negative triangular
flow (since the rest frame is moving away from the origin), and the other positive
triangular flow.

start by deriving an analytic expression for these coefficients which we can solve numeri-
cally. We then use this result to study the flow production of elliptic and triangular flow,
which are shown to correspond to the arguments of the escape mechanism. Next we use
the conformal symmetry of the system to express the flow coeflicients through a scaling
formula,

Un

= I ol () + Aaly ()| (4.24)

where €, is the initial eccentricity. The variable A is a scaled version of the occupancy, i.e.

the number of particles allowed in a given state at some energy, R a scaled version of the
system size in units of the mean free path and 7 a scaled version of the screening mass.
All of these variables are expressed in terms of other initial parameters of the theory, and
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Figure 15: Elliptic flow for small collision systems using Color Glass Condensate-like initial
conditions, as functions of centrality. The results are extracted from the scaling
formula derived in Paper I. The left figure shows collective flow for different
small collision systems at fixed ), while the right figure shows collective flow for
O + O for different lambda, and varying initial characteristic energy scale (blue
band). All details about the figures can be found in Paper I.

are explained in detail in Paper I. The functions 9 and 92-* cannot be extracted through
scaling behaviour alone due to the screening mass acting in them in a non-trivial way, and
so we find them numerically. This gives us a pocket-formula for the collective flow, which
we use for a proof-of-principle study to predict the elliptic flow for p+p, p+Pb and O+0
collisions. These predictions turn out to be correct in order of magnitude, see Fig. 15.

We also revisit the single-hit approach in Paper IV, using a more numerical approach to
extract vy, described in more detail in the next section.

We have now outlined all the relevant theory needed to present the main work of this thesis
where we tie it all together; the Monte Carlo event generator ALPACA.

s ALPACA

In this thesis we started out by showing a possible argument for why one would like to
do physics. The same argument also implied that if one wants to do physics, one should
be concerned with any emergent contradiction within the theory. This gave us a possible
answer to what to do in physics, as we highlighted a contradiction within the field of heavy
ion physics. We then reviewed some theoretical background needed to understand this
contradiction, of measured signs of collective behaviour in small collision systems. This
then allowed us to move on to answer two questions. The first of those were what theory
could solve this; with our answer being the QCD effective kinetic theory of AMY. The
second was what methods could we use to extract sensible predictions from this theory
which allows for apple-to-apple comparison with available data; with our answer being
Monte Carlo methods implemented in an event generator. It is now time to put it all in
place and discuss how we have actually implemented this.

34



In this section we give an overview of the work presented in Paper II-1V, where we introduce
the event generator ALraca (AMY Lorentz invariant PArton CAscade). This is the main
work of my PhD studies, and my attempt to contribute to resolving the contradiction of
signs of collective behaviour in small collision systems.

Avpaca is a parton cascade which solves the Boltzmann equation of the AMY effective
kinetic theory indirectly by, in a Lorentz invariant way, evolving a parton ensemble with
corresponding phase space density f(p) according to the AMY collision kernels. It is
constructed as a module to the multi-purpose event generator SHERPA. As introduced in
Section 4, three types of dynamic processes are needed in order to capture the dynamics of
these kernels: elastic scattering, quasi-collinear merging and quasi-collinear splitting. Each
of the processes also requires two or three of the dynamic quantities m? ., f(p) and T..

In this section we will give a rough outline of the methods used to implement all of the
above and summarize some key results, all details can be found in Paper II-IV. We start by
discussing the concept of Lorentz invariance, and how we implement this.

5.1 Lorentz invariance

Quantities which do not depend on which inertial frame we choose to calculate/measure
them in are called Lorentz scalars, and models which evolve in the same way independent
of which frame we view them in are called Lorentz invariant models. The no-interaction
theorem [57] states that IV particles moving in a 6N dimensional phase space cannot inter-
act if Lorentz invariance is required. It is however possible to circumvented this theorem
by regarding the particles as moving in a 8N dimensional phase space, see Ref. [58], i.e.
formulating the theory in terms of four-positions and four-momenta of the particles.

The position z# and momentum p* can be parameterised by an evolution parameter 7
that is a Lorentz scalar. We get the equations of motions by following the approach of
Ref. [s9]. In short, we assume a simplified Hamiltonian, in which there are only binary
interactions of particles taking place at discrete points in 7. Hence, our particles move
as free pointlike particles between binary interactions. We will also neglect all particle
masses as thermal masses are parametrically small compared to the momenta, and treat
our particles as massless.

We also utilize the Lorentz invariant distance

g (- ) -

p2

where # = x; — x; is the relative four-distance between the particles, and p = p; + p;.
Minimizing this in combination with the equations of motions derived from the Hamil-
tonian allows us to find a Lorentz invariant closest approach between particle pairs, with
a corresponding 7. ,.. Hence, we can order our events in a frame independent way using
Te.a.» which we will look closer at how to do in the next subsection.
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5.2 Scattering, splitting and merging

To implement a framework which dynamically evolves a discrete parton ensamble accord-
ing to the collision kernels of AMY kinetic theory, we will utilize the Lorentz invariant
setup described in the previous subsection, in combination with a selection of the Monte
Carlo methods introduced in Section 3. We will evolve our system in the Lorentz scalar 7,
and for each 7 we will evaluate at which 7/ the next scatter/split/merge will occur.

The main idea for evaluating the elastic scattering is that we at the current 7 of the sim-
ulation find 7, ,. in terms of d;; for each particle pair ¢ and j, giving us a corresponding
Tijscatter > T. A scattering is then decided to occur if the invariant distance at closest
approach falls within the corresponding 2 <+ 2 cross-section, i.e. if d;; < /o;;/m. Hence,
we would then like to calculate the cross-section of an elastic scattering, Egs. (1.5) and (1.3).
In the cross-section we use the matrix elements of the 2 «++ 2 collision kernel, as shown in
Table 2. However, the cross-section will depend on local quantities such as mg /a (Tij scatter)
as well as the outgoing kinematics, e.g. f(7ij scatter; P’). These quantities can be approx-
imated by letting the system free stream from our 7 of evaluation to 7;; scatter,» however,
other events may occur at some 7’ such that 7 < 7/ < 7y scatter- Such events can cause a
change in our approximated dynamic quantities, and so our probability for elastic scatter-
ing between partons i and j would not be correct.

This is solved by accept/reject Monte Carlo. At the current 7 of the simulation, we find the
closest approach for all particle pairs i and j, and then we find overestimates of the actual
cross-section, 0§ > o;;. If the distance between the particles at the closest approach falls

within the cross-section, i.e. d;; < o0 /m, we keep 7;j scatter as a potential scattering.

We then let the system evolve in 7, and when we reach 7, scatter Of the potential scattering
we calculate the real cross-section ¢;;. We then accept the scattering with a probability
of 0;j/0%:*. 'This gives us the correct scattering statistics. We will discuss how to locally
extract the dynamic quantities m? , and f in the next subsection.

For mergings we proceed in a similar way as with the elastic scattering, we calculate an
overestimate of the cross-section, and accept/reject based on the real value at the 7 of closest
approach. There are certain differences that factor in here though. The main difference is
the fact that we cannot kinematically have a process ab — ¢ and preserve both energy and
momentum, if it is not exactly collinear. Since we are dealing with a discrete ensemble,
we will not have particles moving exactly collinearly. We resolve this by allowing for a
small relative transverse momentum between the incoming partons, k| , assuming that the
probability distribution for k| should go as dk? /k? . This is enforced in the cross-section.
We also introduce a recoil parton, which we pick to be any particle close to the merging.
This recoil parton will effectively act as the medium and absorb any recoil due to the small
k1 so that all partons stay on-shell. We also need to known the effective temperature 7%,
which we describe how to extract in the next subsection. Lastly, we assign a formation time
following Eq. (4.13) to the merging pair such that no other interaction can happen during
this time interval.

For the splitting it works quite differentl. Since we do not have a parton pair, we can-
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not look at the closest approach any more. Here, we instead use the Veto Algorithm as
described in Section 3.3. We extract the instantaneous splitting probability, and its over-
estimate, from the splitting term of the “1 «» 2” collision kernel. As for the merging, we
allow for a small k| which we sample from dk? /k% when calculating the outgoing kine-
matics. Here also a close by recoil parton is involved to absorb the recoil. As with the
merging, a formation time is also assigned.

5.3 Dynamic quantities

For each process described in the previous subsection we extract the dynamic quantities
m? > Tv and f locally as follows.

For the screening masses m ,, we assume that the particles are pointlike allowing us to
express the phase space density as

dN,
m (2r 3fuxp 253 i —x)8°(pi — P) (5:2)

which turns the expressions for the screening masses, Egs. (4.8) and (4.9) to sums over the
partons in the event. We then include the Ny, closest (in space) particles to contribute
to the sum, and normalize over the spherical volume centered at x, created by the particle
furthest away out of the Nj,,. included particles. The parameter Ny, has to be chosen, and
is looked at in detail in Paper II.

The effective temperature T, is calculated in a similar way, though the pointlike approxi-
mation does not work due to the squared phase space density (f?) in Eq. (4.12). This would
give us a square Dirac delta term, (6®® (x; — x)6®) (p; — p))? which is not well defined.
We instead approximate the partons as Gaussians,

,@ —M
(2m)3 e ix e i
X = .
fa( 7p) V, ; (27T0'i,x0'i,p)3 (5 3)

which again allows us to include the Ny, closest particles that each contribute to the sum
through individual terms, as well as the mixed terms from f2.

Lastly, for the phase space density f(x, p) we once again approximate the partons as point-
like and simply count how many partons NV exists in a volume in phase space V = V4V,
where Vy is a sphere centered at x and V}, is a spherical shell around the origin containing
the magnitude of the momentum, |p|. This then gives us the phase space density as

(27T)3 Ninc

T (5.4)

fa(X7 p) =

We also set an upper bound for the extracted phase space density such that f,(x, p) < T\ /p,
since the underlying theory is not valid for f(p) > T./p. This implementation is for
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isotropic distributions, i.e. f(x,p) = f(x,p), since we are mainly interested in that to
begin with. It is, however, easily generalizable to anisotropic distributions by instead of a
spherical shell in momentum space using a sphere centered at p.

This (briefly) summarizes the main parts of Arraca responsible for the evolution of the
parton ensemble according to the AMY kinetic theory. There are numerous details left out
in this overview, which all are described in detail in Paper II. We now move on to look at
the validation of the framework.

s.4 Thermal equilibrium

To evaluate the validity of our implementation, we start by looking at the case of an infinite
fluid/medium in thermal equilibrium. This provides us with a simple setting where many
quantities can be found analytically, such as e.g. the elastic scattering rate and screening
masses. We look at both the classical case of a thermal equilibrium distribution using the
Boltzmann distribution,

fg/a/ainitial(p) = fc(p) = e ?/T (5.5)

as well as the quantum case of Bose-Einstein and Dirac-Fermi distributions,

1 1

Jg,nitial(p) = fBE(D) = T 1 and  fy/g.mitial(P) = fED(P) = ST

. (5.6)

Note that we use a unit system where we measure temperature 7" in units of energy ( GeV),
i.e. we have fixed the Boltzmann constant kg = 1. To turn our discrete ensemble to an
infinitely extended homogeneous system we initialize our system in a box with periodic
boundary conditions. This introduced some complications due to our Lorentz invariant
way of finding the closest approach, as it depends on momentum. If we were looking for
the closest approach in terms of regular Euclidian distance, we would only have to consider
the distance between a particle i and j, as well as the 26 copies of j in the closest surrounding
copies of the original box. Now however, we have to consider all possible copies infinitely
far away. We implement a solution to this problem, but it is rather technical and so we
leave it for Paper II.

With our system setup in thermal equilibrium, we first investigate all the parts of our im-
plementation piece wise and compare to analytical and simpler numerical results. We find
that they all give the expected correct behaviour within errors. We then end the validation
by putting everything together and run events over long times with all processes extracted
dynamically (cross sections, v, effective mass and temperature, phase space density), ini-
tializing with both quarks and gluons. The results are as expected; up to minor fluctuations
and small shifts in particle number and average energy, the system stays in thermal equi-
librium. A selection of the results from the long run can be seen in Fig. 16 and 17. In
the former we see the distribution at the end of the run, and in the latter we see screening
mass and effective temperature converging to the correct value. This shows that our parton
cascade faithfully reproduces the dynamic of the AMY kinetic theory collision kernels.
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Figure 16: Distribution of the system extracted after the run is finished, averaged over the
last At = 200 GeV~'. The blue error bands correspond to mean of the fluc-
tuations within each event over time, while the green error bands correspond
to the standard deviation between events. All details about the figures can be

found in Paper II. Left: f,(p). Right: f,(p).
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Figure 17: Left: effective mass m?  plotted as a function of time in the long run. Right:

Effective temperature T} as a function of time in the long run. All values con-
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figures can be found in Paper II.

39



foo: (p/T)*f(p) vs p/T foo: (To/Ty) *vst
—— ALPACA: fo, t =0GeV ™!
—— ALPACA: fy, Aty = [0, 80] GeV ! 10
—— ALPACA: f, Aty = [80,160] GeV !
—— ALPACA: fg, Aty = [160, 240] GeV ! 08
——— ALPACA: fg, Aty = [240, 320] GeV !
—— ALPACA: fy, Ats = [320, 400] GeV ! T:
- foo &
4444444 for, T =0.314 GeV =

IS

(P/I)sf(ﬁ)

02 —— ALPACA: (Ty/Ty)*
] Analytical: teq = 251 GeV !
R Within 10% of thermal distribution

0 2 4 6 8 10 12 0 50 100 150 200 250 300 350 400

p/T t[GevTY

Figure 18: Left: The evolution of the weighted phase space density, (p/T)? f(p) as a func-
tion of p/T'. The dashed line indicates the initial distribution which is sampled
from, and the dotted line is the Bose-Einstein distribution with corresponding
effective temperature. Solid lines indicate the sampled weighted distribution
at different times in Arpaca. Right: time evolution of the ratio of effective
temperatures. When reaching (7, /71)~* = 0.9 the system is defined as being
thermalized. The dotted line indicates the known analytical equilibration time.
All details about the figures can be found in Paper III.

s.s Thermalization

Thermalization is, simply put, when a system starts with a phase space distribution which is
out-of-equilibrium and then evolves to equilibrium. Having validated our model starting
out from equilibrium, we also want to look at how it can smoothly get to such a configura-
tion. This is a well studied problem in kinetic theory, see e.g. Refs. [55, 60, 61], since it is a
central question in heavy ion collisions. As explained in Section 2.2, for a heavy ion colli-
sion our system starts out in a highly anisotropic state and then evolve into a QGP which is
well described by hydrodynamics. Hence, thermalization (and hydrodynamization) must
occur between the pre-equilibrium and equilibrium stage.

In Paper III we look at thermalization in ALpaca. We initialize our system in an overoc-
cupied state, i.e. with an excess of low-momentum gluons, and analyse how the system
relaxes into a thermal equilibrium. We find that the system does relax to the correct distri-
bution, in the correct time compared to known analytical results, see Fig. 18. We also look
at anisotropic initial conditions, with the momentum in the z-direction being smaller on
average than that in the transverse direction. Also here we observe that the system relaxes
into a thermal equilibrium with the same longitudinal and transverse pressure.
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Figure 19: Elliptic flow v, over initial eccentricity, as a function of the coupling A\. The
results are extracted from Arraca using the CGC-like initial conditions of Paper
I. The dotted line corresponds to the predicted vy from the scaling formula
derived in Paper 1. All details about the figures can be found in Paper IV.

5.6 Small collision systems and single-hit

Lastly, in Paper IV, we look at the CGC-like initial conditions used in Paper I, in ALrAcCA,
and compare our results to those of Paper I. This leads to a number of interesting obser-
vations. First, we find that the average number of scatterings per particle in ALpaca is
much larger than one for the parameter points we test from Paper I. We then discuss how
to reduce the number of scatterings in ALPACA to get a valid comparison to the single hit
model. We look at the differences between first-hit, which is letting each parton scatter at
most one time, and single-hit, which we implement by rejecting scatterings in the system
in a way so that the average number of scatterings per particle is one. We then move on
to find that the cross sections in ALpaca are very large for the parameter points of Paper
I, and so the elastic scatterings are not local in space. Since the argument of the escape
mechanism relies on local isotropization, and our scatterings are (on average) non-local, it
becomes less applicable, and we expect a reduction in the produced vo. We find that this
is indeed the case, as shown in Fig. 19.

6 Conclusions and outlook

Recent observations of collective behaviour like signals in p + p collisions highlight a clear
contradiction in our traditional view of small collision systems lacking final state interac-
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tions. The lack of observed jet quenching in the same type of system further complicates
the question, as we cannot simply assume that a hydrodynamic QGP will work as a start-
ing point to solve the problem. In this thesis, I, along with my collaborators work towards
resolving this contradiction. We do this by looking at different ways in which the QCD
effective kinetic theory of AMY can explain the transport of partons from the initial state
up until hadronization, while producing collective flow along the way. For large enough
systems it should also thermalize over time into a fluid which is well described by hydro-
dynamics.

We approach this in two ways, the first being more analytical by assuming that partons are
only allowed to scatter once. With this simplifying assumption we can extract an analytical
expression of the collective flow from AMY, and look at its different scaling properties. The
second, and main, approach of this thesis is by constructing the event generator ALraca,
which encodes the dynamics of AMY to evolve particle ensembles in a Lorentz invariant
way.

In this introduction I started by giving an overview of the theory needed to explain the
contradiction revealed by the measurement of collective behaviour like signals in small
systems. | then show the numerical methods needed to extract relevant information from
theory; Monte Carlo methods. I then moved on to give an overview of the theory which
could act to resolve the contradiction, the QCD effective kinetic theory of AMY. This was
followed by an overview of Arraca. I now end this thesis by summarizing each paper as
well as outline possible future work for each paper.

In we employ the single-hit method to study collective flow response to initial geometry
deformations of CGC-like initial conditions, in AMY kinetic theory. We derive a scaling
formula for the energy flow coefficients following the conformal scaling of the Boltzmann
equations, and numerically extract the non-trivial parts which cannot be scaled out analyt-
ically, resulting a in pocket formula for elliptic flow. We also show how flow is produced
as described in the escape mechanism, and compare the results to the Isotropization Time
Approximation. Lastly, we look at the predicted elliptic flow from this method with ini-
tial parameters corresponding to small collision systems. The next step in developing this
model would be to go beyond the single-hit linearization and allow for multiple scatterings.
Extending the system to include quarks would also be of interest. To go beyond energy
flow at look at particle number flow would also be of interest, which would require the
splitting and merging collision kernel to be included.

In Paper IT we introduce ALPACA, and show the details of all the parts of the implementation
of AMY kinetic theory as an event generator. We also show the validation in thermal
equilibrium, both piecewise for the different dynamics, as well as for the case of all the
parts of the implementation active at the same time.

In Paper I1I we employ the newly validated Arraca to look at how different systems ther-
malize and isotropize. We start by looking at under and over-occupied thermal equilibrium
to see at which rate it thermalizes, and how this and the evolution of the phase space density
to thermal equilibrium compares to known analytical results. We also look at homogeneous
anisotropic Color Glass Condensate-like initial conditions, similar to those in Paper I but
with no spatial perturbation, to analyse the isotropization processes. By looking at the
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evolution of the longitudinal and transverse pressure we find that the system isotropizes as
expected, though we have no known analytical results to compare the isotropization time
to.

In Paper IV we look at how Arpaca compares to the single-hit model studied in Paper
I. We use the same anisotropic, non-homogeneous Color Glass Condensate-like initial
conditions and first run simulations with no restrictions on the number of scatterings.
We find that ALpaca has a number of scatterings per particle which is on average much
larger than one for the parameter points of Paper I we compare to. We also discuss the
differences between first-hit and single-hit, where in the former particles are restricted to
scatter at most once, and in the latter where the average number of scatterings per particle
is one. We also note that elastic scatterings in ALraca happen in a very non-local way
for large values of the coupling, which produces quantitative differences in the extracted
collective flow.

In terms of the validation in thermal equilibrium there is nothing more to do, since we
consider the implementation validated in this case. Apart from the general development of
Avpaca, there are numerous other interesting applications which can be studied currently.
Looking at how to extract transport coefficients like shear and bulk viscosity from Arraca
would be of interest. The equilibration processes also requires further study, looking at
both thermalization for under-occupied initial conditions, as well as isotropization in a
setup for which there exists analytical results to compare to.

As for the general development of Avrpaca, there is much to be done. The aim is for
Avrpaca to be a complete Monte Carlo event generator, hence, proper initial conditions
corresponding to small and large collisions would be the next step. There also needs to be
a hadronization model, as well as a transport model for hadrons which allow for hadronic
re-scattering.
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Overview of publications

In this section I briefly summarise the content of each paper, as well as specify what have
been my individual contributions. In the field of theoretical particle physics, all authors
are listed alphabetically.

Paper 1

Collective flow in single-hit QCD kinetic theory

Aleksi Kurkela, Aleksas Mazeliauskas, Robin Térnkvist
JHEP 11 216 (2021)
e-print: arXiv:2104.08179 [hep-th]

We derive results from the single-hit approximation of AMY kinetic theory looking specif-
ically of the energy flow response to initial geometrical deformations in a purely gluonic
system.

The work was based on the ideas of Aleksi Kurkela, and the numerical implementation was
done mainly by me, with support and guidance from Aleksas Mazeliauskas, using code that
Aleksi and Aleksas had created as the underlying framework of the new code. Implementa-
tions of a phase-space sampler and matrix elements was also used from the already existing
code. Calculations of the analytical expression for the collective flow coefficients as well as
the scaling formulas were done in collaboration.

In the article I wrote Appendix A and B, as well as large parts of Section 2. T also contributed
to parts of section 3. All plots and illustrations, as well as all numerical results have been
created by me, except the one in Section 3.3.

Paper 11

AMY Lorentz invariant parton cascade - the thermal equilibrium case

Aleksi Kurkela, Robin Térnkvist, Korinna Zapp
Submitted to Eur.Phys.].C
e-print: arXiv:2211.15454 [hep-ph]

In this paper we introduce the Lorentz invariant parton cascade Arraca. We show the
details of how it is implemented to faithfully reproduce the dynamics of AMY kinetic
theory, and verify it in the case of an infinite thermal equilibrium.

The work was based on the ideas of Korinna Zapp, and started out based on a proof-
of-concept code which she had implemented. The original code contained the Lorentz
invariant evolution scheme as well as elastic scattering with a constant infra-red regulator.
Turning this into a faithful representation of the AMY effective kinetic theory required
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extensive further developments of codes, most notably the dynamic extraction of the ef-
fective masses and temperature, and implementation of splitting and merging processes. I
was heavily involved in the development of the algorithms and did all of the implemen-
tation and code validation, except for the solution to the periodic boundary conditions
shown in Appendix A, which was developed and implemented by Korinna Zapp. I pro-
duced all results and plots shown in the paper, wrote most of Section 4 and Appendix C
and contributed to all other sections.

Paper I11

Thermalization and isotropization in the AMY parton cascade ALPaca

Robin Tornkvist, Korinna Zapp
To be submitted to Eur.Phys.].C
e-print: arXiv:2309.04413 [hep-ph]

In this article we look at how different systems thermalize and isotropize in the newly devel-
oped framework of Arpaca. We analyse two different scenarios; an overoccupied thermal
system for thermalization, and isoptropization for anisoptropic Color Glass Condensate-
like initial conditions. We find that the system thermalizes in the correct manner with a
correct thermalization time (within errors) compared to known analytical and numerical
results, for the overoccupied case. For the isotropization we see the correct behaviour in
terms of the ratio of longitudinal and transverse pressure evolving to unity.

The code used to extract data is that of Arpraca, which is the code that I have developed as
described for Paper II. The primary work of the article, which mainly involved producing
additional code for ALpaca as well as extracting and analysing data from the overoccupied
and anisoptropic events, was mainly done by me, with guiding help from Korinna Zapp.

For the article I was the main author of all sections. All plots and data shown in the article
were produced by me.

Paper IV

Small systems and the single-hit approximation in the
AMY parton cascade ALPAcA

Robin Tornkvist, Korinna Zapp
Submitted to Phys.Lett.B
e-print: arXiv:2309.04458 [hep-ph]

In this article we study small collision systems in Arraca using Color Glass Condensate-
like initial conditions, looking mainly at elliptic collective flow. We compare and discuss
the differences of the first-hit, single-hit and all-hit models, i.e. when particles are allowed
to scatter once, when the average number of scatterings per particle is one, and when there
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are no restrictions on the number of scatterings. We compare our results to those found
in Paper I, and find quantitative differences in the extracted collective flow, which depend
on generic differences in how the flow is extracted.

The code used to run a majority of the simulations is that of Arpaca, which I have devel-
oped as described for Paper II. I did most of the work related to ALraca in this project,
with guidance from Korinna Zapp. This mainly involved implementing the modifications
needed for ALpaca to be able to run the relevant analyses for this project, as well as well as
extracting and analysing relevant data.

The article was written in collaboration, where I was the main author of Section 5 and
contributed to large parts of Section 4. All figures and data related to ALraca were produced
by me.
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