
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Photoluminescence Studies of Polytype Heterostructured InP Nanostructures

Jash, Asmita

2024

Document Version:
Publisher's PDF, also known as Version of record

Link to publication

Citation for published version (APA):
Jash, A. (2024). Photoluminescence Studies of Polytype Heterostructured InP Nanostructures. [Doctoral Thesis
(compilation), Faculty of Engineering, LTH]. Department of Physics, Lund University.

Total number of authors:
1

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

Download date: 04. Jul. 2025

https://portal.research.lu.se/en/publications/492f0f20-00a9-4877-882d-678bbe9b6cc8


Photoluminescence Studies of 
Polytype Heterostructured InP 
Nanostructures
ASMITA JASH  

DEPARTMENT OF SOLID STATE PHYSICS | FACULTY OF ENGINEERING | LUND UNIVERSITY



Faculty of Engineering, LTH
Department of Solid State Physics

ISBN 978-91-8039-966-1 9
7
8
9
1
8
0

3
9
9
6
6
1

N
O

RD
IC

 S
W

A
N

 E
C

O
LA

BE
L 

30
41

 0
90

3
Pr

in
te

d 
by

 M
ed

ia
-T

ry
ck

, L
un

d 
20

24



 

 
 
 
 
 
 
 
 
 
 

Photoluminescence Studies of Polytype Heterostructured InP Nanostructures 

  



  



 

 
Photoluminescence Studies of 
Polytype Heterostructured InP 

Nanostructures 
 
 

By Asmita Jash 

 

 

DOCTORAL DISSERTATION 

Doctoral dissertation for the degree of Doctor of Philosophy (PhD) at  
the Faculty of Engineering at Lund University to be publicly defended on  

Friday, the 22nd of March 2024, at 13:15 in the Rydberg Lecture Hall at the 
Department of Physics, Lund. 

 

Faculty opponent 
Prof. Sebastian Lourdudoss 

KTH Royal Institute of Technology 



Organization:   Document name: DOCTORAL DISSERTATION 
LUND UNIVERSITY     Date of disputation: 2024-03-22 
Department of Solid State Physics  Sponsoring organization: 
Box 118  
SE–221 00 LUND 
Sweden 

Author(s): Asmita Jash 

Title and subtitle: Photoluminescence Studies of Polytype Heterostructured InP Nanostructures 

Abstract: The interface between two semiconductors significantly influences their optical and electronic properties. In 
contrast to traditional material heterostructures, polytype heterostructures between wurtzite (wz) and zincblende (zb) 
segments in homomaterial InP nanostructures exhibit sharp interfaces with minimal strain. The wz/zb interface of 
heterostructured InP has a type-II band alignment, which results in the accumulation of charge carriers on either side 
of the interface, electrons on one side and holes on the other side. This separation leads to the formation of spatially 
separated (indirect) excitons (IXs) at the interface. This thesis focuses on studying the spatial and temporal 
recombination characteristics of IXs in these polytypic heterostructures in InP nanostructures. Two types of 
nanostructures, nanowires (NWs) and platelets, are employed to investigate single type-II wz/zb interfaces. NWs have 
cylindrical or hexagonal cross-sections with a very small diameter and longer length, resulting in a small interface cross 
section (< 1 mm2) while platelets on the other hand are characterized by much larger interface areas (> 500 mm2). 

The methodology in this thesis utilizes non-invasive optical techniques, specifically steady-state (SS) and time-resolved 
(TR) photoluminescence (PL) to analyze the emission spectra of InP polytype heterostructures. The confirmation of a 
type-II band alignment is established through excitation power density (EPD)-dependent SSPL, where the IX emission 
redshifts with reduced EPD. In addition, the TRPL data reveals a long lived and non-exponential decay profile of the IX 
emission. 

Paper-I delves into the recombination dynamics of IXs at the single wz/zb interface in InP NWs. Overcoming the small 
cross-section limitation of NWs, platelets, with a substantially larger cross-section, provide a larger sample area and, 
thus, provides access to investigating the transport of IXs. Paper-II and Paper-III explore the IX dynamics at the wz/zb 
single-interface of platelets. Spatially resolved SSPL in undoped platelets unveils EPD-dependent transport of IXs at 
the type-II interface. The broad spatial distribution of the IX emission suggests repulsive-force-driven transport at high 
EPD, while the narrow spatial distribution at low EPD indicates a diffusive transport mechanism. The temporal evolution, 
observed through spatially resolved TRPL, depicts an initial rapid expansion of the IXs driven by Coulomb repulsion - a 
result of the dipole alignment of the IXs at the interface. After this initial step, it is transitioning to a linear expansion 
indicative of diffusive-driven transport in undoped platelets. This behavior is characteristic for a low scattering of IXs 
which is indicative of a minor impact of interface fluctuations caused by the polytype interface in our system.  

Beyond characterizing undoped nanostructures, our research explores the impact of a two-dimensional electron gas 
(2DEG) on the recombination and spatial dynamics of IXs for n-type doped nanostructures. These doped structures 
maintain the same geometry as the undoped counterparts, except for the n-type doping applied to the entire wz 
segment. Doped samples exhibit a smaller redshift with reduced EPD and shorter recombination times for IX emission 
compared to the undoped ones. Additionally, the spatial distribution of IX emission is independent of EPD. 

Key words: III-V semiconductor, Photoluminescence, Time-Resolved Photoluminescence, Polytype, Crystal phase 
heterostructure, InP, Wurtzite, Zincblende, Indirect Exciton 

Classification system and/or index terms (if any) Supplementary bibliographical information 

Language: English  ISSN and key title:  

ISBN: 978-91-8039-966-1 (print)    
978-91-8039-967-8 (electronic)

Recipient’s notes Number of pages: 90 

Price Security classification 

I, the undersigned, being the copyright owner of the abstract of the above-mentioned dissertation, hereby grant to all 
reference sources permission to publish and disseminate the abstract of the above-mentioned dissertation. 

Signature   Date 2024-02-27 



 

 

Photoluminescence Studies of 
Polytype Heterostructured InP 

Nanostructures 
 
 

Asmita Jash 

 
  



  

Cover illustration front: An artistic rendition of spatially resolved photoluminescence 
spectra from a wurtzite-zincblende InP heterostructure platelet. 
 
 
Pages 1-65 © Asmita Jash 2024 
Paper I © 2022 APL Publishing 
Paper II © 2023 ACS Publishing 
Paper III © 2024 the authors 
 
 
 
 
Faculty of Engineering, LTH, Department of Solid State Physics 
ISBN 978-91-8039-966-1 (print) 
ISBN 978-91-8039-967-8 (electronic) 
 
Printed in Sweden by Media-Tryck, Lund University 
Lund 2024 
 
 
 
 

 



 

 

�ান েযন থােক মু� শৃ�লািবহীন   

- রবী�নাথ ঠাকুর 



Table of Contents 

Abstract ................................................................................................................... i 
Popular scientific description .............................................................................. iii 
List of Papers ........................................................................................................ vi 
Acknowledgments ............................................................................................... viii 
Abbreviations ..........................................................................................................x 
1 Introduction .........................................................................................................1 
2 Theory ...................................................................................................................5 

2.1 Semiconductors .............................................................................................5 
2.1.1 Band Structure .......................................................................................5 
2.1.2 Excitons .................................................................................................7 

2.2 Semiconductor Heterostructures ...................................................................9 
2.2.1 Polytypism ...........................................................................................10 
2.2.2 Nanostructures .....................................................................................14 

2.3 Recombination Dynamics ...........................................................................16 
2.4 Indirect Exciton Transport ...........................................................................21 

3 Experimental Methods ......................................................................................23 
3.1 Growth .........................................................................................................23 

3.1.1 Particle-Assisted Nanowire Growth ....................................................24 
3.1.2 Selective Area Platelet Growth ...........................................................26 

3.2 Photoluminescence Spectroscopy ...............................................................27 
3.2.1 Steady-State Photoluminescence Spectroscopy ..................................29 
3.2.2 Time-resolved Photoluminescence Spectroscopy ...............................30 

3.2.2.1 Time-correlated single-photon counting .................................... 30 
3.2.2.2 Streak Systems ........................................................................... 32 

3.3 Local & Spatial Detection ...........................................................................35 
3.3.1 Steady-state Photoluminescence Spectroscopy ...................................35 
3.3.2 Time-resolved Photoluminescence Spectroscopy ...............................37 

3.4 Scanning Electron Microscopy....................................................................40 
3.5 Sample Preparation ......................................................................................41 



 

4 Results .................................................................................................................43 
4.1 Heterostructured InP Nanowires .................................................................43 

4.1.1 Undoped wz/zb InP nanowires ............................................................44 
4.1.2 n-type doped wz/zb InP nanowires .....................................................47 

4.2 Heterostructured InP Platelets .....................................................................49 
4.2.1 Steady-state Photoluminescence .........................................................50 
4.2.2 Time-resolved Photoluminescence ......................................................52 
4.2.3 Spatially Resolved Steady-State Photoluminescence ..........................56 
4.2.4 Spatially Resolved Time-resolved Photoluminescence.......................59 

Conclusion & Outlook ..........................................................................................63 
References .............................................................................................................67 
 

  





i 

Abstract 

The interface between two semiconductors significantly influences their optical and 
electronic properties. In contrast to traditional material heterostructures, polytype 
heterostructures between wurtzite (wz) and zincblende (zb) segments in 
homomaterial InP nanostructures exhibit sharp interfaces with minimal strain. The 
wz/zb interface of heterostructured InP has a type-II band alignment, which results 
in the accumulation of charge carriers on either side of the interface, electrons on 
one side and holes on the other side. This separation leads to the formation of 
spatially separated (indirect) excitons (IXs) at the interface. This thesis focuses on 
studying the spatial and temporal recombination characteristics of IXs in these 
polytypic heterostructures in InP nanostructures. Two types of nanostructures, 
nanowires (NWs) and platelets, are employed to investigate single type-II wz/zb 
interfaces. NWs have cylindrical or hexagonal cross-sections with a very small 
diameter and longer length, resulting in a small interface cross section (< 1 µm2) 
while platelets on the other hand are characterized by much larger (> 500 µm2) 
interface areas. 

The methodology in this thesis utilizes non-invasive optical techniques, specifically 
steady-state (SS) and time-resolved (TR) photoluminescence (PL) to analyze the 
emission spectra of InP polytype heterostructures. The confirmation of a type-II 
band alignment is established through excitation power density (EPD)-dependent 
SSPL, where the IX emission redshifts with reduced EPD. In addition, the TRPL 
data reveals a long lived and non-exponential decay profile of the IX emission. 

Paper-I delves into the recombination dynamics of IXs at the single wz/zb interface 
in InP NWs. Overcoming the small cross-section limitation of NWs, platelets, with 
a substantially larger cross-section, provide a larger sample area and, thus, provides 
access to investigating the transport of IXs. Paper-II and Paper-III explore the IX 
dynamics at the wz/zb single-interface of platelets. Spatially resolved SSPL in 
undoped platelets unveils EPD-dependent transport of IXs at the type-II interface. 
The broad spatial distribution of the IX emission suggests repulsive-force-driven 
transport at high EPD, while the narrow spatial distribution at low EPD indicates a 
diffusive transport mechanism. The temporal evolution, observed through spatially 
resolved TRPL, depicts an initial rapid expansion of the IXs driven by Coulomb 
repulsion - a result of the dipole alignment of the IXs at the interface. After this 
initial step, it is transitioning to a linear expansion indicative of diffusive-driven 
transport in undoped platelets. This behavior is characteristic for a low scattering of 
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IXs which is indicative of a minor impact of interface fluctuations caused by the 
polytype interface in our system. 

Beyond characterizing undoped nanostructures, our research explores the impact of 
a two-dimensional electron gas (2DEG) on the recombination and spatial dynamics 
of IXs for n-type doped nanostructures. These doped structures maintain the same 
geometry as the undoped counterparts, except for the n-type doping applied to the 
entire wz segment. Doped samples exhibit a smaller redshift with reduced EPD and 
shorter recombination times for IX emission compared to the undoped ones. 
Additionally, the spatial distribution of IX emission is independent of EPD. 
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Popular scientific description 

In our everyday lives, we encounter a variety of essential tools and technologies. 
For instance, we rely on smartphones for communication and light-emitting diode 
(LED) lights for brightening our homes. These useful gadgets, including computers, 
tablets, and smartphones, are powered by integrated circuits (ICs) containing 
billions of tiny switches called transistors. These transistors act as controllers of 
electrical flow, enabling the devices to process information swiftly and effectively. 
Beyond these common devices, there are others that utilize a combination of light 
and electricity to fulfill their purposes such as cameras, LED lighting, and fiber 
optical communication systems. Cameras utilize light-sensitive sensors to capture 
images by converting incoming light into electrical signals, while LED lighting 
relies on the efficient conversion of electrical energy into light. Fiber optical 
communication systems transmit data using short light pulses, enabling high-speed 
and reliable communication over long distances. These fascinating technologies all 
rely on semiconductors as their core building blocks. Semiconducting materials 
have unique properties that can be engineered and manipulated to meet specific 
requirements. They are essential for creating these various components like 
transistors and optoelectronic devices. For example, LEDs utilize semiconductors 
to emit light when a voltage is applied, without the need for heating, unlike 
incandescent light sources. Similarly, solar cells use semiconductors to convert 
sunlight into electrical energy, thereby enabling the generation of clean and 
renewable power. 

The constant pursuit of faster and more efficient devices has led to the necessity of 
scaling down individual semiconductor components to the micro and nanoscale. In 
our everyday lives, we are familiar with the macro scale, where objects are visible 
to the naked eye and measured in units such as meters or centimeters. However, the 
microscale is approximately a million times smaller than what we commonly 
observe, and the nanoscale is a billion times smaller. To put this into perspective, 
consider the width of a human hair, which measures around 100 micrometers (µm). 
At the nanoscale, objects are even smaller, such as a single strand of DNA, which 
is a mere 2.5 nanometers (nm) wide. The properties of materials undergo significant 
changes at such microscopic sizes, diverging from those observed at the macro 
scale. These differences in properties have a profound impact on the performance 
of devices. 
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The core of the discussed devices lies in a category of materials known as 
semiconductors. In their pure form, these materials are rather unremarkable, as they 
are not especially good at conducting current and they are not good electrical 
insulators either. What makes these materials great is that we can change their 
properties by adding impurities, called doping. Doping can introduce additional 
electrons, but also their positively charged counterpart, holes. When an electron 
meets a hole, light may be emitted. The color of the light depends on the 
semiconductor material. When we shine light on a semiconductor, an electron and 
a hole can be created. This effect is used for instance in solar cells. Combining 
various semiconductors can be incredibly useful when creating unique structures 
known as heterostructures. These heterostructures are formed by stacking different 
semiconductor materials on top of one another. Take, for instance, an LED 
constructed using a heterostructure composed of multiple semiconductor layers. 
When we power up an LED by applying a voltage, electrons from one side of the 
LED are pushed to the center, where they meet holes pushed from the other side. 
Adjusting the thickness and composition of the layer where they meet, we can 
control the colors of the light produced. Such engineering allows us to create 
common LED colors like vibrant blue and sunny yellow, covering the entire 
spectrum of the rainbow. 

In this thesis, the focus is on studying a specific type of heterostructure known as 
polytype semiconductor heterostructures. They are made using the same 
semiconductor material but with different crystal structures. The crystal structure of 
a material refers to how its atoms are arranged in a repeating pattern, and it has a 
significant impact on the properties of the semiconductor. Within the same 
semiconductor material, there can be different crystal structures. An example is 
carbon which can be either diamond or graphite. Despite having the same chemical 
composition, different crystal phases can exhibit distinctly different properties. By 
utilizing polytype heterostructures, it becomes possible to create heterostructures 
using only a single material. This is different from traditional heterostructures that 
are formed by combining different semiconductors including associated challenges. 

The specific semiconductor material explored in this thesis is indium phosphide 
(InP). Depending on the growth conditions, InP can exhibit different crystal 
structures. In its bulk form, it has a crystal structure called zincblende (zb). 
However, when grown as nanostructures, it can adopt a different crystal structure 
called wurtzite (wz). By controlling the growth parameters, we can switch between 
these crystal structures and grow pure crystalline materials. The interfaces between 
the different crystal structures in polytype heterostructures are very promising for 
both fundamental research and novel applications in the field of semiconductor 
materials. This interface causes electrons to be confined to the zb side of the 
interface while holes are confined to the wz side. To comprehend the physical 
processes in semiconductor InP nanostructures, we employ photoluminescence 
spectroscopy, a non-destructive method. This technique entails illuminating a 
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material, measuring the color and intensity of the emitted light, and thereby gaining 
insights into the properties of materials. In this thesis, we utilize this approach to 
analyze the spatial distribution and recombination dynamics of electron-holes. 
These aspects are crucial for comprehending electronic processes at polytype 
heterostructures and, consequently, identifying potential applications.  
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1 Introduction  

Semiconductors play a vital role in driving modern technological advancements. 
They serve as the foundation for optoelectronic and electronic devices such as solar 
cells1, light-emitting diodes (LEDs)2, and transistors3,4. To make further 
advancements in these devices, it has become essential to increase the number of 
transistors that can be placed on an integrated circuit, resulting in better, faster, and 
more efficient devices5. This requires further downsizing of the transistors. Recent 
developments in the fabrication of high-quality materials have made it possible to 
scale down the size of devices to the nanometer scale6. The ability to manipulate the 
size and structures of semiconductors at the nanometer scale can significantly alter 
the material properties. Additionally, physical phenomena in nanostructured 
materials have attracted scientific interest due to their potential to provide a platform 
for the study of materials with unique properties. 

In this thesis, the optical properties of a III-V binary semiconductor, namely InP, 
are investigated. III-V semiconductors are a class of semiconductor compounds that 
consist of atoms from group III and group V of the periodic table. Many III-V 
semiconductors have a direct electronic bandgap, which makes them highly efficient 
absorbers and emitters- properties that are essential for optoelectronic devices7. 
Moreover, within these material systems, the capacity to fabricate various alloy 
combinations confers the capability for bandgap engineering spanning a wide range 
of energies. This affords the precise customization of material characteristics 
tailored to device applications3. As an illustrative instance, the bandgap may be 
finely adjusted to enable LEDs to emit light across the spectrum, ranging from 
Infrared (IR) to Ultraviolet (UV) wavelengths8. 

Heterostructured semiconductors made from a combination of different 
semiconductors with different bandgaps offer the possibility of creating 
optoelectronic devices with tuned spectral characteristics and efficient performance. 
The band alignment across a heterostructure interface can be classified into three 
categories: type-I, type-II, and type-III9. This thesis focuses on type-II band 
alignment, characterized by a staggered band arrangement where both the valence 
and conduction band edges in one semiconductor are higher than their counterparts 
in the other semiconductor. In a type-II band alignment, the presence of a potential 
step at the heterointerface prevents the diffusion of charge carriers (electrons and 
holes) across the interface, leading to their spatial separation. As a consequence of 
this spatial separation, charge carriers tend to accumulate on either side of the 
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interface, attracted to one another by the Coulomb force. This accumulation of 
charge carriers leads to band-bending at the interface, resulting in the formation of 
approximately triangular potential wells on both sides of the interface10. The type-
II band alignment has been studied in detail in various III-V materials systems, such 
as InAlAs/InP11, GaAs/AlAs12, GaInAsSb/GaSb13, but also in polytype 
heterostructures like GaAs14 and InP15. In polytype heterostructures, it is even 
possible to create a two-dimensional electron gas (2DEG) in the triangular potential 
well formed at the type-II interface by modulation doping16. This will be discussed 
further in chapter two. 

Polytype heterostructures are made from the same material by switching only the 
crystal structure and they provide a promising opportunity for optoelectronic 
materials in comparison to conventional heterostructures made from different 
materials. The presence of defects such as interface roughness and compositional 
intermixing in conventional heterostructures can affect the optical and transport 
properties significantly17. For instance, in light-emitting devices, such as LEDs or 
lasers, interface roughness, and compositional intermixing can lead to non-uniform 
light emission, reduced brightness, and lower external quantum efficiency18,19. 
Interface roughness introduces irregularities at the interface between different 
materials, which can result in a broadening of the optical spectrum. Additionally, 
the presence of compositional intermixing can alter the band structure and electronic 
properties of the heterostructure, affecting the ability to emit light efficiently20. 
These defects have an impact on the performance of various optoelectronic 
applications. In polytype heterojunctions, however, sharp interfaces and negligible 
strain can indeed be achieved. Made from the same compound, such as zincblende 
(zb) and wurtzite (wz) GaAs or InP21, different bandgaps and band offsets of the zb 
and wz crystal phases create a polytype wz/zb heterostructure. The zb crystal 
structure is the thermodynamically stable phase for bulk material of most III-V 
semiconductors (except the III-Nitrides). However, in nanostructured forms, these 
semiconductors can be grown in the wz crystal phase. With the advancement of 
suitable growth methods and conditions, we have the ability to grow nanostructures 
with either pure wz or zb crystal structure, and even controllably switch between 
the two polytypes with high accuracy and sharp interfaces22. This has opened up 
many possibilities for the design and growth of polytype wz/zb heterostructures. 

The previously mentioned wz/zb InP heterostructure provides an opportunity to 
explore the dynamics of both charge carriers (or direct and indirect excitons) 
following the excitation of the nanostructure. Direct excitons refer to Coulomb-
bound electron-hole pairs within the same material. Indirect excitons (IX) are 
Coulomb-bound electron-hole pairs that are confined in spatially separated potential 
wells at the type-II interface23. The special case of the polytype type-II interface 
which acts as a separator of electrons and holes, provides a unique opportunity to 
study the formation of IXs. Unlike direct excitons, which can recombine and emit 
light on a short time scale, IXs have a long recombination time24. In order to 
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elucidate the optical properties of type-II interfaces, we have employed non-
destructive photoluminescence (PL) spectroscopy to obtain emission spectra from 
photo-excited nanostructures25. This has provided insights into the dominant 
emission from the materials as well as the crystal quality. Furthermore, we have 
used time-resolved photoluminescence (TRPL) spectroscopy to study the 
recombination dynamics of excitons after pulsed excitation which enabled us to 
record the temporal decay profile of the emission26. In the thesis, we examined two 
kinds of polytype wz/zb InP nanostructures: nanowires (NWs) and platelets. 

NWs are quasi-one-dimensional structures that have cylindrical or hexagonal cross-
sections with a very small diameter (typically in the nanometer range) and a 
significantly longer length (typically in the micrometer range) that can be several 
orders of magnitude larger than its diameter27,28. While there are numerous 
publications on structural and optical properties of heterostructured NWs29-31, there 
have been limited investigations into the recombination kinetics of IXs at the single 
polytype type-II interfaces, possibly due to the scarcity of heterostructures with pure 
crystal phases.  

In the first project presented in this thesis, we investigated two different types of 
NW samples using optical measurements. The first type is the nominally undoped 
single heterojunction interface in wz/zb NWs. The second type shares an identical 
geometry, with the distinction that the entire wz segment is n-type doped. This aims 
to investigate the impact of the presence of a 2DEG at a wz/zb type-II interface on 
the emission characteristics and recombination time of excitons. To confirm the 
presence of a type-II interface in both types, we performed power-dependent PL 
measurements. A notable feature of IX emission is its redshift as the laser excitation 
power density (EPD) decreases. We also used TRPL to investigate the 
recombination dynamics of IXs in both types of NWs. Our PL and TRPL results 
show that the EPD dependence of the IX emission differs between the undoped and 
n-type doped NWs. Furthermore, our TRPL measurements reveal that a significant 
amount of intensity of the IX emission remains after 30 ns for the undoped NWs, 
which is a result of the spatially separated charge carriers at the interface. At the 
same time, we obtained a short recombination time (sub-ns) for the direct excitons 
in both the wz and zb segments.  

This long recombination time of IXs is advantageous to facilitate the transport of 
IXs over substantial distances within the structure32. The long-lived IXs are also a 
suitable system for exciton condensation33. The formation of these IXs results in the 
creation of dipoles that are oriented perpendicular to the interface and interact 
repulsively, expanding over a larger area than the actual excitation spot size of the 
excitation. To overcome the limitation of the small cross-section (<< 1 μm2) of 
NWs, we studied the spatial distribution of IXs along the type-II interface on InP 
platelets. The InP platelets consist of a large-area cross-section (> 500 μm2) of a 
thin, flat InP wz layer on top of a zb InP substrate, providing a significantly larger 
sample for studying the spatial distribution of IXs. Furthermore, the interface is 



4 

situated far away from the side surfaces, thereby mitigating the influence of surface 
defects on the emission of IXs. 

In the second and third projects, we investigated the transport of IXs along the type-
II interface in large-area wz/zb InP platelets using spatially and temporally resolved 
PL spectroscopy. Our experimental approach allowed us to study the spatial 
distribution and recombination dynamics of IXs along the type-II interface and 
interpret the underlying transport processes. Our observations indicate that a high 
density of dipolar IXs exhibits a large expansion driven by a strong repulsive force, 
dominating over diffusive mechanisms at high EPD, while the transport of IXs is 
dominated by diffusion at low EPD. In contrast, the transport of direct excitons in 
the wz and zb segments is diffusive and EPD-independent. Notably, TRPL 
measurements revealed a significant emission intensity of the long-lived IXs, which 
remains even 40 µs after pulse excitation. This is significantly longer than in the 
case of the NW, where competition from surface recombination is present. 
Additionally, we provide a comparative examination involving doped platelets in 
conjunction with their undoped counterparts. To enable the doping of polytype InP 
platelets, intentional n-type doping was introduced during the growth phase of the 
wz-segment. Notably, in the context of n-type doped platelets, discernible 
differences have been identified in the dependency of emission lines on EPD and 
recombination, as compared to undoped platelets. 

The thesis is structured in the following manner: In chapter two, I present the 
theoretical background of semiconductors and their optical properties, both 
necessary for analyzing the experimental results. In chapter three, I detail the 
fabrication process of polytype InP nanostructures and describe the experimental 
methods used to characterize their optical properties. Chapter four is dedicated to 
presenting and analyzing the results obtained from PL and TRPL investigations of 
InP wz/zb heterostructures under different EPDs. Finally, in chapter five, I 
summarize the main conclusions drawn from our study and propose future research 
directions.  
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2 Theory 

This chapter provides a brief overview of the key physics concepts employed in this 
thesis. The discussion is based on the fundamentals of semiconductor physics and 
charge carrier dynamics, as well as the zb and wz crystal structures approached from 
a crystallographic perspective, and their relevance for the present work. 

2.1 Semiconductors  
Most semiconductor materials are defined by their crystalline structure, which 
determines the arrangement of atoms within the material. This periodicity in the 
arrangement of atoms has a significant impact on the electronic properties of the 
semiconductor. The electronic properties are described by the band structure, which 
defines the energy levels that an electron can occupy within the semiconductor. In 
essence, all the transport and optical properties of a semiconductor are determined 
by its band structure34. 

2.1.1 Band Structure 
When atoms are widely spaced, their electrons remain bound to their individual 
atoms (nuclei) without interacting with electrons from nearby atoms. This results in 
electrons having only discrete, quantized energy levels. Within an atom, electrons 
are organized into distinct energy levels or electron shells. The innermost shell 
contains the highest binding energy for electrons, while those in the outer shells 
have progressively lower binding energy. Electrons occupy the innermost shells 
before filling the outer shells due to their energy levels. In this way the total energy 
of the atom is minimized. According to the Pauli exclusion principle, each energy 
level can only accommodate two electrons with opposite spin. Atoms of the same 
element are identical, having the same number of electrons and energy levels. When 
two atoms come into proximity, their electrons interact. This interaction causes the 
single, initially discrete, quantized energy levels to split into two distinct energy 
levels because of the Pauli exclusion principle. In the process of solid formation, 
numerous individual atoms densely occupy a confined volume. Each atom 
experiences the potential energy arising from its neighboring atoms due to their 
proximity, and because these atoms are identical, their energy levels split into 
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multiple energy levels. These closely spaced multiple energy levels form continuous 
bands of energy. The energy band replaces the discrete energy levels found in 
individual atoms and is associated with the electrons originating from the atomic 
structure. These bands may exhibit either overlapping or non-overlapping 
characteristics, potentially creating regions on the energy scale without any energy 
levels. Electrons occupy the lower energy bands first. In metals, the highest energy 
band is partially filled, ensuring high electrical conductivity, as electrons can move 
freely within this energy band5. 

In the case of semiconductors and insulators at absolute zero (0 K) temperature, the 
highest band, which is completely filled, is termed the valence band (VB). While 
the higher energy bands, devoid of electrons (ignoring thermal excitations from the 
VB), constitute the conduction band (CB). Between these two bands: VB and CB, 
there exists a forbidden energy gap referred to as bandgap (Eg). At low temperatures, 
a completely filled VB restricts the movement of electrons due to the absence of 
unoccupied energy levels in the VB of the semiconductors. For electrons to move 
within the semiconductor, it is necessary to promote them from the VB to the CB 
using an external energy source, such as light, since there are unoccupied energy 
levels in the CB where electrons can move freely. Ultimately, the application of an 
external electric field can facilitate electron movement, enabling the conduction of 
electricity. The number of electrons transitioning from the VB to the CB at any 
temperature depends on the bandgap. The smaller the bandgap, the larger the 
number of electrons that can make an upward transition, and the larger the bandgap, 
the smaller their number. The magnitude of the bandgap fundamentally 
distinguishes between insulators and semiconductors. Insulators feature a larger 
bandgap, impeding electrical current flow at room temperature, as the thermal 
energy is insufficient to excite electrons from the VB to the CB over the large 
bandgap. Conversely, semiconductors with a smaller or moderate bandgap allow 
some electrons to populate the CB, enabling them to conduct current at room 
temperature. The boundary between insulators and semiconductors is not precisely 
defined. To determine the probability of electron occupation within these energy 
bands the term ‘Fermi level (Ef)’ is commonly utilized. This level marks the energy 
at which the electron occupancy probability is 50%. Generally, in semiconductors 
and insulators, the Fermi level is situated within the bandgap as shown in Fig 2.1(a). 

Promoting electrons to the CB involves leaving behind an empty place in the VB 
called a hole. The term ‘hole’ refers to a theoretical concept known as a virtual 
particle. Despite its virtual nature, a hole exhibits a behavior akin to that of a particle, 
having a positive charge and mass-like characteristics. These holes conduct current 
in a manner similar to electrons but move in the opposite direction since they possess 
the opposite charge. The collective movement of both electrons and holes is 
responsible for conducting electrical current in a semiconductor. Within a 
semiconductor, electrons and holes adopt modified masses, giving rise to what is 
known as the effective mass. This effective mass characterizes the behavior of 
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charge carriers within the semiconductor, accounting for the influence of the crystal 
lattice on their motion35. 

Increasing the number of charge carriers (electrons or holes) in energy bands is 
essential to modify the conductivity of the materials. To achieve this, one can 
employ doping, which involves substituting a small number of atoms into the crystal 
lattice and introducing excess electrons (donors) or holes (acceptors). Doping 
introduces energy states within the bandgap, close to the VB for acceptors and close 
to the CB for donors. Materials doped with acceptor atoms are considered p-type 
doped, while those doped with donor atoms are considered n-type doped. In 
undoped, semi-insulating semiconductors, the Fermi level is situated approximately 
in the middle of the bandgap. However, when doped, the Fermi level shifts towards 
either the CB for n-type doping or the VB for p-type doping, as depicted in Fig 
2.1(b) and Fig 2.1(c). With increased doping concentration, the Fermi level moves 
closer to the nearest band edge. In the case of high doping concentrations, the Fermi 
level aligns within one of the energy bands as shown in Fig 2.1(d), leading to a very 
high concentration of charge carriers. This type of doping is known as degenerate 
doping, and it significantly influences the electrical conductivity of the material36. 

 
Figure 2.1: Illustrated scheme showing the Fermi level position within the band gap in the case of (a) 
intrinsic, semi-insulating, (b) n-type, (c) p-type semiconductor, and (d) degenerate n-type doping. 

2.1.2 Excitons 
Apart from electrons and holes, materials may also contain another type of carrier 
called excitons. When a photon with an energy greater than the material's bandgap 
excites the material, it has the potential to elevate an electron from the VB to the 
CB. The transition of an electron, induced by a photon, leaves behind a hole with an 
opposite electric charge. The electrostatic Coulomb interaction between the 
negatively charged electron and the positively charged hole can lead to the 
formation of an electron-hole pair known as an exciton. Excitons are characterized 
by the Bohr radius and binding energy. The ‘Bohr radius’ term is generally used in 
the hydrogen atom model. In the case of hydrogen, the Bohr radius is a fundamental 
constant denoting the most probable distance between the nucleus and electron in 
the ground state of a hydrogen atom. Applying the Bohr model to excitons, the Bohr 
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radius signifies the distance between the electron and the hole. For excitons, where 
the electron and hole move through a medium with a high dielectric constant, the 
Bohr radius is modified by the dielectric constant and the effective mass of the 
electron and hole. The Coulomb attraction between the electron and hole results in 
an exciton binding energy, leading to a transition energy slightly lower than the 
bandgap, as illustrated in Fig 2.2(c). This lower energy level positions the ground 
state for the electrons and holes of the exciton, distinct from the corresponding 
electron-hole pair in the VB-CB. The exciton binding energy in InP is 
approximately 5 meV37. Generally, the likelihood of exciton presence is higher at 
low temperatures. At room temperature, when the thermal energy (25 meV) 
surpasses the binding energy of excitons, they tend to dissociate into separate 
electrons and holes. 

 

Figure 2.2: Schematic of two types of excitons: (a) Wannier exciton and (b) Frenkel exciton. The light 
blue dots represent atoms of the media they exist in, and the blue and red circles represent the electron 
and hole respectively. (c) Bandgap of excitons. 

The properties of excitons depend on the material they form in, leading to two 
limiting cases: 

1. Frenkel Excitons: These excitons have a relatively small Bohr radius 
compared to the lattice constant of the material. In solids with small 
dielectric constant, such as ionic crystals and organic or molecule 
semiconductors, the exciton is more tightly bound and is associated with a 
single atom, known as a Frenkel exciton38. 

2. Wannier Excitons: In this case, the Bohr radius is much larger than the 
lattice constant. The large dielectric constant (e.g., 12.5 for InP) in most 
semiconductors limits the Coulomb interaction between the electron and the 
hole. This leads to a large Bohr radius for semiconductor excitons, 
exceeding multiple lattice constants. In this regime, the excitons are referred 
to as Wannier excitons. A Wannier exciton can be effectively modeled as a 
hydrogen atom, with the Bohr radius and energy levels adjusted to account 
for differences in the effective masses of the electron and hole, as well as 
the permittivity of the material38. The Bohr radius for InP excitons is around 
15 nm39. 
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2.2 Semiconductor Heterostructures 

 
Figure 2.3: Examples of different heterostructure types: (a) type-I (straddling), (b) type-II (staggered), 
and (c) type-III (broken gap) alignment. The diffusion of the excited charge carriers is indicated by 
electrons and holes. The blue and red circles represent electrons and holes, respectively. 

It is possible to combine different semiconductors having electronic energy levels 
with different positions of the band edges to create semiconductor 
heterostructures40. The beneficial properties of different semiconductors in 
heterostructures have enabled progress in electronics and optoelectronics. One such 
advantage is the possibility to create structures with quantum confinement which 
has gained significant interest in the study of fundamental physics in low-
dimensional electron systems. In such semiconductor heterostructures, there are 
fundamentally three possible ways of band alignment: type-I (straddling gap), type-
II (staggered), and type-III (broken gap)41.  

A type-I band alignment occurs at an interface between two materials with different 
bandgaps. In this scenario, the CB and VB of one semiconductor are higher and 
lower, respectively, than those of the other semiconductor, as illustrated in Fig 
2.3(a). Electrons and holes tend to move from materials with a higher bandgap to 
those with a lower bandgap. This band alignment creates a potential barrier for both 
electrons and holes from the lower bandgap material. By sandwiching the low 
bandgap material between two high bandgap materials, it is possible to create 
potential wells for the charge carriers. Both electrons and holes can accumulate in 
the lower bandgap material. When a low bandgap material is sufficiently thin, 
restricting electron motion in at least one spatial dimension, such as in a 
nanostructure, a transformation occurs, turning the potential well into a quantum 
well (QW)42. This change happens when the confinement dimension approaches the 
scale of the particle's de Broglie wavelength of the electron. At this point, quantum 
effects start to dominate over the behavior of the particles. In this QW scenario, 
instead of the typical continuum of levels within the energy bands, electrons within 
the material become constrained to discrete quantum states. QWs are often referred 
to as "quasi-two-dimensional" structures. The term "quasi" is used to distinguish 
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them from perfect two-dimensional systems, where the wavefunction is entirely 
confined to a plane and has no extension beyond it. The probability of finding an 
electron can be expressed through a wavefunction. Analyzing the squared 
wavefunction allows for the assessment of the probability of finding the electron at 
a certain spatial position. If the QW layer becomes too thick, the quantum 
confinement gradually diminishes, and the material begins to exhibit its bulk 
properties, akin to a larger three-dimensional counterpart. Electrons and holes can 
still be confined to the potential well. 

In the case of the type-II heterostructure, Fig 2.3(b), the band edges of one material 
are above the corresponding band edges of the other material, so the electrons tend 
to accumulate on one side of the heterojunction and the holes on the opposite side. 
In the type-III heterojunctions, the valence band edges of one material are above the 
conduction band edges of the other material shown in Fig 2.3(c). Electrons on one 
side of the heterointerface can go through it to the other side, from VB to CB. This 
type of heterointerface is sometimes referred to as a type-II heterojunction with a 
broken gap, or misaligned band structure.  

Depending on the band alignment at the interface of semiconductors, when there is 
a disparity in the potential of the charge carriers, a transfer of charge carriers occurs 
between the two materials. This transfer continues until the Fermi levels on both 
sides align with each other. This phenomenon results in the band edges bending at 
the interface. On one side of the interface, the band edges incline upwards while on 
the other side, they tilt downwards, forming semi-triangular potential wells at each 
side of the heterojunction shown in Fig 2.11. 

The crystalline nature of many semiconductors, characterized by a distinct three-
dimensional lattice structure, introduces a potential challenge when two different 
semiconductor materials with different lattice arrangements are brought into contact 
at a heterointerface. This lattice mismatch can lead to mechanical strain and the 
creation of a substantial quantity of defects at the interface, thereby impacting the 
electronic band structure. In addition, undesired atomic intermixing and 
irregularities in the interface can arise, compromising the interface quality even 
further. These issues can have a significant adverse effect on the transport of charge 
carriers along the interface by causing scattering, thereby impairing the overall 
performance of the semiconductor device. 

2.2.1 Polytypism 
The previously mentioned challenges of interface roughness and atomic intermixing 
can be mitigated using a polytype heterostructure composed of the same materials 
with different crystal structures43. Prior to a detailed exploration of polytype 
heterostructures, it is essential to discuss the crystal structure of the materials. Most 
semiconductors are materials that have a crystalline structure and can crystallize in 
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various ways. The structure of a crystal can be seen to be composed of a repeated 
element in three dimensions. This repeated element is known as the unit cell. The 
shape and symmetry of their unit cells classify them into several fundamental crystal 
systems. Within a crystal, it is possible to identify planes of atoms that are equally 
spaced, and Miller indices is a notation system used to describe these crystal 
planes34. For example, in a three-axis system with equidistant vectors, the x direction 
is the [100] direction, while the z direction is the [001] direction. They are normal 
vector to planes described by the Miller indices being (100) and (001), respectively. 
Besides these directions, it is also possible to identify repeating planes at different 
angles, such as the [111] direction. The crystal orientation can also be defined using 
a four-axis system when this is more convenient e.g., for the hexagonal systems. 

In this thesis, the optical properties of one III-V binary semiconductor, namely InP, 
are investigated. III-V semiconductors consist of atoms from group III and group V 
of the periodic table. The III-V bulk materials are usually arranged in the zb crystal 
structure, which is a combination of two face-centered cubic (FCC) crystal 
structures, one of which is translated by 1/4th in all three directions. Despite having 
multiple atoms of different types in the unit cell, it is possible to construct a unit cell 
that is cubic with lattice constants a = b = c and angles of 90° between the axes of 
the unit cell as shown in Fig 2.4(a). The crystal structures that are similar to FCC, 
such as zb, are often called cubic close-packed (CCP) structures, as they are among 
the most optimal stacking sequences.  

 
Figure 2.4: (a) The zb crystal unit cell. (b) The wz crystal structure unit cell. 

However, in some cases, the III-V binary semiconductor’s closely related hexagonal 
counterpart, the wz structure, is found in bulk materials, e.g. when nitrogen is the 
group V component in III-V compounds. But generally, wz is not the stable crystal 
structure for non-nitride III-V bulk materials. The wz structure is hexagonal, with 
the angle between the lattice vectors a and b being 120°, and one translation vector 
being of a different length, a = b ≠ c. The wz structure is constructed from two 
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interpenetrating hexagonal close-packed (HCP) lattices. Generally, this structure is 
represented by a four-axis system with a1 = a2 = a3 ≠ c and angles of 120° between 
a1 = a2 = a3, and 90° between a1,2,3 and c as shown in Fig 2.4(b). For bulk growth of 
non-nitride III-V semiconductors, the dominantly formed crystal structure is zb. 
However, for nanoscale structures, it is possible to grow nanostructures adopting 
the wz crystal structure for important semiconductors, such as GaAs, GaP, InAs, 
and InP. The possibility for materials that adapt different crystal structures 
characterized by a different arrangement of layered structural units (III-V bilayers 
in this case) is known as polytypism, and different crystal structures of the same 
material are called polytypes. 

The atomic arrangement of the wz and zb crystal phases look quite similar along the 
[111] direction of zb, which is equivalent to the [0001] direction of wz shown in Fig 
2.544. Each subsequent layer has the same atomic arrangement, and they only differ 
in the arrangement of the stacking sequence of the layers themselves. The hexagonal 
wz nanostructure grows with In and P atoms stacked in an AaBbAaBbAaBb… 
stacking sequence. Here, each pair of letters such as Aa or Bb represents an atomic 
bilayer (for instance In and P) along the [0001] direction, and the period repeats 
every two bilayers shown in Fig 2.6(a). Each layer is rotated forward and backward 
by 60° in the plane with respect to the previous layer. In this stacking sequence, 
every third layer is oriented the same way. 

 
Figure 2.5: The zb is presented in the direction [111] (b) The wz is presented in the direction [0001]. The 
arrows (red lines) are the growth directions. 

When the crystal grows on top of layer Bb, it can result in another stacking, different 
from the HCP one where layer Cc is formed instead of layer Aa in the wz structure. 
This causes the CCP zb crystal structure to form along the [111] direction. In this 
structure, In and P atoms are stacked in an AaBbCcAaBbCc… sequence, with the 
period repeating every 4th bilayer shown in Fig 2.6(b). Each bilayer is rotated by 60° 
with respect to the previous layer, and the orientation of the fourth layer is the same 
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as the first layer. To better visualize the stacking of the zb (FCC) and wz (HCP) 
crystal structure, Fig 2.6 shows the crystal structure along [111] (zb) direction and 
[0001] (wz) direction, where sets of two atoms are approximated with big spheres. 

The [1�1�1�] direction and [0001�] directions are opposite to the [111] and [0001] 
directions, respectively, but they have the same layer orientation, however, due to 
polarity difference in the basic symmetry operations of the crystal symmetry, the 
[1�1�1�] -equivalent directions are terminated by A-type atoms (P in the case of InP) 
while the opposite one [111]-equivalent is terminated by a-type atoms (In in the case 
of InP). Therefore, the [1�1�1�] direction of zb is equivalent to the [0001�] direction of 
wz. 

 
Figure 2.6: Structural representation of the (a) zincblende (FCC) and (b) wurtzite (HCP) lattice. In the 
HCP lattice, the stacking sequence is AaBbAaBb..., while in the FCC lattice, it is AaBbCcAaBbCc…as 
shown in Fig 2.7. Here, Aa or Bb represents an atomic bilayer, such as In and P. Sets of two atoms of In 
and P together are depicted with large spheres for clarity. The color of the large sphere correlates with 
the color of the slab in Fig 2.7. 

These polytypes can be used to form heterojunctions similar to conventional 
heterojunctions but offer several advantages over the latter. One of the main benefits 
is the avoidance of strain that arises from lattice mismatch, interface roughness, and 
compositional intermixing. Since polytype heterojunctions consist of the same 
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compound, such as zb and wz InP, they create a sharp interface with no atom 
intermixing, minimal strain, and less surface roughness43. This is in contrast to 
conventional heterojunctions, where abrupt changes in material composition, such 
as InAlN/GaN10, can lead to significant strain. On the other hand, one drawback of 
the polytype heterostructures is the limited variability in band gap energy variation 
compared to the compositional counterparts. With a lower and fixed band offset and 
a shallower potential well, the design range for quantization and hence emission 
energy within these systems is limited, which restricts the desired bandgap 
engineering. These polytype heterostructures are achieved by varying the crystal 
phase within a single nanoscale structure. The possibility of having wz and zb 
phases within a single nanostructure allows for a new direction for bandgap 
engineering45. 

2.2.2 Nanostructures 
In this work, two distinct nanostructures of InP were investigated: NWs and 
platelets. NWs are quasi-one-dimensional structures with diameters ranging from 
10 nm to 1 µm and lengths in the order of micrometers. We can achieve an 
engineered, polytypic heterostructure in NWs by creating a single interface between 
the zb and wz crystal phases, as shown in Fig 2.7. In NWs, the zb and wz grows 
predominantly in the [1�1�1�] and [0001�] directions, respectively46. 

In contrast, InP platelets are thin, two-dimensional structures made of InP crystal 
material. These platelets are typically grown using a process called selective area 
epitaxy, in which large-area InP wz layers (> 500 μm²) can be formed on top of zb 
InP substrates, as shown in Fig 2.8. InP platelets have a thickness in the range of a 
few tens to hundreds of nanometers, with lateral dimensions up to several 
micrometers47. In platelets, the zb and wz grow in the [111] and [0001] direction, 
respectively. This is the opposite direction (polarity) than for the NWs. 
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Figure 2.7: (a) Scanning electron microscopy image of a wz/zb heterostructured NW, (b) zb (top), and 
wz (bottom) structures and their stacking sequence. 

 

 
Figure 2.8: (a) Scanning electron microscopy image of a platelet, (b) a schematic representation of wz 
(top) and zb (bottom) structures, and (c) their corresponding stacking sequence. 
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2.3 Recombination Dynamics 
External excitation introduces a charge carrier distribution that deviates from the 
thermal equilibrium state. In our context, this external excitation is achieved 
optically. The interaction between semiconductors and optical excitation with 
photon energy higher than the bandgap creates an optical transition of charge 
carriers, where electrons are promoted from the VB to the CB and leave holes 
behind in the VB. The optically generated electrons and holes thermalize rapidly 
(around 10-12 s) and relax to the lowest energy level available in the CB and highest 
energy level in the VB transferring the excess energy to the lattice, for instance 
through phonon interaction. The electrons in the CB can recombine with holes in 
the VB, leading to the emission of a photon with an energy corresponding to the 
bandgap. The emission of light after excitation is known as PL48. In addition, there 
are non-radiative recombination paths, not resulting in any photon emission. 
Unintentional impurities, defects, and intentional doping can also create energy 
levels within the bandgap leading to new paths for charge carrier recombination. 
The recombination associated with these paths is represented by the green arrows in 
Fig 2.9. Only radiative recombination is considered here. These recombination paths 
lead to the emission of a photon with an energy lower than the bandgap. The 
emission energy of the exciton recombination is lower in energy than the bandgap 
energy due to the binding energy of the electron and hole. The recombination 
associated with an exciton is represented by the blue arrow in Fig 2.9. 

 
Figure 2.9: Radiative PL processes. Red: the band-to-band recombination. Green: the recombination 
involving energy levels within the bandgap. Blue: recombination associated with the formation of an 
exciton 
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Electron energy levels can be characterized by a wavefunction distribution. When 
an electron wavefunction in the CB and a hole wavefunction in the VB overlap 
spatially, it can lead to recombination and the emission of a photon. In direct 
bandgap semiconductors, this overlap occurs extensively because the CB minimum 
and VB maximum are situated at the same point within the Brillouin zone, both in 
terms of reciprocal and real space. However, in the case of materials with a direct 
bandgap, the large overlap between the electron-hole wavefunction leads to a fast 
recombination rate and a short recombination time for the charge carriers. The 
overlap is also constant with time after pulse excitation and the recombination rate 
generally does not depend on the time after the pulse as shown in Fig 2.10 for wz 
recombination. The time it takes for the emission intensity to decay to 1/e (37%) of 
its maximum concentration is referred to as the lifetime49. 

 
Figure 2.10: Time-decay of the PL intensity of the wz emission shows an exponential PL decay. The 
black dashed straight line in the semi-log plot denotes the time-independent recombination rate. 

The recombination dynamic is quite different for charge carriers at the type-II 
interface. At the type-II interfaces, band bending creates triangular potential wells 
on the opposing side of the interface, as discussed earlier. Recombination across 
such a heterojunction is possible, even though the photogenerated charge carriers 
are accumulated at the spatially separated potential wells at the interface50. Spatially 
separated charge carriers bound by the Coulomb force create IXs. They are indirect 
in real space and form dipoles perpendicular to the interface. As shown in Fig 
2.13(b) the wavefunctions of charge carriers penetrate through the barrier due to the 
abruptness of the interface and the resulting partial overlap of the wavefunctions of 
charge carriers from both sides of the interface causes IXs recombination. We define 
the emission at the type-II interface as IX emission. In our study, the excitation 
energy is above the bandgap energy of both wz and zb InP, and the photogenerated 
charge carriers lose their excess energy when relaxing to the band-edge of their 
respective band. These charge carriers can either recombine in the wz and zb 
segments of InP, or they can diffuse to the interface as shown in Fig 2.11. The 
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electrons will accumulate in the conduction band of the zb InP and the holes will 
accumulate in the VB of the wz InP.  

 
Figure 2.11: (a) Photogeneration of electrons and holes through laser excitation. (b) Relaxation and 
diffusion of electrons and holes. (c) Recombination of electrons and holes. 

The accumulation of charge carriers in the potential well can be affected by the EPD 
of the laser. At higher EPD, the potential well is filled with charge carriers as shown 
in Fig 2.12(a) upper panel and recombination takes place from all energy levels in 
the potential well. The recombination rate is the probability of recombination of an 
electron-hole pair. The recombination rate for charge carriers between two interband 
energy levels (from CB to VB) is proportional to the squared integral of the overlap 
between the electron-hole wavefunctions of those interband energy levels23. So, the 
recombination rate of the IX emission is given by the overlap of the parts of the 
wavefunctions that penetrate the barrier. Assuming that the penetration of the 
wavefunctions through the barrier for a higher energy level is larger than for the 
wavefunctions of the lower energy level due to the additional kinetic energy, the 
dominant recombination takes place from the highest occupied energy level. Even 
though the emission at a low energy level is present at a high EPD, the emission is 
dominated by the high-energy emission due to the larger overlap of wavefunctions, 
resulting in a higher recombination rate. The normalized plot in Fig. 2.12(b) 
illustrates that the spectra for high EPD exhibit an emission peak at high energy. 
However, there are also tails extending to low energy. With low EPD and a low 
number of excited charge carriers, only a few charge carriers occupy the lowest 
energy levels of the potential wells as shown in Fig 2.12(a) lower panel. As a result, 
recombination only takes place from lower energy levels. IX emission occurs at an 
energy below the bandgap of the semiconductors in the structure at a very low EPD. 
This leads to an apparent redshift of the emission energy with decreasing EPD as 
shown in Fig 2.12(b) It is important to note that we assumed that the slope of the 
potential well, as discussed in this context, remains relatively unchanged with 
variations in charge carrier density which is induced by changes in laser EPD. 
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Figure 2.12: (a) The spatially indirect recombination across a wz/zb InP interface at high and low EPD. 
(b) power-dependent PL spectra of an undoped single wz–zb InP platelet as a function of EPD. 

For the type-II interface, the spatial separation of charge carriers plays a crucial role 
in the recombination dynamics. First, it creates a longer recombination time as only 
a fraction (or part) of the electron-hole wavefunctions overlap through the barrier 
resulting in a slow recombination rate. It results in significant emission even 30 ns 
after excitation, as shown in Fig 2.13. Second, in the case of IX emission, the 
recombination rate becomes time dependent. To elaborate in more detail, 
immediately after the excitation pulse, the transition between the highest occupied 
energy levels dominates the emission in the decay profile because the penetration 
of the wavefunctions through the barrier for these levels is larger than for the 
wavefunctions of the lower energy levels. In addition, this leads to a faster 
recombination rate which causes the steeper slope in the initial part of the decay 
profile in Fig 2.13. Those higher energy levels gradually deplete with time due to 
recombination, the overlap of the wavefunctions is reduced, and the recombination 
rate slows down with time which results in the dominating emission to shift down 
in energy. The varying recombination rate leads to the observed non-exponential 
decay profile. It is not possible to fit the decay profile with a single exponential 
function. We therefore cannot define the term ´lifetime´ for the IX emission. 
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Figure 2.13: The time-dependent decay of PL intensity of the IX emission of an undoped wz/zb NW (a) 
shows a nonexponential PL decay profile in log scale. (b) A schematic explanation for the temporal 
evolution of overlapping of the wavefunctions for holes and electrons at the interface. Directly after the 
pulse excitation, the overlap of the wavefunctions is high since there are charge carriers available in high 
energy levels, whereas at later times only charge carriers with lower energy levels are available. These 
charge carriers have a smaller overlap of the wavefunctions. 

At room temperature, the potential well is typically fully occupied with thermally 
generated charge carriers, making the observation of the IX emission challenging. 
Emissions from wz and zb structures are more prominent under these conditions. 
To observe the IX emission, a lower temperature is required, where the potential 
well does not contain thermal carriers. Only optical excitation can fill the potential 
well in this scenario. 

At low temperature, it is possible to have charge carriers in the potential well 
without optical excitation. For instance, the CB can be filled with electrons if a 
2DEG forms within it. The formation of a 2DEG can be achieved through 
modulation doping in the wz segment of a heterostructure51. The concept of a 2DEG 
pertains to a system in which electrons are constrained to move within two 
dimensions, often occurring at the interface between two semiconductor materials. 
As a result, the motion of electrons becomes effectively confined to the two 
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dimensions of the potential well in the CB at the type-II interface. In this 
modulation-doped structure, dopant atoms are intentionally positioned away from 
the type-II surface, minimizing charge carrier scattering from dopants. Due to the 
modulation doping in the wz region, electrons are naturally present in the CB at the 
type-II interface, even at the low temperatures.  

2.4 Indirect Exciton Transport 
IXs can travel significant distances from the excitation spot, benefiting from their 
slow recombination rate that allows them to cover longer distances before 
recombination. The transport regime for IXs is divided into two distinct modes: 

1. Diffusive: At low EPD, IXs travel comparatively shorter distances from the
excitation spot before recombining, primarily driven by diffusion along
concentration gradients away from the excitation spot.

2. Repulsive Force Drive: At high EPD, the spatial spread of IX emission
significantly expands compared to lower EPD. This suggests a transition in
the transport of IXs from a diffusive to a driven mode. The driving force
behind this expansion is the Coulomb repulsion between aligned IX dipoles.
At high EPD, there is a high concentration of IXs at the type-II interface,
causing the aligned IX dipoles to repel each other. This repulsive force
becomes dominant over diffusion, facilitating the longer-distance transport
of IXs.

Regarding the spatial expansion with time of IXs, immediately after the laser pulse, 
the IXs undergo rapid expansion, and as time progresses, the behavior becomes 
linear. This initial period is attributed to the high IXs density following the pulse, 
resulting in repulsive interactions between aligned IX dipoles. These repulsive 
forces cause the IXs to quickly move away from the excitation spot initially. As 
time elapses and the density of IXs decreases, the diffusion properties of IXs become 
dominant. 
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3 Experimental Methods 

In this section, we elucidate the experimental methodologies employed in the 
present study. Each paper within this thesis centers on the creation of InP 
nanostructures, along with optical spectroscopic examinations conducted through 
steady-state photoluminescence (SSPL) spectroscopy and time-resolved PL 
spectroscopy (TRPL). Additionally, both optical and electron microscopy are 
employed for the morphological analysis of the nanostructures. Finally, 
comprehensive insights into sample preparation are provided. 

3.1 Growth 
A wide range of growth techniques can be utilized for the fabrication of 
nanostructures, with metalorganic vapor phase epitaxy (MOVPE) being a 
commonly employed method52. MOVPE enables the epitaxial growth of 
semiconductor crystals from vapor phase precursors. The term "epitaxial" refers to 
the ordered growth of a crystalline structure on a crystalline substrate. This process 
involves depositing additional crystalline layers on a seed crystal or substrate, which 
serves as the foundation for the growth. MOVPE relies on the transition of material 
from a vapor phase to a crystalline phase. For III-V semiconductors such as GaAs, 
InP, or GaSb, commonly metal-organic precursors containing group III elements as 
well as group V hydrides are introduced in the gas phase. For the specific case of 
InP, these precursors are trimethylindium (TMIn) for the group III atoms and 
phosphine (PH3) for the group V atoms. In addition to the zb crystal structure that 
is stable in III-V bulk material, nanostructures can also be grown in the wz crystal 
structure. Compositional heterostructures can be grown by switching the precursors, 
for instance from InP to GaInAs52. On the other hand, homomaterial, polytype 
heterostructures such as wz/zb InP can be achieved by adjusting growth parameters 
such as temperature and/or the molar fractions of the precursors43,53-55. Doping of 
NW structures can be achieved by introducing dopant precursors during the growth 
process. Doping can also be used to control the resulting crystal structure56-58. This 
means that intentional doping can modify the crystal structure. 

In our experiments, we have investigated two types of MOVPE-grown 
nanostructures, both types including wz/zb heterostructures: NWs and platelets. For 
NW growth, the VLS mechanism is a prevalent approach, involving a liquid phase 
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particle in most cases to facilitate crystallization. While effective for NWs with 
nanometer-scale diameters, this mechanism may not be suitable for larger diameter 
nanostructures or structures in the micrometer range. In such cases, catalyst-free 
selective-area growth is an alternative method that enables the growth of larger area 
InP platelets. 

1. For NW synthesis, a commonly preferred approach is the use of Au particle-
assisted growth using the vapor-liquid-solid (VLS) growth mechanism59. 
The use of a seed particle facilitates vertical growth control, including NW 
diameter, and can promote the formation of axial heterostructures. To 
complement the picture, radial heterostructures can also be formed. This 
exclusively includes compositional and not polytypic heterostructures. The 
radial layers tend to adopt the crystal structure of the core. 

2. In contrast to the NW architectures, a particle-free growth method is 
employed for our platelet structures, the selective area growth (SAG). This 
technique relies on growth selectivity triggered by a pre-patterning of the 
growth substrate, where a mask prevents the growth on the substrate except 
in the selected pattern areas. The lateral size of the structures can be made 
much larger than for the NW approach. The polytypic interface forms 
between the zb growth substrate and the growing wz platelet (film)60,61. 

3.1.1 Particle-Assisted Nanowire Growth 
The growth of highly anisotropic crystals in the shape of NW structures is achieved 
using metal nanoparticles as growth catalysts through the VLS growth method59. In 
this method, metallic seed particles, typically Au, are deposited onto an InP (1�1�1�)B 
substrate. Fig 3.1 shows a schematic of the particle seeded VLS growth method. 
The substrate is heated in a reducing atmosphere (predominantly hydrogen) to 
remove residual oxides. Group III and V precursors are introduced in the gas phase 
to facilitate the growth of III-V NWs on the substrate. The Au particles absorb 
mostly the group III-element material and form a liquid alloy droplet. When the 
group III and group V material concentration in the liquid alloy droplet becomes 
supersaturated, meaning it exceeds the equilibrium concentration, the growth of the 
NWs starts. The subsequent growth of NWs occurs layer by layer beneath the Au 
alloy particle in the axial direction. Lateral (radial) growth, also referred to as shell 
growth takes place on the sidewalls of the NWs following the vapor-solid (VS) 
growth mechanism. This has a significantly slower rate compared with the axial 
growth at conditions optimized for axial NW growth. The shell grown during radial 
overgrowth has in most cases an epitaxial relationship with the core, meaning it 
adopts the same crystal structure. For the final structure, the diameter of the axially 
grown NWs is predominantly determined by the size of the deposited catalyst 
particle, while the length is determined by conditions such as growth time, material 
supply, and growth temperature. The growth conditions can be modified to promote 
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radial growth and create radial heterostructures as well, such as controlled core-shell 
heterostructures. This can typically be achieved by, for instance, increasing the 
growth temperature or varying the nominal V/III ratio of the precursor fluxes. 

In our study, randomly distributed aerosol particles with an areal density of about 
1 µm-2 were used as seeds for the NW growth. Au particles with a diameter of 
approximately 30 nm were dispersed as growth catalysts, resulting in the growth of 
pure wz NWs with an average length of 2 μm. By further modifying the growth 
conditions, a single zb top segment with a length of about 200 nm was added on the 
top of the wz structure. This was achieved by altering the group V hydride flow. 
The transition region between wz and zb segments exhibited superior crystal quality 
meaning an atomically sharp switch between the two crystal phases without 
structural defects such as stacking defects, interface roughness, or atomic 
intermixing22,53. For doped polytype InP NWs, hydrogen sulfide (H2S) was 
introduced as a dopant during the growth of the wz segment, resulting in an n-type 
doping concentration of approximately 1020 cm-3 56. For more detailed information 
on the NW growth processes studied in our work, please refer to the provided 
reference43.  

 

Figure 3.1. Schematic illustration of the sequential phases of VLS growth. Initially, Au particles assimilate 
precursor gas elements, typically under elevated temperatures. Subsequently, a nucleation step occurs. 
The third stage marks the commencement of actual NW growth, followed by the fourth stage representing 
the fully grown NW.   
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3.1.2 Selective Area Platelet Growth 
Selective area growth is a technique utilized to promote epitaxial growth in specific 
regions of a single crystalline substrate by utilizing an inert mask template. In the 
case of growing InP platelets, the process involves initially depositing a layer of 
silicon nitride (SiNx) onto an InP (111)A wafer substrate using plasma-enhanced 
chemical vapor deposition. Subsequently, circular openings are created in the SiNx 
films using UV-lithography, followed by wet-chemical etching and an oxygen 
plasma treatment. The latter is to clean the surface before growth. Following these 
steps, the substrates are placed into the MOVPE growth chamber. The growth 
process is initiated by preheating the sample and subjecting it to annealing in a 
PH3/H2 atmosphere. The temperature is then increased to the desired growth 
temperature for thermal stabilization followed by the introduction of III and V 
precursor gases to trigger the growth process. The circular openings in the mask are 
arranged in a hexagonal pattern with a diameter-dependent pitch value, while the 
diameter of these openings, referred to as d0, ranges from approximately 2 to 28 µm. 
With a growth time of 10 minutes, we were able to achieve a thickness of 
approximately 400 nm of wz on the zb substrate. Fig 3.2 shows the SAE grown 
platelets. For a more comprehensive understanding of the platelet growth studied in 
this work, additional information can be found in the provided reference47. 

   
Figure 3.2. (a) An optical microscopy image of platelet arrays exhibiting varied diameters, ranging from 
a smaller size of 2 µm (top left) to a larger one of 28 µm (bottom right). Additionally, (b) Scanning electron 
microscopic image depicting a single, representative platelet with a nominal diameter of 2 µm recorded 
with a 30° tilt. 
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3.2 Photoluminescence Spectroscopy 
In this study, PL spectroscopy, a non-intrusive method, is utilized to investigate the 
optical properties of engineered, polytypic InP nanostructures. The focus has been 
on two specific techniques: SSPL and TRPL spectroscopy. PL spectroscopy is a 
rapid technique that only requires a relatively straightforward optical setup, making 
it suitable for scientific research and as a means of obtaining quick feedback on the 
structures under investigation25. With the ability to vary the excitation energy (or 
wavelength) and power over large ranges, it is a technique that is very suitable for 
studying dynamic processes in semiconductors. The schematics of the setups 
employed in this work are shown in Figs. 3.3 - 3.5, and a detailed description will 
follow in the subsequent sections. First, some common features associated with the 
specific techniques applied in this study will be discussed. Excitation and detection 
are integral components of PL spectroscopy. To initiate the process, charge carriers 
are excited across the bandgap using a high-energy light source such as a laser. 
Subsequently, the generated charge carriers recombine, resulting in the emission of 
a photon with a corresponding energy that can be detected and analyzed. To study 
the EPD-dependent PL emission, it is necessary to be able to vary the laser power. 
The effects and importance of varying the EPD were described in the introduction. 
Practically this can be done by altering the driving current of the laser. However, 
this can result in laser emission instabilities. Therefore, we followed an alternative 
approach and maintained a fixed power output of the laser while using a variable 
neutral density (ND) filter to achieve a variable EPD. In some cases, different 
excitation wavelengths are needed for the experiments and therefore a tunable laser 
is employed. As described in chapter 2, it is beneficial to perform the investigations 
at low temperature. To conduct these low-temperature measurements, the sample is 
placed in a cryostat that is cooled using liquid helium. This cryostat is positioned on 
a translational stage, enabling precise positioning and measurement of specific 
single nanostructures. 

The sample is illuminated through the objective lens using a 50/50 beam-splitter, 
with 50% of the laser light directed onto the sample and another 50% of the laser 
light directed to a power meter for measuring the laser power. After the excitation 
of the sample, the very same objective lens and beam splitter collects the emitted 
light, including luminescence from the sample and the reflected laser line. This 
technique is known as the backscatter or confocal mode. The beam splitter directs 
50% of the collected light from the sample to the detection system. In cases where 
the laser power output is lower and thus the 50% of the laser light directed onto the 
sample is too low to generate sufficient intensity of the emission of interest, a 
dichroic mirror can be used instead of a beam-splitter. The dichroic mirror 
selectively allows certain wavelengths to transmit through while reflecting others. 
It serves the purpose of allowing only emission from the sample to pass while 
blocking the reflected laser light. Therefore, it effectively enables nearly 100% of 
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the incident laser light to reach the sample and allows the collection of 
luminescence, with almost 100% transmission for detection. The choice of objective 
lens and hence the magnification power depends on the specific measurement 
requirements. For PL measurements, a 20X objective lens with a numerical aperture 
(NA) of 0.45 is utilized. This magnification power is sufficient for localizing 
individual nanostructures and collecting emissions from these structures. However, 
for spatially resolved PL measurements, a higher magnification of 40X having an 
NA of 0.60 is employed to enhance the spatial resolution.  

The collected light is directed towards a spectrometer. In our experiments, the laser 
excitation energy (wavelength) is set above the bandgap of the materials, resulting 
in emitted wavelengths longer than the excitation laser wavelength. To selectively 
detect only the emission wavelengths, either a long-pass filter or a dichroic mirror 
is used. The collected light is focused onto the entrance slit of the spectrometer using 
a lens, and the PL is dispersed over the full width of a detector. Gratings with groove 
densities ranging from 300 to 1800 grooves/mm can be selected based on the desired 
spectral resolutions (for 300 grooves/mm the spectral resolution is around 0.16 
nm/pixel). The dispersed spectrum of the emission is then detected using a 
thermoelectrically cooled charge-coupled device (CCD). CCDs are typically 
silicon-based integrated circuits featuring a densely packed matrix of photodiodes. 
These photodiodes function by converting the energy carried by incoming light, in 
the form of photons, into an electric charge. The magnitude of this charge is directly 
proportional to the intensity of the light captured by the respective pixel. This 
fundamental process enables the CCD to read and record visual information.  
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3.2.1 Steady-State Photoluminescence Spectroscopy 
Fig 3.3 depicts a typical setup for SSPL spectroscopy used in this study. In this 
setup, a tunable titanium sapphire (Ti:Sa) laser with a continuous wave (CW) output 
is employed for excitation. The laser offers a tunable range of 705 nm to 880 nm, 
allowing flexibility in selecting the excitation wavelength. For our specific 
experiment, the excitation wavelength is typically chosen to be around 725 nm. This 
wavelength was chosen because it is above the bandgap of the samples used in the 
experiments. Additionally, the reflected laser wavelength from samples can be 
efficiently blocked by the longpass filter employed in the setup. 

 

 

Figure 3.3. A simplified schematic sketch of the PL setup used in this work. See text for a description. 
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3.2.2 Time-resolved Photoluminescence Spectroscopy 
TRPL is employed to analyze the recombination mechanisms of charge carriers 
following pulsed excitation48. The key distinction between TRPL and SSPL lies in 
the excitation source: TRPL employs a pulsed laser, while SSPL uses a CW laser. 
Furthermore, the detector used in TRPL measures the time-dependent change in PL 
intensity in response to the pulsed laser excitation, whereas SSPL detection is time-
integrated. In TRPL experiments, a transient density of electrons and holes (e-h) is 
induced by the pulsed laser excitation, and the excess charge carriers undergo 
relaxation and recombination processes to reach equilibrium. The rise time of the 
emission trace primarily reflects the relaxation process of the generated charge 
carriers, while the decay of the emission corresponds to charge carrier 
recombination processes. This thesis employs three distinctly different setups for 
time-resolved photoluminescence, each of which with its own unique configuration 
and characteristics. The details and merits will be described in detail below. 

3.2.2.1 Time-correlated single-photon counting 
The principle of Time-Correlated Single Photon Counting (TCSPC) involves 
measuring the time delay between an exciting laser pulse and the arrival of an 
emitted photon at the detector62. In TCSPC, an avalanche photodiode (APD) is 
commonly used for photon detection. The APD with a single detection channel 
generally does not provide any spectrally resolved results. TCSPC is internally 
synchronized with the laser. In other words, the laser driver produces an electrical 
pulse that triggers the laser pulse, and the same electrical signal is the start signal 
for the counting module. The measurement necessitates a designated "start" signal 
supplied by the laser system and a specified "stop" signal attained through detection 
by the APD. This measurement is repeated for multiple periods, and the number of 
photons detected at specific delays after the pulse is recorded in a histogram, 
generating a time trace of the emission decay. Fig 3.4 illustrates the TCSPC setup 
for TRPL used in this thesis. 

In this setup, a pulsed excitation source with a fixed wavelength of a 485 nm diode 
laser is employed. The repetition rate (frequency) of the laser pulses, set at 5 MHz 
is chosen based on the temporal behavior of the emission under study. This ensures 
that no emission remains from the previous pulse, while a higher frequency results 
in a shorter recording time. The light collected by the objective lens passes through 
a lens, creating an image plane where a slit with a variable width is placed to allow 
cropping of the image generated by the objective. The luminescence emitted from 
the sample is split by a 50/50 beam-splitter. One part is dispersed by a transmission 
grating and detected by a CCD for recording spectra, while the other part is directed 
towards an APD through a focusing lens to record the temporal behavior of the 
emission. Since the detection at the APD is not spectrally resolved, a spectral filter 
can be employed to select a specific wavelength. After receiving time-integrated 
spectrally resolved data at the CCD, we use the spectral filter to ensure the detection 
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of the desired spectral wavelength by observing the change in emission spectra at 
the CCD. Once the desired emission wavelength is ensured, we can detect the 
temporal behavior of the specific wavelength of emission.  

 
Figure 3.4. A simplified schematic sketch of the TRPL setup with TCSPC used in this work. See the text 
for a detailed description. 
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3.2.2.2 Streak Systems 
In a streak system, it is possible to record temporal and spectrally resolved data by 
using either a streak camera or a streak scope, depending on the time scale of the 
phenomenon being studied. Both systems operate based on the same fundamental 
principles but are specifically designed for different time scales. For short time 
scales equal to or less than 2 ns, the streak camera is employed as the detection 
instrument. On the other hand, for longer time scales greater than 2 ns, the streak 
scope is utilized. These systems allow for the measurement of PL dynamics as a 
function of both wavelength and time simultaneously. 

The main function of a streak camera or streak scope is to convert the temporal 
dependence of an optical signal into a spatial profile, which is recorded using a 
camera26. This conversion process allows for the visualization and analysis of the 
temporal dynamics of the optical signal. This is done by the following processes. 

• Conversion of photons to photoelectrons:  
The process of converting photons to photoelectrons begins with the photons 
emitted from the sample being directed towards a photocathode (PC) by a 
spectrometer grating. The diffraction by the grating spreads the emission 
horizontally, identical to the description of the CW setup. The photoelectric 
effect takes place at the photocathode, where photoelectrons are generated upon 
absorption of the photons. These photoelectrons are then accelerated by an 
electric field. 

• Deflection of the photoelectrons:  
The photoelectrons are deflected in the vertical direction by a time-dependent 
electric field, synchronized with the pulses from the laser. In the case of a streak 
camera, a sinusoidal voltage is applied to the deflection plates. The deflection 
results in a high-speed sweep, where early-time photoelectrons appear at the top 
and delayed photoelectrons appear lower down on the screen. The horizontal 
displacement corresponds to the wavelength of the photons, while the vertical 
displacement represents different time intervals with respect to the pulse. For 
the streak scope, a ramp voltage is used instead of a sinusoidal voltage on the 
deflection plates. This ramp voltage achieves a similar effect of displacing the 
photoelectrons vertically, but generally with a slower scan speed. 

• Detection of the transverse position of the photoelectrons:  
Following the deflection plates, the photoelectrons pass through a microchannel 
plate (MCP) where they undergo amplification (typically about 103). The MCP 
acts as a high-gain amplifier for the photoelectrons. After the MCP, an image of 
the photoelectron distribution is generated. The amplified distribution of 
photoelectrons then strikes a phosphor screen, where the photoelectrons are 
converted into photons. These emitted photons are captured and recorded by a 
digital CCD camera for further analysis and visualization. 
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Figure 3.5: Experimental setup for TRPL with a streak camera. See the text for a detailed description. 

A typical setup for TRPL using a streak camera is shown in Fig 3.5. In this setup, a 
pulsed Ti:Sa laser with a wavelength of 760 nm, pumped by a neodymium-doped 
yttrium aluminum garnet (Nd:YAG) laser, is used. The laser operates in pulse-mode 
locking, providing a pulse width of 62 fs, and a repetition rate of 81.8 MHz. A fused 
silica glass is utilized to redirect a small portion of the laser intensity toward a 
photodiode. Consequently, the photodiode triggers the streak camera for 
synchronization with the pulse of the laser. The temporal resolution of the streak 
scope is around 500 fs. 

The principal setup for the streak scope is similar to the streak camera. For the streak 
scope setup, a pulsed laser with a wavelength of 653 nm and a pulse duration of 
approximately 39 ps is employed. The pulse rate can be varied within the range of 
2 ns to 10 µs. In this case, a electronic trigger is simultaneously provided to both the 
laser and the streak scope. The shortest achievable temporal resolution of the streak 
scope is around 15 ps. 
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Figure 3.6: A sketch of an example of a false color PL image recorded by a streak camera: The PL 
spectra and time trace are extracted from the 3D image by the integration of temporal (right) and spectral 
intervals (below), respectively. 

An example of a streak image is shown in Fig 3.6. The intensity of the PL signal is 
plotted as a function of photon energy on the x-axis and time on the y-axis in a false-
color intensity scale. PL spectra can be extracted from horizontal cuts of the 3D 
image. This is done by integrating over a time interval, as shown in Fig 3.6. In the 
same way, from vertical cuts, time-dependent PL traces can be obtained by spectral 
integration, as shown in Fig 3.6. The arrival of the excitation pulse is defined by the 
upper boundary of the measured PL signal on top of the image at time zero. A weak 
signal coming from the previous excitation pulse at negative times can be seen if 
the lifetime is longer than that pulse spacing. 
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3.3 Local & Spatial Detection 
Emissions can be detected through various methods. Local detection is employed 
when the detection spot coincides with the excitation spot, which is particularly 
useful for investigating the spectral features of emissions. This approach allows for 
a detailed examination of the spectral characteristics of emitted light from the 
detection point. Conversely, when a comprehensive analysis of the spatial 
characteristics of the emission is required, spatial detection is utilized. In this 
method, the detection area extends well beyond the excitation spot, enabling a 
broader perspective on the distribution and patterns of emitted light across a larger 
region. The key feature is that the light collection system projects an image of the 
sample under study on the entrance slit of the spectrometer. If the spectrometer is 
set to 0th order, an image of the sample can be recorded by the CCD. By inserting 
vertical and horizontal slits, different modes of detection can be accessed, as 
described below. 

3.3.1 Steady-state Photoluminescence Spectroscopy 

 
Figure 3.7: (a) Visual depiction of an InP platelet illuminated with white light, with the excitation spot 
positioned at the center of the platelet. (b) The detection area from the platelet is minimized after closing 
the slit in front of the spectrometer. The slightly transparent black block in this illustration demonstrates 
how the slit covers the unwanted detection area. 

During SSPL, setting the spectrometer at 0th order grating, the nanostructure image 
is captured by the CCD. Fig 3.7(a) shows the resulting image of a platelet 
illuminated with white light, with the laser excitation occurring in the middle of the 

(a) (b)
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platelet. The white light serves the dual purpose of revealing the structure and 
ensuring that the laser excitation spot accurately hits the desired location. On the 
CCD, the x and y axes represent the spatial coordinates of the nanostructure. When 
focusing on spectral features, the vertical slit positioned at the image plane in front 
of the spectrometer is closed. This allows for the selection of a very specific 
detection area, as shown in Fig 3.7(b). Later the white light is turned off to 
exclusively capture information about the emission from the nanostructure. 
Subsequently, the spectrometer grating is set in the 1st order. The x-axis of the CCD 
records the dispersed wavelengths of the emission originating from the 
nanostructure. However, the y-axis still denotes the spatial coordinate of the 
nanostructure, as illustrated in Fig 3.8(b). 

 
Figure 3.8: (a) Diagram illustrating a platelet with identical size for the excitation and detection spots. (b) 
Emission from the platelet resolved both spectrally (x-axis) and spatially (y-axis). (c) Intensity profile of 
the selected area of the nanostructure (red dotted line in (b)) as a function of emission energy. 

Fig 3.8(b) illustrates the image projected on the CCD, where the x-axis represents 
the emission energy, and the y-axis is the spatial position along the arrows in Fig 
3.8(a). As demonstrated in Fig 3.8(b), it is possible to integrate the spectral intensity 
along a horizontal cut. The section of horizontal cut reduces the detection area, as 
shown in Fig 3.8(a). From this horizontal cut, the spectral characteristics of the 
emission are identified, as depicted in Fig 3.8(c). By choosing an area away from 
the center, it is possible to study the emission away from the excitation spot. 

In order to understand the spatial evolution of a specific emission, a vertical cut 
corresponding to that emission peak is selected, as depicted in Fig 3.9(b). The 
vertical cut enables the detection of emissions away from the excitation spot, 
capturing emissions from a larger detection area, as illustrated in Fig 3.9(a). The 
integrated spatial evolution of the selected spectra in Fig 3.9(b) is presented in Fig 
3.9(c). 
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Figure 3.9: (a) Illustration of a platelet featuring the excitation spot and the spatially resolved detection 
area. (b) Emission from the platelet resolved both spectrally (x-axis) and spatially (y-axis). (c) Intensity 
profiles of the chosen emission (red dotted line in (b)) are plotted against the position along the detection 
area outlined in (a). 

3.3.2 Time-resolved Photoluminescence Spectroscopy 
In SSPL, information about emission spectra and spatial distribution of emission is 
obtained. TRPL primarily offers insights into the temporal evolution of emission 
spectra. As described above, the x-axis represents energy, and the y-axis the time 
evolution of the emission. In this case, a vertical slit is used at the entrance of the 
spectrometer. However, as an image of the sample is projected on the entrance plane 
of the spectrometer, it is possible to study the temporal expansion of the emission. 
Using a bandpass filter enables the extraction of spatial distribution over time for a 
selected emission energy. In this case, the vertical slit of the spectrometer is opened 
fully, and a horizontal slit is used to select an area on the sample. 

It is previously discussed that the streak system records spectral information along 
the x-axis and temporal information along the y-axis. However, to select the 
detection area of interest, the emission is initially directed to a CCD camera before 
reaching the streak system. Once we define the detection area using a vertical slit in 
front of the spectrometer, we redirect the emission towards the streak system. In 
front of the streak system, a horizontal slit is employed to further narrow down the 
detection area, as depicted in Fig 3.10(a). The spectrometer grating is set in the 1st 
order. The x-axis of the CCD of the streak system records the dispersed wavelengths 
of the emission, and the y-axis records the temporal evolution of the emission, as 
shown in Fig 3.10(b). From this horizontal cut on the 3D image of Fig 3.10(b), the 
spectral characteristics of the emission are identified in Fig 3.10(c). 
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Figure 3.10: (a) The detection area from the platelet is minimized after closing the slit in front of the 
spectrometer and streak system. The slightly transparent black block in this illustration demonstrates 
how the vertical slit covers the unwanted detection area. The transparent brown color block shows how 
the horizontal slit minimizes the detection area, covering a more defined region. (b) TRPL data x-axis 
denotes emission energy and the y-axis time after pulse excitation. In (c) the PL spectra (red curve) are 
extracted from the 3D image by the integration of spectral intervals (dashed red rectangle). 

To capture the temporal and spatial evolution of emission, the characterization of 
the emission spectra has to be sacrificed. A bandpass filter is employed in front of 
the spectrometer to select the specified emission energy of interest. Fig 3.10(b) 
illustrates the full spectral characteristics of the emission with time. By using a filter, 
it is possible to make a spectral selection, as shown in Fig 3.11(a) After selecting 
the specific emission energy, the spectrometer grating is changed from the 1st order 
to the 0th order, thereby sacrificing the spectral information. With the grating set at 
the 0th order, the spatial information of emission from the platelet in the x-direction 
is recorded, while the y-direction denotes the temporal evolution of emission. This 
makes it possible to study how the emission spreads after excitation. To capture 
spatial information from a larger area on the platelet, we open the slit widely in front 
of the spectrometer to detect emission from the entire platelet in the horizontal 
direction, as shown in Fig 3.11(b). This arrangement allows us to detect emissions 
away from the excitation spot. The spatial and temporal evolution of the selected 
emission spectra is presented in Fig 3.11(c), where the x-axis denotes the spatial 
coordinates, and the y-axis represents time. 
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Figure 3.11: (a) TRPL data displays the x-axis representing emission energy and the y-axis depicting 
time after pulse excitation, revealing a more focused emission spectrum. (b) By opening the slit in front 
of the spectrometer, the detection area from the platelet is maximized. (c) The presentation of spatial 
and temporal evolution in the selected emission spectra, with the x-axis representing spatial coordinates 
and the y-axis representing time.  
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3.4 Scanning Electron Microscopy 
Scanning Electron Microscopy (SEM) is a widely used characterization tool that 
offers enhanced resolution and the ability to examine small objects that are beyond 
which restricts the resolution to objects larger than 200 - 300 nm, an SEM employs 
electrons with significantly shorter wavelengths63. By utilizing electrons instead of 
visible light photons, the resolution can be improved to about 1 nm. Electron 
microscopes, as opposed to conventional optical microscopes, utilize electric and 
magnetic fields to control and focus the electron beam, as traditional lenses cannot 
be used for electron manipulation. An SEM system typically consists of an electron 
source, condenser lenses, scanning coils, an objective lens, detectors, and a 
specimen chamber. A high-vacuum environment is crucial from the electron source 
to the specimen chamber to minimize electron scattering caused by collisions with 
gas molecules. Magnetic condenser lenses control the trajectory and focus of the 
electron beam emitted from the electron source. The objective lens is responsible 
for precisely focusing the electron beam onto the sample surface, while the scanning 
coils enable meticulous two-dimensional raster scanning of the beam. The detecting 
electron count per raster point is then translated into an image. 

In close proximity to the sample, one or more detectors can be placed to capture 
specific particles and signals generated by the interaction between the electron beam 
and the sample. The electron beam, accelerated by a voltage of the order of 10 kV, 
is focused and systematically scanned across the sample surface in a point-by-point 
fashion. At each point, the electron beam interacts with the sample, leading to the 
generation of primary electrons (such as backscattered electrons) and secondary 
electrons. Images using secondary electrons generally give an overall morphology 
of objects. The contrast is a mixture of topography, composition, and doping. 
Backscattered electrons on the other hand are sensitive to composition and 
topography, where the detector geometry can be selected to enhance either 
composition or topography. The resolution of an SEM typically ranges around 
10 nm, although advancements have enabled achieving resolutions as fine as 1 nm. 
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3.5 Sample Preparation 
Different approaches are employed to facilitate the optical characterization of the 
two distinct types of nanostructures (NWs and platelets) used in this thesis. 

1. For NWs, conducting optical spectroscopy (PL) directly as grown on the 
substrate yields undesirable signals originating from the substrate itself, 
which is often composed of the same material as the NWs. Due to a much 
larger volume, the emission from the substrate is often much stronger than 
from the NWs itself. Consequently, the emission from the NWs can be 
drowned by the background emission of the substrate. It is also challenging 
to isolate the emissions from individual NWs since they are typically grown 
in close proximity on the substrate, and closely spaced, too closely to 
resolve individual NWs. To enable the study of individual NWs, they are 
mechanically broken off from the growth substrate and transferred onto a 
silicon substrate coated with a layer of gold. This gold-coated substrate is 
patterned with an indexed grid, allowing for the identification of individual 
NWs. Therefore, various optical spectroscopy techniques and SEM 
characterization can be performed on the same NWs. It is also possible to 
return to the same NW for additional measurements. 

 
Figure 3.12: A gold-covered Si substrate with a pattern enabling the identification of single NWs. Single 
NWs are indicated on the substrate by red rectangles. 
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2. In the case of platelets, as the primary focus of interest lies in the interface 
between the substrate and the platelet, the substrate itself becomes an 
integral part of the nanostructure. The area of the individual platelets is 
generally significantly larger than the laser spot, making single platelet 
spectroscopy feasible. Furthermore, the significant spacing between 
platelets provides an opportunity to study them individually. Therefore, 
direct excitation of the platelets can be conducted, enabling their optical 
characterization. In addition, the platelets are grown in regular arrays and 
by counting lines and columns, it is possible to return to the same platelet 
using different techniques. 

 

Figure 3.13. SEM images of a specific section within the entire platelet array. 

  

20 µm
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4 Results 

This chapter presents comprehensive investigations of the charge carrier dynamics 
at the type-II interface in wz/zb single interface heterostructured InP. The findings 
from three papers are summarized in this chapter: Paper-I focuses on the 
recombination dynamics of IXs at single wz/zb interface heterostructured InP NWs 
with a small interface area and a large influence of the radial surface. However, the 
small wz/zb interface cross-sections in NWs (<< 1 μm2), pose challenges to 
investigations of the spatial distribution of IXs. In the case of platelets (interface 
area > 500 μm2), having access to these larger interfaces significantly facilitates the 
examination of the spatial distribution of IXs along the type-II interface. Paper-II 
investigates the IX dynamics at the wz/zb single-interface of the heterostructured 
platelets. In Paper-III, insights are provided into the impact of doping on the 
transport of IXs for these platelets. 

4.1 Heterostructured InP Nanowires 
The first paper presents an investigation of power-dependent SSPL and TRPL of 
InP NWs46. These particular NWs contain one single wz/zb interface, which exhibits 
a type-II band alignment, as discussed in Chapter 2. Two types of NW samples are 
studied using optical measurements.  

1. The first type consists of nominally undoped wz/zb NWs, grown from 
nominally 30 nm diameter gold (Au) seed particles64. The individual wz/zb 
NWs have an average wz length of 2 μm and a single zb top segment of 
approximately 200 nm in length.  

2. The second sample type consists of n-type doped NWs, with similar 
geometry as the undoped NWs, where the wz -InP core is doped with sulfur, 
making it degenerately n-type, while the zb top segment remains nominally 
undoped.  

The study mainly explores the recombination properties of IXs at the type-II 
interface and investigates the influence of doping on the IXs emission, comparing 
both types of NW architectures.  
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4.1.1 Undoped wz/zb InP nanowires 
In our study, we first provided evidence of the presence of a type-II interface in our 
sample by observing two important features. First, the IX emission is expected to 
exhibit a red-shifting peak with reduced EPD of the continuous excitation, as 
discussed in section 2.3. We have conducted power-dependent SSPL on type-II InP 
NWs to confirm this behavior. 

 
Figure 4.1: (a) Normalized power-dependent PL spectra of an undoped single wz/zb InP NW as a 
function of EPD. (b) Band diagram of the type-II interface: Schematic explanation of the red shift of 
emission with reducing EPD from high (upper panel) to low (lower panel). 

The results of the undoped wz/zb NWs are discussed first. Fig 4.1(a) presents the 
normalized power-dependent PL spectra of a single undoped type-II InP NW. Each 
spectrum is normalized to its maximum value (irrespective of the most intense peak) 
and they are displaced relative to each other for clarity and comparison purposes. 
The emission peaks at 1.49 eV and 1.42 eV correspond to the bandgap emissions of 
wz InP and zb InP, respectively. The emission peak in the spectral range of 1.45 eV 
to 1.42 eV that shifts with EPD is attributed to the IX emission. The peak position 
of the IX emission undergoes a redshift of 30 meV as the EPD (P) decreases by five 
orders of magnitude. The redshift occurs because, at low EPD, the potential wells 
on both sides of the interface are less filled, as compared with the higher filling of 
the potential well at high EPD. At lower EPD, it is possible to observe the IX 
emission peak below the bandgap of zb InP (not shown). The details regarding 
charge carrier confinement and the dependence of the IX emission on the EPD are 
discussed more comprehensively in section 2.3. 

IX

Emission Energy (eV) 

In
te

ns
ity

 (N
or

m
al

ize
d)

E g , zb E g , wz

High Excitation 

Low Excitation 

(b)

E g , IX

E g , IX

wzzb



45 

Second, the IX emission is expected to exhibit a long recombination time after an 
excitation pulse due to the spatially separated electron and hole wavefunctions at 
the type-II interface. To investigate the dynamics of the IX emission, TRPL 
measurements were utilized. 

 
Figure 4.2: Time-resolved photoluminescence of a single, heterostructured NW with a single type-II 
interface. The false-color plot represents the time evolution of the PL after excitation by a laser pulse at 
time 0. The time evolution of the PL peaks corresponds to the cuts in the plot, indicated by dashed lines 
and shown in the graph on the right side with the corresponding colors. The black dashed line represents 
a linear fit to the experimental data of the wz emission in log scale indicating a single exponential decay. 

The obtained TRPL data (Fig 4.2(b)) revealed the decay profile of the 
photogenerated charge carriers. The band-to-band transitions of wz and zb InP could 
be described by a single exponential decay. When plotting the decay profiles on a 
semi-logarithmic scale (logarithmic intensity vs. linear time), a straight line was 
observed, indicating a constant recombination rate. The constant recombination rate 
is a consequence of the time-independent overlap of the wavefunctions following 
the pulsed optical excitation, as detailed in section 2.3. Due to the complete overlap 
of the wavefunctions, the wz emission exhibited a faster recombination rate, 
resulting in a relatively short emission lifetime of 260 ps. In contrast, the decay 
profile of the IX emission exhibited a non-exponential characteristic, indicating a 
time-dependent recombination rate. Consequently, fitting the decay profile with a 
single exponential decay was not feasible. The temporal behavior of the 
recombination rate of IXs, in relation to the penetration of wavefunctions through 
the barriers, is discussed in section 2.3. In this context, the slope of the decay 
gradually diminishes, signifying a decrease in the recombination rate with time. This 
is in accordance with a reduced wavefunction overlap. Notably, a significant IX 
emission persists even 30 ns after the excitation, as illustrated in Fig 4.3. This is 
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especially noticeable at the highest EPD (P). This long-lived emission is attributed 
to the slow recombination rate resulting from the limited overlap of the electron-
hole wavefunctions of IXs. 

 
Figure 4.3: (a) Power-dependent PL decay shows a non-exponential behavior (recorded at different 
excitation power densities of an undoped single interface wz/zb NW). (b) The traces in (a) have been 
shifted in time such that the initial emission intensity is the same. The time evolution is then seen to be 
the same.  

To support the explanation of a time-dependent recombination rate as a function of 
charge carrier density in the potential wells, a series of time traces were recorded 
using different EPDs, as shown in Fig 4.3(a). As discussed in section 2.3, the higher 
up the charge carriers are positioned in the well, the larger the part of the 
wavefunction that extends across the interface. When a higher EPD (P) is applied, 
the potential wells are initially filled up higher within the potential well. This results 
in larger wavefunction overlaps and thus a faster recombination rate in the early 
time window after the excitation pulse. In contrast, for lower EPD (e.g., 10-2 P), the 
initial recombination rate is slower due to the limited overlap of the wavefunctions 
as a result of the initial occupation of the less filled potential well. Comparing the 
decay profiles at different EPDs allows us to observe the temporal evolution of the 
IX emission starting at different times. With a high EPD, the potential wells on both 
sides of the interface are initially filled to a higher level with a certain charge carrier 
density. As time elapses after the excitation pulse, the density of the IXs gradually 
decreases due to recombination, leading to a depletion of IXs in the potential well. 
Eventually, at a specific point in time, the IXs density reaches the same level as that 
achieved after an excitation pulse with a lower EPD. From that moment onward, the 
decay profile obtained after the high EPD pulse aligns with the decay profile 
recorded with a lower EPD. This can be visualized by shifting the decay profile of 
the lower EPD by a specific time interval to achieve an overlap of the profiles. In 
Fig 4.3(b), it is evident that the decay profile for the EPD of P closely follows the 
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trace of 10-1 P after 2 ns and the trace of 10-2 P after 60 ns, respectively. This 
observation shows that the time evolution is Markovian65. In a Markovian system, 
the probability of transitioning to any particular state depends solely on the current 
state, not on how the system arrived at its current state. In simpler terms, a 
Markovian process has no memory of its past states beyond its current state. The 
future behavior of the system is determined only by its present state. Here also only 
the charge carrier density at the time affects the subsequent time evolution. 

4.1.2 n-type doped wz/zb InP nanowires 
In addition to looking into the behavior of undoped NWs, we have also investigated 
the case of n-type doped ones to explore the influence of a two-dimensional electron 
gas (2DEG) on the recombination dynamics. In our study, the wz segment of the 
NW was intentionally subjected to high doping levels. The consequence of the 
doping is that the potential well for electrons is fully occupied, even in the absence 
of external excitation. This unique characteristic of the highly doped wz segment 
establishes a significant presence of electrons within the system, contributing to the 
formation of a 2DEG at the interface. 

 

 
Figure 4.4: (a) Normalized, power-dependent PL spectra of an n-type doped single wz/zb InP NW as a 
function of EPD. (b) Band diagram of the type-II interface: Schematic explanation of the red shift of the 
IX emission when reducing the EPD from high (upper panel) to low (lower panel). 

In the case of n-type doped wz/zb NWs, we have observed distinct differences in 
the dependence of emission energy on the EPD and recombination rate compared to 
undoped NWs. Fig 4.4 illustrates a series of power-dependent SSPL spectra of an 
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n-type doped type-II InP NW. Similar to the presentation in Fig 3.1 for the undoped 
case, the spectra are also normalized and displaced in the doped case. Again, we 
detect the IX emission, and it undergoes a redshift as the EPD decreases. However, 
the shift is only 10 meV, which is considerably smaller than the 30 meV shift 
observed in undoped InP NWs, despite both types of NWs experiencing the same 
order of magnitude in variations of the EPD densities. In the case of the n-type doped 
NWs, the electron density within the potential well remains essentially independent 
of the EPD due to the substantial number of electrons introduced by the n-type 
doping. As the EPD varies, the relatively minor redshift observed in the IX emission 
can be attributed mainly to variations in the filling of the potential well for holes. 
Moreover, the wz band gap emission peak of the doped NWs displays a broader 
profile, which can be attributed to the high doping concentration present in the 
system 66. 

 

Figure 4.5: Time-dependent decay of PL intensity of the IX emission of an n-type doped wz/zb NW. (a) 
shows the PL intensity decay profile on a log scale. (b) A schematic explanation for the temporal evolution 
of the overlap of wavefunctions for holes and electrons at the interface: At early times, high energy holes 
have a large overlap of their wavefunction with the electron wavefunctions. The overlap becomes smaller 
at later times since the filling in the potential well for holes decreases. The wavefunctions were 
normalized by scaling them to the peak of their respective wavefunctions. This normalization process 
was performed to facilitate a comparative analysis of the wavefunctions, allowing for improved clarity and 
visibility in their representation. The x-axis of the wavefunctions is expanded compared with the band 
diagram. 

Having first focused on the steady-state response of the IX emission in n-type doped 
NWs, we now focus on the recombination dynamics. In Fig 4.5, the decay profile 
illustrates a faster recombination rate for the doped case, attributable to the presence 
of numerous electrons per hole, which enhances the recombination rate. 
Consequently, the intensity of the IX emission from doped NWs diminishes 
significantly within 10 ns, contrasting with the 30 ns observed in the undoped 
scenario. The faster recombination rate contributes to an overall increase in the 
intensity of emissions from doped NWs compared to undoped NWs. The 
recombination rate in doped NWs also displays relatively less variation with time 
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compared with the decay profile of undoped NWs. After the excitation pulse, the 
penetration of the hole wavefunctions changes with time, while for the electron 
wavefunction the penetration through the barrier remains relatively constant. As a 
result, the temporal change in the overlap of wavefunctions is lower compared with 
the case of undoped NWs, resulting in a lower impact on the recombination rate 
with time after the pulse.  

4.2 Heterostructured InP Platelets 
The second and third papers are dedicated to studying the spatial and temporal 
dynamics of IXs at the type-II interface, particularly in large-area InP wz layers 
(> 500 μm2) that are grown on top of zb InP substrates47. In this case, the majority 
of the type-II interface is located far away from the side walls of the platelet, where 
the influence of potential non-radiative recombination on the side wall is 
significantly reduced, as compared with the NW case. The availability of these 
large-area interfaces provides a unique opportunity to investigate the spatial 
distribution of excitons with greater ease and larger distances, several µm. 
Moreover, in the case of platelets, there is a considerable reduction in the influence 
of surface effects compared to NWs.  

To observe the variations in the spatial and temporal dynamics of IXs in the presence 
of an electron gas, we conducted a comparative analysis between two types of 
platelet samples: one with a nominally undoped wz/zb type-II interface and the other 
with an n-type doped wz/zb type-II interface. In the latter type, the wz segment of 
the platelet is doped with sulfur (S), resulting in n-type characteristics, while the zb 
substrate remains nominally undoped. 

We utilized spatially resolved SSPL and TRPL to investigate both the spatial 
distribution and recombination dynamics of IXs along the type-II interface. For 
optical investigation, two types of methodologies were employed based on the 
detection of emission: 

1. Non-Spatial Detection: To provide evidence of the presence of a type-II 
interface in our sample, similar to the wz/zb NWs, not spatially resolved 
SSPL and TRPL were initially performed where emissions are collected 
from smaller areas close to the laser spot. 

2. Spatial Detection: Subsequently, after confirmation, we performed spatially 
resolved detection using both SSPL and TRPL techniques to gain insights 
into the spatial profile of IX emission. Both methods are discussed in detail 
in Chapter 3.   
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4.2.1 Steady-state Photoluminescence 
To obtain the first evidence of the presence of a type-II interface in our sample, we 
conducted power-dependent SSPL measurements on our wz/zb InP platelets, 
maintaining the excitation and detection spots at the same positions. The emission 
from the IXs is expected to show a red-shifting peak with decreasing EPD under 
continuous excitation, indicative of reduced filling of the potential wells. This 
phenomenon is discussed in the context of NWs in the previous section. 

The obtained spectra were normalized and analyzed for varying EPD, as shown in 
Fig 4.6(a) and Fig 4.6(c) for undoped and n-type doped platelets, respectively. The 
spectral lines at 1.49 eV (labeled wz) and 1.41 eV (labeled zb) were attributed to 
charge carrier (or direct exciton) recombination in the bulk wz platelet and zb 
substrate, respectively. For undoped platelets, our results revealed the IX emission 
peak in the spectral range of 1.45 to 1.41 eV in Fig 4.6(a), exhibiting a redshift of 
approximately 40 meV as the EPD decreased. This behavior of the IX peak agrees 
with the observations in NWs from the previous section, supporting the presence of 
a single type-II interface in the InP platelets. 

 
Figure 4.6: Normalized, power-dependent PL spectra of (a) an undoped InP platelet and (c) an n-type 
doped InP platelet as a function of EPD. Band diagram of the type-II interface of (b) an undoped platelet 
and (d)  an n-type doped InP platelet. Schematic explanation of the red shift of emission with reduced 
EPD from high (left panel) to low (right panel). In the doped case, the redshift is significantly less as 
compared with the undoped case. 
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However, the IX emission for the n-doped platelets experiences a redshift of only 5 
meV (from 1.455 to 1.460 eV) as the EPD decreases in Fig 4.6(c). This shift is 
notably smaller than the shift observed in undoped InP platelets in Fig 4.6(a), despite 
a similar change in EPD. Fig 4.6(b) and Fig 4.6(d) schematically illustrate the 
occupation of IXs in the triangular potential well under high and low EPD 
conditions for an undoped platelet and an n-type doped platelet, respectively. The 
difference in shift for the n-doped sample compared to the undoped platelet is 
similar to the features of nominally undoped and doped NWs discussed earlier. The 
relatively minor shift in the IX emission for the n-type doped platelet primarily 
arises from variations in only the filling of the potential well for holes as the EPD 
varies, providing evidence for the presence of the electron gas due to doping for this 
type of platelet sample architecture as well.   
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4.2.2 Time-resolved Photoluminescence 
To obtain the second piece of evidence indicating a longer recombination time for 
IX, we conducted TRPL while keeping the excitation and detection spots fixed at 
the same positions. 

 

 
Figure 4.7: (a) TRPL of a platelet with a type-II heterojunction. The false-color plot represents the 
spectrally resolved temporal evolution of the PL after excitation by a laser pulse at time 0. (b) The PL 
intensity integrated over time windows of 3 μs at different delays after the pulse. The normalized evolution 
of the emission spectra corresponds to the horizontal cuts in the false-color plot, indicated by dashed 
horizontal lines and shown in the graph with the corresponding colors. (c) The PL intensity integrated 
over time windows of 0.3 μs at different delays after the excitation pulse. 

The IX emission is expected to exhibit a long recombination time after the excitation 
pulse due to the spatially separated electron and hole wavefunctions at the type-II 
interface. The streak scope image in Fig 4.7(a) illustrates the temporal evolution (y-
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axis) of the PL emission intensity as a function of the energy of the emitted photons 
(x-axis). Notably, in Fig 4.7(a), the PL emission from the IX recombination in the 
platelet remains observable even 40 μs after the excitation, whereas in the NWs (as 
shown in Fig 4.3), the IX emission becomes negligible within a significantly shorter 
duration of 200 ns. This variation can be ascribed to the surface area of the NWs, 
where the entire type-II interface is in close proximity to the side walls, within the 
diffusion distance. Consequently, the side walls provide an alternative, non-
radiative recombination route for the IXs, impacting the recombination dynamics of 
the IX emission. In contrast, the platelet structure, with the majority of the interface 
being distant from the side walls, faces relatively minimal competition from this 
alternative non-radiative recombination pathway. This allows for extended 
observation time of PL emission resulting from the IX recombination. 

As previously discussed regarding the redshift of the IX emission in power-
dependent SSPL measurements and shown in Fig 4.6(a) for platelet samples, we 
also observe a redshift in the IX emission in TRPL data. The redshift amounts to 
approximately 50 meV with increasing time after the excitation, as evident in the 
extracted time traces presented in Fig 4.7(b). The PL spectra displayed in Fig 4.7(b) 
are derived from horizontal cuts of the 3-dimensional dataset in Fig 4.7(a), and the 
evolution of the PL spectra with time after excitation (integrated over a time interval 
of 3 μs) is illustrated in Fig 4.7(b). This time-dependent peak shift, a behavior akin 
to the one observed in the power-dependent SSPL, hints at the similar mechanism 
discussed before, a depletion of the potential wells at the interface. 

We now take a closer look at the recombination dynamics. At the initial time after 
the excitation pulse (t = 0 μs, integrated over the 3 µs time range), the potential wells 
on both sides of the interface are filled with charge carriers, resulting in 
recombination from the higher energy levels and therefore higher emission energy, 
as shown in Fig 4.7(b). The likelihood of recombination at higher energies was 
discussed in the NW section in terms of increased spread of the wavefunctions and 
therefore more penetration through the barriers, leading to a larger overlap of the 
wavefunctions. However, as time elapses after the excitation pulse, the potential 
wells start to deplete, leading to a redshift of the IX emission peak down to 1.40 eV 
after 40 µs. The shift of peak is very abrupt at t = 0 µs and 5 µs in Fig 4.7(b). To 
interpret the peak shift during the initial period from 0 µs to 2.5 µs, we take a closer 
look with a finer integrated time range of 0.3 µs as illustrated in Fig 4.7.(c). 

The previously utilized longer time scale window (50 µs) was not well-suited for a 
comprehensive capture of the depletion of the potential well due to the lower 
temporal resolution. To obtain more details about the change in the overlap of 
wavefunctions with different occupations of the energy levels of the potential well, 
the recombination dynamics of the IXs were measured on a shorter time scale (1 µs), 
as illustrated in Fig 4.8(c).  
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Figure 4.8: (a) TRPL of a platelet with a type-II heterojunction. The false-color plot represents the 
spectrally resolved time evolution of the PL after excitation by a laser pulse at time 0 ns. The EPD is low 
in order to show a spectrum that is dominated by the IX emission. (b) The PL intensity is integrated over 
time windows of 10 ns at different delays. The normalized evolution of the emission spectra corresponds 
to the horizontal cuts in the false-color plot, indicated by dashed horizontal lines and shown in the graph 
with the corresponding colors. (c-d) The time evolution of the PL peaks corresponds to the vertical cuts 
in the false-color plot, indicated by dashed vertical line lines. The intensity is integrated over energy 
windows of 10 meV. (e-f) Schematic explanation of the overlap of the wavefunctions for holes (h) and 
electrons (e) at the interface. For the high energy levels of the IX emission, the overlap is larger, whereas, 
for the low energy level of the IX emission, the wavefunctions have a smaller overlap.(Taken from SI-
Paper-II) 
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In the discussion of NWs earlier, a faster recombination rate is expected at higher 
energy levels due to the larger wavefunction overlap. Conversely, a smaller overlap 
of the wavefunctions at lower energy levels results in a slower recombination rate. 
This expectation is supported by Fig 4.8(c), where the higher energy level emission 
at 1.45 eV exhibits a faster or sharp decay profile. Meanwhile, Fig 4.8(d) 
corresponds to the lower energy level with an emission at 1.42 eV, showing a slower 
decay profile. 

After discussing the recombination dynamics of IXs in the undoped platelet, we 
investigate the effect of doping on recombination dynamics. Fig 4.9(a) illustrates 
the temporal evolution of the IX emission intensity for the n-type doped platelet. In 
Fig 4.9(b), the decay profiles of IX emission for the doped and undoped platelets 
are presented, revealing a faster recombination rate with a sharp decay for the doped 
platelet whereas the IXs are long-lived in the undoped platelet. As discussed above, 
the presence of numerous electrons per hole enhances the recombination rate in the 
doped platelet.  

 
Figure 4.9: (a) Time-resolved photoluminescence analysis of an n-type doped platelet. The false-color 
representation depicts the temporal evolution of the PL spectrum after pulse excitation by at t = 0. The 
EPD is low to show a spectrum that is dominated by the IX emission. (b) Time-dependent decay profiles 
of the PL intensity for IX emissions from both doped and undoped samples. The time traces have been 
aligned to the maximum intensity for t = 0 ns. 

To facilitate the comparison of rise times, we defined the time of the maximum 
intensity as t = 0 ns and aligned the profiles for the two platelet types. A prolonged 
rise time was observed in the undoped samples in contrast to the doped samples. In 
undoped samples, the necessity to capture both electrons and holes into the potential 
wells contributes to the prolonged rise time, while in the doped case, only holes need 
to be captured, given the pre-existing electrons due to doping. The rise time is 
dictated by the slowest capture rate, and it is evident that electrons are captured at a 
slower rate in undoped samples compared to holes in doped samples. 
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4.2.3 Spatially Resolved Steady-State Photoluminescence 
Having established the presence of IXs in our sample, our attention turns to 
investigating their spatial distribution. To delve into the specifics of IX 
characteristics, we conducted measurements to observe how the IXs distribute 
spatially during the recombination process. A CW laser was accurately focused onto 
the central region of the platelet, resulting in the generation of excitons that move 
in all directions. Further details on the spatially resolved SSPL technique are 
provided in Chapter 3. 

 
Figure 4.10: (a) Schematic of a platelet with the excitation spot and the spatially resolved collection area. 
(b) Spectrally (x-axis) and spatially (y-axis) resolved emission from the platelet. (c) Intensity profiles of 
the zb, type-II, and zb emission as a function of position along the detection area in (a). 

The spatially and spectrally resolved SSPL image is depicted in Fig 4.10(b). For 
clarification, the integrated intensity for the spatial profile of the selected energies 
is plotted in Fig 4.10(c), corresponding to the marked areas (dotted lines) in Fig 
4.10(b). This plot reveals that the spatial extent of wz and zb emissions is less 
pronounced than that of IXs. The full width at half maximum (FWHM) of the laser 
spot was determined to be less than 1 μm. The FWHM of the spatial extent of the 
bandgap emission from wz and zb was observed to be small, measuring only 3 μm. 
This limited spread is attributed to a fast recombination rate of direct excitons in wz 
and zb, which prevents them from spreading out significantly before recombination. 
On the contrary, at the type-II interface, the IXs exhibit a greater distance of travel 
away from the excitation spot before undergoing recombination. This extended 
travel distance is attributed to the substantially slower recombination rate of IXs, 
rendering them considerably long-lived. 

To investigate the influence of EPD on the spatial profile, we plotted the spatial 
profile of emission for different EPDs in Fig 4.11. The EPD-dependent spatial 
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profile of the IX emission is shown in Fig 4.11(a), revealing a notable increase in 
spatial spread at higher EPD. This observation indicates a shift in the transport 
dynamics of the IXs from diffusive to repulsive force-driven mechanisms at high 
EPD. The distinct mechanisms of diffusive and repulsive force-driven transport are 
discussed in detail in section 2.4. This behavior contrasts with the diffusive spatial 
spread of emission from other segments, such as wz and zb, which remains 
unchanged even at high EPD, as shown in Figs 4.11(b) and 4.11(c), respectively.  

 
Figure 4.11: Spatial profiles of emission as a function of position (distance from the excitation spot 
center) for various EPDs. (a) Demonstrates the EPD-dependent spatial profile of IX emission, while (b) 
and (c) illustrate the consistent spatial extent of wz and zb emissions, respectively, across different EPD 
conditions. 

 

Figure 4.12: (a) Spectrally and spatially resolved emission from the platelet. (b) The peak of the IX 
emission as a function of position, where the color map denotes the intensity. 

Moreover, there is a correlation between the emission energy of the IXs and their 
distance from the excitation spot, as illustrated in Fig 4.12(b). The energy of the IX 
recombination is influenced by the local IX concentration. In the excitation spot, the 
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concentration is the highest, resulting in a high degree of filling in the potential wells 
and, consequently, the highest energy of the IX recombination, as previously 
discussed for varying EPD. As the IXs move away from the excitation spot, their 
density decreases, leading to a reduced filling of the energy levels within the 
potential wells. This reduction results in the IX emission peak energy shifting 
towards lower values for locations away from the excitation spot. This observation 
agrees with the redshift of the IX emission observed in power dependent SSPL, as 
shown in Fig 4.6(a). 

 
Figure 4.13.: (a) Presentation of spatially (x-axis) and spectrally (y-axis) resolved emission from the 
doped platelet, represented in false color. (b) Depiction of the spatial distribution of the intensity of the 
emission spectra corresponding to half of the horizontal cuts in the false-color plot, indicated by dashed 
horizontal lines and illustrated in the graph with matching colors. The spectra were normalized to the 
highest intensity. In (c), intensity profiles of the IX emission are shown as a function of position (distance 
from the excitation spot) for different EPDs. The spectra are normalized to the highest intensity. 

Following an in-depth examination of the spatial distribution of IXs within the 
undoped platelet, our focus now shifts towards exploring the influence of doping on 
spatial dynamics. To explore the doping effects, Fig 4.13(a) presents spectrally 
resolved spatial profiles of the emissions from the doped platelet. The emission lines 
corresponding to wz, IX, and zb, extracted from spectral maps like Fig 4.13(a), are 
illustrated in Fig 4.13(b). Noteworthy differences in the spatial distribution of 
excitons between doped and undoped platelets are observed. 

Firstly, the spatial profile of the IX emission in the doped sample is narrower than 
in the undoped platelet. The faster recombination rate due to doping constrains the 
spatial distribution of the IXs from the excitation spot in the doped platelet. It also 
exhibits a narrower spatial distribution of the IX emission compared to the zb 
emission, attributed to the background of electrons in the zb potential well impeding 
IX transport. 

Secondly, the spatial distribution of the IXs shown in Fig 14.13(c) for the doped 
sample is independent of EPD, unlike the behavior observed for the undoped platelet 
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in Fig 4.11(c). In undoped platelets, repulsive interactions dominate at high EPD, 
facilitating longer-distance transport. Conversely, at low EPD, the IXs travel shorter 
distances primarily due to diffusion. In doped platelets, the presence of a large 
number of electrons from doping screens the repulsive interactions between aligned 
IX dipoles even at high IX density. We anticipate diffusive IX transport at higher 
EPD in n-type doped samples compared to the undoped samples. Achieving a high 
IX density is challenging in n-type doped samples due to the significantly faster 
recombination rate. 

Thirdly, a discernible reduction in the spatial distribution of excitons is noted in the 
doped wz segment compared to the undoped platelet. The spatial profile of wz 
emission closely matches the laser excitation spot profile, with FWHM of 
approximately 2 µm. The presence of dopants causes the excitons to travel shorter 
distances from the excitation point in the doped wz segment. However, the spatial 
distribution of the zb emission remains essentially unchanged between doped and 
undoped platelets, consistent with expectations based on having used identical 
substrates. 

4.2.4 Spatially Resolved Time-resolved Photoluminescence 
After exploring the spatial distribution of IXs, our focus shifts to investigating the 
temporal evolution of the spatial distribution. Due to the fast spatial transport of the 
IXs, we narrowed our observation window to a very small time frame (2 ns) to 
observe the temporal impact of spatial distribution. 

Figs 4.14(a) and 4.14(c) show spectrally resolved emission after pulsed excitation 
from undoped and doped platelets, respectively. The data is presented in a 3D image, 
with emission energy (eV) along the x-axis, time (ns) along the y-axis, and emission 
intensity color-coded. To discern the spatial profile, a filter is applied to capture 
emission within a specific IX energy range (1.450-1.467 eV), allowing us to trace 
the continuous expansion of the IX emission outward from the excitation laser spot 
in a spatially resolved manner. Further insights into the spatially resolved TRPL 
measurements are detailed in Chapter 3. However, it is noteworthy that the filter 
cannot exclude contributions from both wz and zb emissions initially, within the 
first 200 ns of the laser pulse. The PL spectra at t = 0 for undoped and doped 
platelets, reflecting the initial exciton density, are presented in Fig 4.14(b) and Fig 
4.14(d), respectively. During the initial post-pulse excitation period, the spatial 
profile encompasses contributions from both wz and zb emissions, making the 
separation from the IX emission challenging before 200 ps. Consequently, data 
before 200 ps is excluded in the analysis of Fig 4.15.  
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Figure 4.14: TRPL analysis of (a) undoped and (c) doped platelets. The false-color representation 
depicts the temporally evolving PL spectrum after excitation by a laser pulse at time 0. The extracted 
spectra at t = 0 are shown for (b) undoped and (d) doped platelets: PL intensity integrated over time 
windows of 200 ps. After 200 ps the the influence of the wz and zb emission became insiginificant. 

 
Figure. 4.15: Normalized spatial profiles, captured at various points in time after the excitation. These 
plots illustrate the spatial distribution of IX emission at different temporal intervals after the pulse 
excitation for (a) an undoped platelet and (b) a doped platelet. PL intensity integrated over time windows 
of 25 ps. (c) Measured FWHM of the IX emission peak vs. time for an undoped (black) and doped (red) 
platelet. Exclusion of data before 200 ns, indicated by the shaded region, in the temporal evolution of the 
spatial distribution of IXs. 

The temporal evolution of the IXs after the excitation is depicted in Figs 4.15(a) and 
4.15(b) for undoped and n-type doped platelets, respectively. An initial qualitative 
comparison of these expansions corresponding to the time traces reveals a larger 
expansion of IXs in the undoped case compared with the doped one. For a clearer 
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visualization and more quantitative analysis of the expansion behavior, the temporal 
evolution of the FWHM of the spatially resolved emission profile is presented in 
Fig 4.15(c). This observation aligns well with the power-dependent SSPL results 
presented in Fig 4.13(c), as the presence of numerous electrons from doping screens 
the repulsive interaction of the IXs, leading to a shorter overall transport distance 
and a smaller initial expansion even at high IX densities directly after the excitation 
pulse. 

We expect, based on the findings from the spatially resolved SSPL results, that 
under high EPD, the spatial distribution of the IX emission in undoped platelets is 
influenced by Coulomb repulsion, resulting in a more widespread distribution. 
Conversely, at lower EPD, the spatial distribution of the IX emission becomes 
diffusive, leading to a narrower spatial distribution. This trend is clearly depicted in 
Fig 4.15(c), demonstrating the initial rapid expansion of the IXs immediately after 
the laser pulse in the undoped platelet. In the initial phase, characterized by a high 
IX density post-excitation, repulsive interactions among aligned IX dipoles prompt 
a rapid expansion of the IXs away from the excitation spot. This results in a broader 
expansion during the initial period (< 200 ps) in the undoped case. As time 
progresses, the IX density diminishes, and the behavior transitions to a linear 
pattern, indicating an increasing influence of diffusive-driven transport. 

 
Figure 4.16: Normalized spatial profiles of the laser spot with PL intensity of IXs for an undoped (a) 
platelet. The spatial profile of the laser is captured at t = 0 ps, while the spatial profile of the IXs is obtained 
at t = 200 ps after the pulse excitation.  

To evaluate the rapid expansion of the IXs before 200 ps, we compare the spatial 
profile of the laser spot at t = 0 with the spatial profile of the IX expansion at 200 ps 
following the excitation pulse as shown in Fig 4.16. The FWHM of the laser spot is 
approximately 1 µm, while the FWHM of IX in the undoped sample is 8 µm. The 
observed 8 µm FWHM suggests the possibility of IX expansion before 200 ps. 

−15 −10 −5 0 5 10 15

Position (µm) 

In
te

ns
it

y 
(N

or
m

al
iz

ed
)

laser (at 0ps)

undoped platelet 
(after 200ps) 



62 

However, the temporal and spectral resolution of our streak system lacks the 
resolution to conclusively confirm this occurrence as we cannot record the entire IX 
emission and simultaneously exclude the emission from the bulk excitons. 
Consequently, the extracted velocity value provides a lower limit of the actual 
expansion velocity. We find a minimum expansion velocity of the IXs of about 
1,750,000 cm/s, compared with the electron saturation velocity of 6,800,000 cm/s 
in InP67. This comparison leads us to conclude that scattering from interface 
fluctuations is of low importance in our system. 
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Conclusion & Outlook 

Polytype heterostructures, formed by engineering crystal structures within the same 
material, present distinct advantages over traditional heterostructures composed of 
different compounds. Conventional heterostructures often encounter challenges like 
interface roughness and compositional intermixing, which can impact their optical 
properties. In contrast, polytype heterojunctions enable the creation of well-defined 
interfaces between wz or zb crystal structures in e.g., InP. This interface acts as an 
electron-hole separator, facilitating the study of IX formation. To explore the 
physical properties of IXs at type-II interfaces, non-destructive photoluminescence 
spectroscopy has been employed. To investigate the recombination and spatial 
dynamics of IXs at the single type-II wz/zb interface, two types of nanostructures 
are studied in this thesis. 

1. The first type of nanostructure consists of nominally undoped wz/zb NWs 
with typical diameters on the order of tens of nanometers. These have an 
average wz length of 2 μm, with a zb top segment of around 200 nm. The 
study in Paper-I centers on recombination dynamics of IXs at the single 
wz/zb interface in InP NWs.  

2. The second type of nanostructure, platelets, overcome the small cross-
section limitation of NWs (< 1 μm²). These platelets have a substantially 
larger interface cross-section (> 500 μm²) with a thin, flat InP wz layer on 
top of a zb InP substrate, offering a larger sample for investigating the 
spatial distribution of IX. Paper-II and Paper-III explore IX dynamics at the 
wz/zb single-interface of platelets. 

In addition to investigating the behavior of undoped nanostructures, our study 
delves into the influence of a 2DEG on the recombination and spatial dynamics of 
IXs in n-type doped nanostructures. These structures maintain an identical geometry 
to the undoped ones, with the exception that the entire wz segment is degenerately 
n-type doped.  

The principal findings of this thesis include: 

1. The IX emission exhibits a redshift as the CW laser EPD decreases. In 
undoped platelets, the IX emission peak undergoes a substantial redshift of 
approximately 30 meV, while in n-type doped platelets, a much smaller 
redshift of only 10 meV is observed, despite a similar change in EPD. These 
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results offer compelling evidence for the presence of an electron gas 
induced by doping. 

2. In contrast to the bulk excitons in the wz and zb segments, the decay profile 
of the IX emission exhibits a non-exponential characteristic. A significant 
intensity of IX emission persists even after 30 ns for undoped NW; 
conversely, in undoped platelets, this emission remains observable even 40 
μs after excitation pulse. Additionally, a redshift in the peak energy of the 
IX emission, with an approximate 50 meV shift over time, is observed. This 
shift correlates with a faster recombination at high energy levels (1.45 eV) 
and a slower recombination rate at lower energy levels (1.42 eV), 
supporting the time-dependent wavefunction overlap hypothesis. The decay 
profiles of IX emission in n-type doped nanostructures suggest a higher 
recombination rate as the presence of numerous electrons per hole enhances 
the overall recombination process. 

3. The spatially resolved PL reveals that the transport of IXs at the undoped 
type-II interface of the platelet is EPD-dependent. The broad spatial 
distribution of IX emission indicates that transport is repulsive-force-driven 
at high EPD and the narrow spatial distribution at low EPD suggests a 
diffusive transport mechanism. In contrast, the transport of excitons in the 
wz and zb segments is diffusive and EPD-independent. The spatial profile 
of IX emission in the n-type doped platelet is narrower than in the undoped 
platelet and is independent of the EPD. 

4. The spatially resolved TRPL reveals an initial rapid expansion of IXs in 
undoped platelets during the initial period (< 200 ps), driven by Coulomb 
repulsion, resulting in a more widespread distribution. Conversely, later in 
time, it transitions into a linear expansion of the spatial distribution of IXs, 
indicating diffusive-driven transport. The extracted minimum velocity of 
about 1,750,000 cm/s for IXs suggests negligible influence of scattering 
from interface fluctuations in our system. 

These findings serve as a basis for exploring various physical phenomena. However, 
further experiments are essential to address the questions that have arisen during 
this investigation. Improving temporal and spectral resolution can provide more 
accurate values for the IX mobility and offer insights into the capture time of 
electrons and holes in the potential wells. A different measurement approach, 
cathodoluminescence imaging, offers a comparable method for measuring 
diffusion. Conducting temperature-dependent experiments can unveil the activation 
energy of charge carriers, providing valuable insights into the depth of the potential 
well. Furthermore, delving into unexplored parameters of the pure wz top segment 
from the platelet becomes feasible, addressing the challenges associated with 
obtaining such a large wz structure. In terms of transport studies, it becomes possible 
to investigate the quantum Hall effect by subjecting the samples to high magnetic 
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fields. Additionally, considering different structural fabrication viewpoints, it 
becomes feasible to fabricate coupled quantum dots and measure the coherence of 
excitons within these quantum dots using ultrafast transient photoluminescence. In 
summary, experimental studies present an opportunity to unravel more fundamental 
properties of the wz/zb interface and pure wz. It would be highly beneficial to 
complement this experimental work with theoretical calculations to extract 
parameters that yield accurate band structures for both crystal structures. 
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