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A B S T R A C T   

Recent event-related potential (ERP) studies in language comprehension converge in finding anticipatory neg
ativities preceding words or word segments that can be pre-activated based on either sentence contexts or 
phonological cues. We review these findings from different paradigms in the light of evidence from other 
cognitive domains in which slow negative potentials have long been associated with anticipatory processes and 
discuss their potential underlying mechanisms. We propose that this family of anticipatory negativities captures 
common mechanisms associated with the pre-activation of linguistic information both within words and within 
sentences. Future studies could utilize these anticipatory negativities in combination with other, well-established 
ERPs, to simultaneously track prediction-related processes emerging at different time intervals (before and after 
the perception of pre-activated input) and with distinct time courses (shorter-lived and longer-lived cognitive 
operations).   

1. Introduction 

A common research enterprise in cognitive neuroscience is under
standing to what extent prediction occurs in the brain and how it is 
implemented at the neural level (Clark, 2013; Friston, 2010). A crucial 
part of this challenge is deciphering how our brains build up information 
ex-ante, prior to the advent of an incoming event. Although a large body 
of research exists in perceptual and motor domains, much remains to be 
uncovered in other fields, such as language. Prediction might be 
particularly relevant in human communication mediated by language, 
as it allows a more efficient, fluent, and fast intercommunication be
tween speakers (Kutas et al., 2011; Pickering and Garrod, 2013). How
ever, due to the high ambiguity and noise in the to-be-decoded signal, 
some researchers have pointed out that, to a certain extent, prediction in 
language could be rather limited or even unnecessary (e.g., Huettig and 
Mani, 2016). Therefore, ascertaining the role of prediction in language 
continues to be a meaningful research endeavor. 

Recent research using event-related brain potentials (ERPs) has 

provided new evidence of elicited electrical brain responses associated 
with the prediction of linguistic information in comprehension (Grisoni 
et al., 2017; León-Cabrera et al., 2017, 2019, 2021; Roll et al., 2013, 
2015, 2017; Söderström et al., 2016, 2018). Capitalizing on the 
fine-grained temporal resolution of cortical electrical activity, re
searchers have turned their attention to brain changes elicited before 
linguistic items (henceforth targets) that can be predicted from infor
mation in the context. This is an excellent addition to the otherwise 
current dominant approach in ERP research on linguistic prediction, 
which is mainly focused on investigating brain activity changes in the 
post-target interval, especially by means of amplitude changes in the 
N400 component (as reviewed in Lau et al., 2008). This post-target 
approach can tap into the processing of input that either matches or 
mismatches the predictions. However, it offers an incomplete picture of 
the full chain of processes involved in the endeavor of pre-activating 
linguistic representations. By definition, predictive mechanisms should 
already be at play in the pre-target interval —before the expected word 
(or other linguistic information) is perceived. 
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This shift from post- to pre-target analysis has revealed that ERP 
signatures seem to converge on sustained negative potentials when the 
pre-activation of upcoming words is possible. The present review aims to 
comprehensively integrate these anticipatory sustained negativities 
with existing work and highlight their value in understanding predictive 
language processing. To this end, we first provide a brief overview of the 
study of prediction in the field of language comprehension, with an 
emphasis on post-target ERP components capturing the effects of suc
cessful and failed predictions. Second, we introduce important evidence 
from other cognitive domains (beyond language) that have consistently 
associated the appearance of slow negative potentials with the antici
pation of upcoming, relevant target-stimuli. Then, we review the evi
dence of sustained negativities in language preceding targets which can 
be predicted from complex cues like sentence contexts or from simpler 
cues like phonemes. Finally, we discuss the functional significance of 
these anticipatory sustained negativities and their relation with other 
ERPs associated with prediction and anticipatory processing. 

2. Prediction in language comprehension 

Language comprehension is a complex endeavor that involves 
accessing and combining different types of information, ranging from 
specific orthographic or phonological representations to syntactic, se
mantic, and pragmatic information. In early models of language pro
cessing, the key mechanism supporting comprehension was thought to 
be integration, which assumed that meaning is incrementally con
structed and updated as the linguistic input flows in (Marslen-Wilson, 
1987; Norris, 1986). Building upon this predominantly bottom-up 
driven processing, interest has moved to top-down models of language 
processing that are highly dynamic (using all available information) 
(Hagoort, 2014) and that assume that meaning can get ahead of the 
input (Collins and Loftus, 1975; Lupyan and Clark, 2015; McClelland, 
2013; McClelland and Elman, 1986). Nowadays, psycholinguistic the
ories underscore the importance of prediction for language processing 
(Dell and Chang, 2014; Kuperberg and Jaeger, 2016), which aligns with 
the broader conceptualization in the cognitive science of the brain as a 
“prediction machine” (Clark, 2013; Friston, 2010). 

In language comprehension, prediction can be defined as the pre- 
activation of linguistic representations, before they have been partially 
or fully activated by the bottom-up input (Huettig et al., 2022; Kutas and 
Federmeier, 2011). Unlike activation triggered by bottom-up input, 
pre-activation is driven by the information in the prior context (e.g., 
words), which can pre-activate other, related representations through 
passive spreading activation in memory networks (Collins and Loftus, 
1975; McClelland and Elman, 1986; Morton, 1969). In addition, higher 
level representations built upon the prior context may be used to more 
actively pre-activate specific representations (for discussions about 
different pre-activation mechanisms, see Huettig et al., 2022; Kuperberg 
and Jaeger, 2016). There is abundant empirical evidence showing that 
comprehenders can use diverse information in the prior context to 
pre-activate linguistic content at different representational levels. 
Ranging from broad predictions about upcoming events (discussed in 
Kuperberg, 2013; Kuperberg, 2021) down to the pre-activation of spe
cific features, including semantic (Federmeier and Kutas, 1999; Wang, 
Kuperberg and Jensen, 2018) and morphosyntactic features (van Ber
kum et al., 2005; Wicha et al., 2004). Word-form information (phono
logical or orthographic) can also be pre-activated (DeLong et al., 2005, 
2021; Laszlo and Federmeier, 2009, Salverda et al., 2014), although 
some studies indicate that this occurs only under certain circumstances, 
such as when there is sufficient time to do so (Freunberger and Roehm, 
2016; Ito et al., 2016). The influence of factors like time (Huettig and 
Guerra, 2019) or task-related goals (Brothers et al., 2020) on word-form 
pre-activation has led some authors to conclude that prediction might 
not be a default operation in language comprehension (Huettig and 
Mani, 2016). For example, it has been proposed that word-form pre-
activation is contingent on the formation of a sufficiently rich 

representation of meaning (Ferreira and Chantavarin, 2018). Moreover, 
several studies seem to suggest that some forms of linguistic prediction 
depend on having enough cognitive resources available (Federmeier, 
2007; Federmeier et al., 2002; Huettig, 2015). Yet, although possible 
limits on linguistic prediction should be acknowledged, there now seems 
to exist a broad consensus that prediction is at work during language 
comprehension, at least under some conditions (Huettig et al., 2022; 
Kuperberg and Jaeger, 2016; Kutas and Federmeier, 2011). 

Much of the aforementioned evidence regarding prediction in lan
guage comprehension has been obtained from ERPs, as their high tem
poral resolution is very convenient for examining fast-occurring and 
short-lasting language-related processes. A common strategy for study
ing prediction mechanisms in language involves measuring brain re
sponses associated with linguistic items (here referred to as “targets”) 
that either fulfill or violate contextual expectations. Temporarily, two 
intervals can be distinguished: the pre-target interval, which is more 
likely to capture processes associated with the generation of predictions, 
and the post-target interval, which should capture the benefits and costs 
of processing based on prediction. It should be clarified that a target can 
be an item (e.g., a lexical item, a phoneme) or part of an item (e.g., a part 
of a word, or a fragment of a sentence). Most of the work has focused on 
predictability effects on well-established language-related ERPs that 
arise in the post-target interval of words—specifically, the N400, the 
LAN, and the P600. 

In psycholinguistic studies, the predictability of a word in its context 
is typically operationalized as cloze probability–the percentage of in
dividuals that supply that word as a continuation of a particular sen
tence in an offline test (Taylor, 1953). For example, the sentence “Don’t 
touch the wet” is continued with the word “paint” by most respondents, 
while only a few provide “dog” as a continuation. Thus, in this context, 
‘paint’ has a higher cloze probability–i.e., is more predictable–than 
‘dog’. Using this measure, many studies on written language have shown 
that readers spend less time fixating words that are predictable and are 
more likely to skip them (Balota et al., 1985; Rayner et al., 2011; for a 
review, see Staub, 2015). Furthermore, behavioral tasks that require 
readers or listeners to make speeded decisions about words find that 
reaction times are faster for predictable than for unpredictable targets 
(in naming, Forster, 1981; in lexical and semantic decision tasks, 
Schwanenflugel and LaCount, 1988; Schwanenflugel and Shoben, 1985; 
Traxler and Foss, 2000). 

The N400 component is a centro-parietally distributed and negative- 
going component, which peaks approximately 400 ms after the onset of 
meaningful words, and is strongly linked to lexico-semantic processing 
(Kutas and Hillyard, 1980). Relevantly, the amplitude of the N400 
component is inversely correlated with the cloze probability (i.e., pre
dictability) of the eliciting word (Kutas and Hillyard, 1984): it is larger 
for unpredictable than for predictable words, suggesting facilitated 
lexical-semantic processing of the latter (see also, Federmeier, 2007; 
Federmeier and Kutas, 1999; Federmeier et al., 2007; van Petten et al., 
1999; Wlotko and Federmeier, 2012). A long-standing debate is whether 
the N400 component reflects the process of accessing the meaning of the 
word (the activation of lexical/semantic representations) or that of 
integrating it with the prior context. Under the first view (lex
ical/semantic activation) (Federmeier and Kutas, 1999), the 
predictability-dependent N400 effect is often interpreted as facilitated 
lexical/semantic access to the predictable words owing to their suc
cessful pre-activation, and thus as evidence of prediction (Kutas and 
Federmeier, 2011; Lau et al., 2008). However, under the second view, 
the N400 effect could be explained in the absence of pre-activation. 
Following this, the reduced N400 amplitudes to predictable words 
could simply reflect how well the word happens to fit with the prior 
context upon perception (Brown and Hagoort, 1993; Hagoort et al., 
2009). Of note, several recent studies support a multi-component view 
of the predictability-related N400 effects, with lexical/semantic pre
dictability effects showing up earlier than integration effects (Brothers, 
2015; Lau et al., 2016; Nieuwland et al., 2020). 
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Additional evidence supporting the connection between the N400 
component and prediction arises from studies based on information 
theory (Hale, 2016; Levy, 2008; Smith and Levy, 2013), which assumes 
that listeners predict upcoming information by generating implicit, in
cremental probability distributions over possible continuations. Most 
notably, recent studies have found that N400 amplitudes correlate with 
the information-theoretical measure ‘surprisal’ (Frank et al., 2015; 
Heilbron et al., 2022; Michaelov et al., 2021). Word surprisal is the 
negative log probability of the word given the preceding sentence 
context and can be derived from language models, from simple n-gram 
models to large language models such as GPT-3. Moreover, word sur
prisal measures derived from sufficiently large models have been found 
to better model N400 amplitudes than human cloze probability judg
ments (Michaelov et al., 2021). Taking into consideration the principles 
of information theory and how word surprisal measures are mathe
matically formalized, this finding provides additional compelling evi
dence that language comprehenders depend on probabilistic knowledge 
for language processing (for a more detailed discussion, see Kuperberg 
and Jaeger, 2016). 

In addition, word surprisal measures sit close to the concept of 
‘prediction error’, a central component in probabilistic (Bayesian) 
computational models of language processing, which usually fall under 
the broader predictive coding framework (Clark, 2013; Friston, 2010). A 
key assumption in these models is that there is an asymmetry between 
the top-down and bottom-up information flow in the brain. The 
top-down flow carries predictions about incoming sensory data based on 
internal models that represent what the system already knows (prior 
distribution). These predictions are then compared to incoming sensory 
information (posterior distribution), and any discrepancies between the 
predicted and the actual input generate a bottom-up “prediction error” 
signal that is used to update the internal model to improve future pre
dictions. Under this framework, N400 effects have been successfully 
modeled as semantic prediction errors (Rabovsky et al., 2018). In line 
with this, at the cognitive level, N400 effects of word predictability 
would reflect the additional retrieval of semantic features that have not 
been already pre-activated by the context (Kuperberg et al., 2020), 
fewer in the case of expected congruent than unexpected (either 
congruent or incongruent) words. 

Another ERP component associated with the violation of expecta
tions is the LAN —a left-anterior negativity also peaking about 400 ms 
after word onset—, which is typically encountered in response to un
expected morphological structure (Gunter et al., 2000; Koester et al., 
2004; Söderström, Horne, and Roll, 2017). Predictive coding accounts 
consider it an indicator of morphological prediction error (Bornkes
sel-Schlesewsky and Schlesewsky, 2019). The LAN can be preceded by 
the earlier, word-category-sensitive ELAN—an early left-anterior nega
tivity at 100–200 ms after word onset—which has been argued to 
represent prediction error for syntactic structure (Lau et al., 2006; 
Neville et al., 1991). 

After the more specific initial negativities, the P600—a late positivity 
about 600 ms after word onset—responds more globally to the violation 
of structural expectations. The effect was originally reported for violated 
syntactic (Osterhout and Holcomb, 1992) and semantic (Kuperberg 
et al., 2003) structure. However, structural violations in other domains 
such as music also induce P600 effects (Besson and Faïta, 1995; Patel 
et al., 1998). A posterior and an anterior P600 have been differentiated 
(reviewed in van Petten & Luka, 2012). The posterior P600 is a response 
to syntactically/semantically implausible and incongruent words (i.e., 
syntactic and semantic structure anomalies) (Hagoort et al., 1993; 
Kuperberg et al., 2003), whereas the anterior P600 is observed for words 
that are syntactically/semantically unexpected, but still plausible within 
the context (Federmeier et al., 2007; Kuperberg et al., 2020). One 
interpretation is that the P600 is a member of the P300 family of ERP 
components but with a later peak due to the complexity involved in 
detecting violations in language and music (Coulson et al., 1998). The 
P300 complex is typically understood as having at least two 

subcomponents, the P3a, associated with novel stimuli, and the P3b, 
which is modulated by the probability of task-relevant stimuli (Squires 
et al., 1975). Particularly the P3b and the P600 seem to reflect similar 
mechanisms of conscious detection of incongruencies and subsequent 
updating of information, but see Frisch et al. (2003) and Osterhout 
(1999) for a different view. 

Finally, an aspect to highlight is that the effects of word predict
ability generally appear earlier in the auditory than in the visual mo
dality. In tasks using natural connected speech, an onset of negativities 
related to predictability has been observed even before the word 
recognition point of words (van Petten et al., 1999). Some interpret 
these effects as an early N400 effect, while others consider them to 
reflect pre-N400 effects related to the N200 component (with an onset 
around 150 ms), also called phonological mismatch (mapping) nega
tivity (PMN) (Connolly and Phillips, 1994). This would index rapid and 
early detection based on phonological information that the word does 
not fit with the prediction. When it comes to memorized phrases 
(compared to unfamiliar phrases), such as in the case of proverbs, this 
signal can be even earlier (between 0 and 200 ms), which is attributed to 
highly specific pre-activation (Cermolacce et al., 2014). 

Although N400, LAN, ELAN, and P600 modulations provide valuable 
information about prediction in language comprehension, given their 
post-target nature, this information is only partial about the full chain of 
processes involved in linguistic prediction. By definition, these should 
be at work earlier, that is, before the perception of the pre-activated 
input, and thus before the prediction is confirmed or disconfirmed. 
Following this rationale, several investigations have recently directed 
attention to ERP effects in the pre-target interval, which is more likely to 
reflect processes involved in the generation of the predictions. This 
research is preceded by a long history of examining pre-stimulus ERPs, 
which interestingly converge in showing that events that can be pre
dicted are preceded by sustained event-related negativities. 

3. Anticipatory negativities in cognition 

Slow and sustained event-related negativities have long been a 
hallmark of anticipation in a variety of cognitive domains. Since the 
1960 s, many studies have provided evidence that when one event sig
nals that another event is about to occur in a temporally predictable 
manner, a sustained increase in negativity is observed in the electro
encephalographic signal, typically over regions that are involved in 
processing the expected event. This electrophysiological phenomenon 
has been commonly linked to an internal state of anticipatory attention, 
or expectancy, towards the upcoming event. 

Slow negativities are long-lasting deflections in the EEG signal
—extending from hundreds of milliseconds up to several seconds—with 
a negative polarity relative to the stimulus baseline. They tend to emerge 
gradually in the fore period of predictable and relevant events, such as 
the execution of an instructed movement (Kornhuber and Deecke, 1965; 
Walter et al., 1964) or the presentation of a motivationally salient 
stimulus (Brunia and Damen, 1988). They have consequently been 
tightly linked to anticipatory mechanisms. These pre-target slow nega
tivities typically surface over task-relevant regions (Khader et al., 2008; 
Rösler et al., 1997) and have been proposed to originate from syn
chronized excitatory postsynaptic potentials within cortical structures 
underneath their recording site (for an extensive discussion, see Bir
baumer et al., 1990; Brunia et al., 2011). Accordingly, the elicitation of 
slow negativities at a particular electrode can be taken as a manifesta
tion of an enhanced functional state in the underlying cortical area 
relative to other areas or other temporal intervals. 

The Contingent Negative Variation (CNV) was one of the earliest 
demonstrations of a systematic slow negativity in humans. It was first 
observed when presenting participants with a warning signal (S1; a click 
sound) that announced the presentation of an imperative stimulus (S2; 
flashing lights) that required a motor response (Walter et al., 1964). A 
frontocentral slow negativity emerged gradually after S1, reached its 
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peak before S2, and returned to baseline after the motor response. 
Importantly, the motor response was not a necessary condition to elicit 
the negativity (see also Ruchkin et al., 1986), but it was mandatory that 
a contingent relation between cue and target (S1 and S2) existed, as is 
captured by the name of the component. 

The terminal phase of the CNV can be further decomposed into a 
motor-related component, the Readiness Potential (or Bereitschaftspo
tential), and a non-motor component, the Stimulus Preceding Negativity 
(SPN). In addition, the early and late components are underlied by 
another, longer-lasting CNV (sometimes referred to as “true” CNV), 
which has been related to timing processing (Macar and Vidal, 2004). 

Early studies focusing on the SPN revealed that this component is 
sensitive to the value of the expected information (Damen and Brunia, 
1985, 1987, 1994; Grünewald-Zuberbier et al., 1981; Kotani and Aihara, 
1999). Specifically, the SPN precedes attended, imperative stimuli that 
provide informative feedback or that are motivationally salient, like 
performance feedback, monetary rewards, affective pictures, or painful 
aversive stimuli (van Boxtel and Böcker, 2004; for a review, see Böcker 
et al., 2001; Brunia, Hackley, et al., 2011; Poli et al., 2007). In fact, the 
subjective value of information is an important factor shaping the 
occurrence of the SPN, as was elegantly demonstrated by Donkers and 
van Boxtel (2005). In their study, participants performed a slot machine 
task in which they won money only when three consecutive images 
presented in a row were equal (e.g., XXX). Crucially, when the second 
image turned out to be different from the first (e.g., XY), the amplitude 
of the SPN decreased for the third and last image, as the participant 
could infer that it would not yield valuable information (i.e., a monetary 
reward). Note that even though the actual identity of the third and last 
image was unknown, the fact that it was not relevant to the subject’s 
goal anymore led to a relative decrease, or absence, of the SPN. Another 
study by Morís et al. (2013) reported similar findings. In an associative 
learning task, participants learned associations through trial and error 
and were given feedback on every trial. Critically, the amplitude of the 
feedback-related SPN decreased gradually as learning progressed, that 
is, as the feedback gradually lost its utility for participants because they 
had internalized the associations. Relatedly, Fuentemilla et al. (2013) 
found that the SPN was larger when participants were more uncertain 
about the upcoming feedback (i.e., monetary gain or not), and thus it 
was informative and relevant for them. These findings seem to suggest 
that processes other than anticipatory attention are likely to explain 
changes in SPN amplitude. More specifically, a recent proposal is that 
some of these processes might include the maintenance and adjustment 
of forward models (or “eligibility traces”) about expected targets 
(Bhangal et al., 2021; Ren et al., 2017). 

In sum, there is abundant evidence of sustained negativities 
appearing prior to expected target stimuli. On the one hand, these sus
tained negativities have been functionally associated with the recruit
ment of attentional resources as a form of preparation for the bottom-up 
processing of the expected stimulus, as well as with time estimation 
mechanisms. Furthermore, a series of studies have recently suggested 
that the mechanisms underlying the SPN go beyond mere anticipatory 
attention and that they are intrinsically associated with the value of the 
information carried by the target. 

4. Anticipatory negativities in language comprehension 

Several studies in the field of language comprehension have reported 
slow and sustained pre-stimulus negativities that are compatible with 
anticipatory processing. The empirical strategy that has uncovered these 
sustained negativities is comparable to that of the cue-target paradigms 
adopted in studies of anticipatory processing in other cognitive 
domains—to analyze changes in brain activity before a target stimulus 
that can be anticipated from a preceding cue. Early examples displayed 
CNVs for words functioning as cues for other upcoming target word 
stimuli (Kutas et al., 2006). The task in those experiments was to judge 
the match of the words in terms of their phonological (Rugg, 1984a,b) or 

semantic properties (Butler et al., 1981; Rebert and Lowe, 1980). The 
CNV in these linguistic contexts was markedly left-lateralized as 
compared to the CNV found for spatial or visual feature matching of face 
identity-matchin g (Bentin et al., 1985). However, studies on prediction 
in more naturalistic language processing have been scarcer. 

In fact, cues in language are not always easy to condense and dis
cretize. They can consist of something as simple as a single word or as 
complex, composite, and gradual as a sentence context with all its 
associated features (morphological, phonological, syntactic, semantic, 
and/or pragmatic). Furthermore, the cue and the target can be two 
distinct linguistic items, or they can be two parts within the same item 
(Huettig et al., 2022). In this regard, some more recent studies have 
focused on prediction occurring in more naturalistic comprehension, 
either within sentences (sentence contexts serving as cues to pre-activate 
words embedded within or finalizing them) or within words (the first 
portion of a word serving as a cue to pre-activate its last part). In both 
cases, anticipatory negativities have been found to develop between the 
cue and the target, with amplitudes that are modulated by the predictive 
value of the cues. Given the conditions under which they arise, and as we 
will discuss in the following sections, these anticipatory signals are 
likely associated with the prediction of upcoming linguistic material and 
we will refer to them as prediction negativities. 

4.1. Using sentence contexts to predict 

Sentence comprehension involves at least two core components: 
accessing the meanings of words and integrating them to form a cohe
sive, internal representation of the meaning of the context. This internal 
representation of the sentence context contains higher-level information 
that goes beyond what is conveyed by single words or features, and that 
exerts a strong top-down influence on how upcoming linguistic input is 
processed (van Petten, 1995). Furthermore, sentence contexts can have 
different predictive strengths about upcoming words. Specifically, sen
tence contexts that are highly constraining (HC) lead strongly to a single 
word (e.g., “Don’t touch the wet” leads strongly to the word “paint”), 
whereas low constraining (LC) sentence contexts admit multiple con
tinuations (e.g., “There was nothing wrong with the” can be followed 
either by "car", "kid", or "job"). Therefore, HC contexts are more likely to 
lead (or lead more strongly to) the pre-activation of specific represen
tations. Under this assumption, researchers have zoomed into the brain 
activity that precede target words embedded in HC and LC sentence 
contexts, aiming to detect neural markers of prediction in sentence 
comprehension. Applying this strategy, several recent studies have 
revealed prediction negativities, that is, anticipatory sustained nega
tivities preceding sentence-final words in HC (relative to LC) contexts 
(Grisoni et al., 2017, 2021; León-Cabrera et al., 2017; 2019; 2021; Li 
et al., 2017) (Fig. 1). 

For example, in a study by Li et al. (2017), participants read HC and 
LC sentences that contained a verb that provided critical information to 
predict an upcoming target “To practice calligraphy, my brother bought 
brand-name brush pens and took them home.” (critical verb underlined 
and target word in italics). In HC sentence contexts (relative to LC), a 
prediction negativity was triggered by the verb and encompassed the 
1400 msec leading up to the target word, with maximal amplitudes over 
left frontal electrodes (Fig. 1A). They interpreted this prediction nega
tivity as reflecting increased processing costs to generate/maintain the 
pre-activated representations in HC contexts. 

Other studies have reported prediction negativities when intro
ducing a noticeable delay (up to 1–2 seconds) between the sentence 
context and the target word, thus more closely emulating CNV and SPN 
paradigms. An advantage of increasing the pre-target interval is that it 
ensures that comprehenders have sufficient time to pre-activate not only 
semantic but also more specific information including the word-form 
(Freunberger and Roehm, 2016; Ito et al., 2016; although word-form 
pre-activation might also take place at a normal reading pace, DeLong 
et al., 2021). Therefore, the introduction of a delay is an empirically 
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valuable strategy to boost prediction at low representational levels. This 
can facilitate the identification of brain indices associated with 
pre-activation that might be later investigated in more naturalistic 
settings. 

An early instance of a study adopting this approach is the one by 

Besson et al. (1997), who investigated ERP responses during a pause 
between a sentence context and its final word. They presented HC 
(proverbs) and LC sentence contexts, either visually or auditorily, and 
introduced a 600 ms pause before the final word in half of the trials. In 
the visual modality, a slow negative potential developed during the 

Fig. 1. A) Adapted from Li et al. (2017): left anterior negativity triggered by critical verbs that were strongly constraining of an upcoming target word (HC relative to 
LC contexts) in written comprehension. B) León-Cabrera et al. (2017): left anteriorly distributed anticipatory negativity in the 1-second interval between HC sentence 
contexts and their sentence-final (target) words (relative to LC and NS) in speech comprehension.The topographies show the difference between HC and LC. C) 
Adapted from Grisoni et al. (2021): anticipatory negativity preceding sentence-final (target) words in HC (relative to LC) sentences in speech comprehension, 
source-localized in the left inferior frontal cortex. D) León-Cabrera et al. (2019): left anteriorly distributed anticipatory negativity in the 1-second interval between 
HC sentence contexts and their sentence-final (target) words (relative to LC and NS) in written comprehension. The topographies show the difference between HC and 
LC. E) León-Cabrera et al. (2019): ultraslow negativity (<5 Hz) emerged over frontocentral sites already at the fourth to fifth word of the sentences for HC (relative to 
LC and NS) sentences. 
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pause, with larger amplitudes in LC than HC contexts, interpreted as a 
CNV reflecting greater expectancy in LC contexts. In contrast, in the 
auditory modality, they observed a marked emitted potential (instead of 
slow component) with more negative amplitudes were observed in LC 
compared to HC contexts. The effect was interpreted as reflecting sur
prise due to the unexpected interruption of fluent speech, greater in HC 
(relative to LC) contexts, where very strong expectations about the 
continuation were suddenly unfulfilled due to the pause. 

Inspired by these findings, León-Cabrera et al. (2017) conducted a 
speech comprehension study using a similar delay paradigm, but with 
some adjustments. In the experiment, sentences were presented with 
varying levels of contextual constraint (HC and LC), and a control con
dition was included where predicting the final word was not possible at 
all because the sentences were non-semantic (NS) —meaningless sen
tences created by randomly swapping the sentence’s vowels. In addition, 
to eliminate the effect of surprise, the pre-target pause (1000 ms) was 
present in all trials. In line with the results from Besson et al. (1997), the 
ERP analysis of the pre-target interval revealed the development of an 
anticipatory negative potential. However, in this case, it was larger 
(more negative) at increasing levels of contextual constraint (HC > LC >
NS) and maximal at left anterior sites (most prominent at F7 electrode) 
(Fig. 1B), in line with the prediction negativity in Li et al. (2017). One 
task difference that could explain this striking divergence is that Besson 
et al. used familiar proverbs, as opposed to unfamiliar HC sentences. As 
fixed expressions in memory, proverbs may involve different predictive 
mechanisms than familiar sentences, relying on categorical expectations 
instead of context-based, probabilistic expectations (Vespignani et al., 
2010), which might lead to distinct brain responses (Cermolacce et al., 
2014; Proverbio et al., 2009). Therefore, the prediction negativities in 
León-Cabrera et al. (2017) and Li et al. (2017) might capture mecha
nisms associated with context-driven probabilistic prediction, thus 
reflecting the strength and/or accuracy of the prediction as a function of 
constraint. In a later study, the authors adapted the same task to the 
visual modality (León-Cabrera et al., 2019) (Fig. 1D). Participants read 
sentences (HC, LC, or NS) that were presented one word at a time, and 
that also contained a 1-second delay before the sentence-final word. In 
line with the findings in speech comprehension, a left-anterior predic
tion negativity developed in the delay with larger amplitudes for HC 
(than LC and NS), suggesting that the mechanism underlying this pre
diction negativity is not entirely dependent on input sensory modality. 

More recently, adopting a similar approach, Grisoni et al. (2021) 
observed a prediction negativity in a speech comprehension task 
(Fig. 1C). Specifically, they also reported the emergence of a 
frontally-distributed prediction negativity in the 1100 ms delay pre
ceding final words in HC (relative to LC) sentences. An important 
contribution of this study is that they located the main source of the 
prediction negativity in the left inferior prefrontal cortex. In addition, 
their sentence contexts were designed to constrain to either 
animal-related or tool-related concepts. Within the semantic categories, 
they also found a prediction negativity, but additionally detected 
category-specific sources in visual-related and motor-related areas for 
animals and tools, respectively. In fact, an earlier study by Grisoni and 
colleagues (2017) had already shown content-specific prediction nega
tivities, emerging over dorsolateral motor regions when it preceded a 
hand-related verb (“write”) and over ventral motor regions when it 
preceded a face-related verb (“talk”). The somatotopy motivated the 
authors to interpret their prediction negativity as capturing the “se
mantic features of the anticipated stimulus” (Pulvermüller and Grisoni, 
2020). 

A characteristic feature of all these prediction negativities is that 
they build up over time before the presentation of the target. Indeed, in 
the aforementioned study by León-Cabrera et al. (2019), the prediction 
negativity preceded sentence-final words by several seconds, suggesting 
that the underlying anticipatory process can begin substantially early 
during sentence comprehension. Specifically, they found that an ultra
slow negativity (low-pass-filtered at 5 Hz) emerged over frontocentral 

sites already at the fourth to fifth word of the sentences for HC (relative 
to LC and NS) sentences (Fig. 1E). Previous studies in the field of sen
tence processing had reported ultraslow negativities (encompassing 
many words). These negativities are likely associated with longer-lived 
cognitive processes involved in sentence comprehension, which underlie 
co-occurring, shorter-lived processes at the word or sub-word level, like, 
for example, the N400 component (Kutas and King, 1996). Likewise, the 
results in León-Cabrera et al. (2019) suggested that there was a 
longer-lived process, as reflected in the broadly distributed ultraslow 
prediction negativity, underlying other, shorter-lived processes, like the 
more spatiotemporally constrained, left-anterior prediction negativity 
that emerged in the last milliseconds before the presentation of the ex
pected target word. Previous studies have consistently tied cross-clause 
negativities to increased working memory (WM) demands when pro
cessing sentences with difficult syntactic or conceptual configurations 
(Fiebach et al., 2002; Kutas and King, 1996; Matzke et al., 2002; Münte 
et al., 1998; King and Kutas, 1995). Following this, the authors argued 
that this ultraslow sentence-level modulation could similarly capture 
increased WM costs, in this case resulting from top-down prediction in 
HC sentence contexts. 

One critical aspect of many of the reviewed studies is that half of the 
targets in every condition (HC and LC) were semantically incongruent 
(Besson et al., 1997; León-Cabrera et al., 2017; 2019; 2021; Li et al., 
2017; Grisoni et al., 2017). This is usually done with the goal of assessing 
word predictability effects on the N400 component—that is, that 
incongruent and unexpected targets, which could not be predicted by 
the participant, elicit larger N400 amplitudes than the congruent and 
predictable ones (reviewed in Kutas and Federmeier, 2011). Consis
tently, all these studies report N400 congruency effects, which could be 
interpreted as reflecting post-target prediction match or mismatch (as 
discussed in Section 2). Notably, Grisoni et al. (2021) did not include 
incongruent or highly unexpected words but target nouns differed in 
predictability (cloze probability). In the same vein as the studies 
manipulating congruency, amplitudes were more negative in the HC 
(than in the LC) condition. Further, the authors reported an inverse 
correlation between pre-target prediction negativities and post-target 
N400 amplitudes: more constraining contexts resulted in increased 
negativities before target words and reduced N400 negativities upon 
hearing the target words. Notably, pre-target prediction potentials did 
not correlate with N200 amplitudes, strengthening the idea that pre
diction negativities may indeed be functionally related to lex
ical/semantic pre-activation. 

Thus, the combined pre- and post-target ERPs in all these studies are 
consistent with prediction. However, each task might lead to the pre- 
activation of different types of features (e.g., only semantic or also 
orthographical). The reading comprehension task by León Cabrera et al. 
(2019), for instance, showed that incongruent words in HC contexts 
triggered a larger negativity than congruent ones as early as 200–250 ms 
post word onset. In the visual domain, N250 responses decrease for 
repeated words (Holcomb and Grainger, 2006), indicating facilitated 
orthographic processing (Morris et al., 2008). Hence, the early nega
tivity strengthens the idea that participants were generating highly 
specific predictions, perhaps even at the level of word form, which might 
have been enabled by the relatively slow rate of presentation of the 
words in this task (Freunberger and Roehm, 2016; Ito et al., 2016). 

Relatedly, the fact that these paradigms incorporated salient delays 
might have also critically boosted prediction effects by providing more 
time than usual to form predictions, and/or by inducing a strategic in
crease of attention towards the target word. Although the presence of 
delays may have influenced the kind of cognitive processes engaged 
during the task, it should be noted that the sustained negativities found 
in these paradigms are similar to those in studies that do not incorporate 
delays (Li et al., 2017). Likewise, the presence of incongruent words 
(which are not a common phenomenon in naturalistic language settings) 
does not seem to play a determinant role in the elicitation of these 
anticipatory negativities, given that they also emerge when only 

P. León-Cabrera et al.                                                                                                                                                                                                                          



Neuroscience and Biobehavioral Reviews 160 (2024) 105624

7

congruent words are included (Grisoni et al., 2021). Another argument 
against these task-related factors—the presence of delays and/or 
incongruent words—driving the emergence of prediction negativities in 
these tasks is that they are a constant variable in both levels of constraint 
(HC and LC) and, therefore, cannot explain the differences between the 
two conditions. Nevertheless, future studies should directly test the in
fluence of these factors on the elicitation of the prediction negativities. 
For example, a study could manipulate the length and quality of the 
silent delays to investigate to what extent the anticipatory sustained 
negativities are conditioned by the pauses. 

4.2. Using phonological cues to predict 

In parallel to the aforementioned work, several studies have reported 
strikingly similar effects in tasks employing specific phonological cues 
rather than sentence contexts to study prediction. The advantage of the 
phonological cues is that ERPs can be time-locked to cue onset, which 
allows researchers to study the process of prediction from its very 
beginning. There is, by now, extensive evidence that individuals use 
phonological information to generate predictions. Specifically, listeners 
have been observed to take advantage of prosodic (Hjortdal et al., 2022; 
Lozano-Argüelles et al., 2020; Roll et al., 2013; Sagarra and Casillas, 
2018; Söderström et al., 2018) and segmental information (Allopenna 
et al., 1998; Dahan et al., 2001) and even fine-grained phonetic details 
(Archibald and Joanisse, 2011; Beddor et al., 2013; Salverda et al., 
2014) to pre-activate anticipated upcoming speech. In ERP studies, more 
constraining phonological cues typically elicit an increased negativity 
starting before the cued target forms appear in their entirety in the 
speech input (Dufour et al., 2013; Gosselke Berthelsen et al., 2018; 
Hjortdal et al., 2024; Hunter, 2013; Roll et al., 2010, 2015, 2017; 
Söderström et al., 2016; Söderström, Horne, and Roll, 2017; Söderström, 
Horne, Mannfolk, et al., 2017). 

One line of research has investigated the predictive function of 
phonological word accent cues in Swedish and Danish. Swedish words 
bear tonal information that is conditioned by following suffixes (Bruce, 
1977). The noun 1hatt ‘hat’, for instance, is realised with a low tone 
(accent 1). The tone is retained in the presence of the definite singular 
suffix -en in 1hatt-en ‘the hat’ (literally ‘1hat-the’) but is replaced by a 
high tone (accent 2) when the stem is combined with the indefinite 
plural suffix -ar in 2hatt-ar ‘2hat-s’. The Danish variety of word accents 
distinguishes between a creaky voice quality, stød, and a modal voice 
quality, non-stød on the stem, but there are similar associations between 
prosody and morphology (Fischer-Jørgensen, 1989). Accent 1 is typi
cally more constraining than accent 2 as it has a smaller set of possible 
endings (Hjortdal et al., 2022, 2024; Roll, 2022; Söderström et al., 
2016). Researchers exploited this intrinsic asymmetry in the degree of 
constraint of phonological cues to study neural activity timed directly to 
the phonological cue, allowing them to study prediction unfolding from 
the specific moment that the target is cued. They have typically 
embedded speech fragments with phonological cues in identical (and 
therefore equally constraining) contexts. For the Swedish word accent 
example above, this could be a sentence like ‘For Christmas, I got 
1hat-the / 2hat-s.’ In these types of neutral contexts, the phonological 
cues (the different tones on the stem, marked with superscript numbers) 
are then virtually the only features that make a difference in constraint 
and, therefore, any divergence in predictive activity can be directly 
related back to them. 

The more constraining phonological cue elicits a stronger negativity 
in the ERP signal. This negativity has been labeled PrAN (pre-activation 
negativity) and differs from the previously described anticipatory 
negativity for sentence contexts with respect to how the ERPs are time- 
locked. The PrAN is time-locked directly to the onset of the predictive 
cue and can therefore track the pre-activation of the predicted ending 
from its beginning. This is impossible in the case of sentence contexts 
where predictions build up incrementally over the course of the sentence 
culminating in the pre-target time window (see Section 4.1.). The PrAN 

typically starts as early as 136 ms after phonological cue onset, and the 
negativity can last for well beyond 400 ms (Fig. 2A, B). While the 
negative deflection is overall most pronounced at anterior and central 
electrodes, the PrAN has been argued to comprise two phases that might 
have partly distinct neural substrates (Fig. 2D; Roll et al., 2023). The 
first phase—before 200 ms—has a left posterior topographical distri
bution (Roll et al., 2015; Söderström, Horne, Mannfolk, et al., 2017), 
and correlations with blood-oxygen-level-dependent (BOLD) effects 
have suggested sources mostly in and around the auditory cortices of the 
left temporal lobe (Roll et al., 2015; Söderström, Horne, Mannfolk, et al., 
2017). In contrast, the second phase—after 200 ms—typically has an 
anterior (Gosselke Berthelsen et al., 2018; Hjortdal et al., 2022; Novén, 
2021; Roll et al., 2010) or left anterior distribution (Roll et al., 2015; 
Söderström, Horne, and Roll, 2017; Söderström, Horne, Mannfolk, et al., 
2017) with BOLD-effect correlations mainly in the left inferior frontal 
gyrus (Roll et al., 2015, 2017; Söderström, Horne, Mannfolk, et al., 
2017; Söderström et al., 2018). The BOLD response differs slightly 
depending on what type of linguistic material can be predicted. When 
the prediction is syntactic rather than morphological, for instance, an 
additional generator has been found in the left anterior insula 
(Söderström et al., 2018), which is associated with syntactic predictions 
(Jakuszeit et al., 2013) (see Fig. 2C). Topographical comparisons and 
proposed sources suggest that the second phase of the PrAN resembles 
the prediction negativity found in the pre-target time windows in the 
sentence context paradigms discussed in Section 4.1. The effect is 
functional rather than acoustically conditioned since it was replicated in 
a dialect where the tones represent an acoustic mirror image as 
compared to the previously studied Central Swedish (Roll, 2015). The 
PrAN has, likewise, been dissociated from the N1 component, obtained 
for acoustically salient features. Specifically, Roll et al. (2013) observed 
a PrAN overlapping with the P2 component for the highly constraining 
but acoustically non-salient low accent-1 tone. When the words were 
deprived of their lexical content, no PrAN was found, but instead an N1 
increase in the preceding time window for the acoustically salient high 
accent 2 tone. 

Aligned with the majority of studies investigating prediction, the 
PrAN has been elicited in paradigms that include prediction violations 
where phonological cues are followed by uncued targets such as 
incongruent suffixes. Such prediction violations lead to increased reac
tion times (Söderström et al., 2012; Clausen and Kristensen, 2015) as 
well as the well-known post-target responses related to prediction error 
reviewed in Section 2. Depending on the experimental task and the type 
of cued information, encountering an uncued target either elicits an 
increased N400 (Gosselke Berthelsen et al., 2018; Hjortdal et al., 2022) 
or a LAN (Novén, 2021; Söderström, Horne and Roll, 2017) followed by 
a P600 response (Gosselke Berthelsen et al., 2018; Hjortdal et al., 2022; 
Novén, 2021; Roll, 2015; Roll et al., 2010, 2013, 2015). The emergence 
of the traditional markers of failed prediction in addition to the 
pre-target PrAN further strengthens the claim that listeners use the as
sociations between prosodic cues on word stems and target suffixes to 
pre-activate the endings before they are realized in the speech signal. 

Building on the robust association between PrAN and predictive 
strength, researchers have explored the effect in other contexts where 
the phonological cues differ in how constraining they are. It has long 
been a fundamental assumption of many models of spoken word 
recognition that listeners incrementally pre-activate potential word 
candidates in parallel as soon as the first few speech sounds of a word are 
available (Marslen-Wilson, 1987; McClelland, 2013; Norris et al., 2016). 
In line with this, the PrAN is modulated by the lexical constraint pro
vided by the first few speech sounds in a word. The more constraining 
the word beginning, the more negative the PrAN (Hjortdal et al., 2024; 
Söderström et al., 2016; Roll et al., 2017). The constraint can be esti
mated from the number of complete words (and their respective prob
abilities) that can be formed from the word beginning: the fewer lexical 
competitors, the more constraining the word beginning. For example, 
the word onset ts- can form relatively few complete words, like tsunami, 
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whereas st- can have many completions, including start and stop. 
Therefore, ts- is more constraining than -st. More negative amplitudes 
have been reported for words with few lexical competitors in an early 
time window (136–450 ms), not only for Swedish (Roll et al., 2017; 
Söderström et al., 2016) but also for English and French (Dufour et al., 
2013; Hunter, 2013). Early works interpreted similar effects as increased 

positivities for the condition involving larger numbers of possible con
tinuations and higher lexical competition (Hunter, 2013; Roll et al., 
2010, 2013). However, global field power (GFP) measures of ERPs and 
their correlation with an increased hemodynamic signal showed that the 
polarity was rather a negativity for HC phonological cues (Roll et al., 
2015, 2017; Söderström et al., 2016). The GFP quantifies the amount of 

Fig. 2. A) Roll et al., (2015): Pre-ativation negativity (PrAN) for tonal word onsets cueing suffixes and correlated BOLD contrast. B) Dufour et al., (2013): Negativity 
for word onsets cueing endings with different neighborhood density. C) Söderström et al., (2018): PrAN for boundary tones cueing syntactic structure and correlated 
BOLD contrast. D) Roll et al., (2015): Global field power (GFP) peaks indicating bi-phasic activity. E) Söderström et al., (2016): PrAN for word onsets cueing endings 
with a high and low number of possible continuations; correlation between PrAN and lexical competition. HC = high constraint; LC = low constraint. Note that in the 
PrAN experiments, ERPs are locked to cue onset. Target onset varies. We illustrate mean target onset with gray lines, while the gray-shaded area shows the variation 
(+/- one standard deviation). All figures have been adapted slightly from the original papers for a more coherent presentation. 
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activity of the electrical field across all electrodes. GFP peaks were 
originally proposed for detecting ERP component maxima (Lehmann 
and Skrandies, 1980). Based on pronounced GFP peaks, the PrAN studies 
argued that HC phonological cues rather than LC cues drive the effect 
(Roll et al., 2015; Söderström et al., 2018). 

A gap in the existing research are studies investigating the effects of 
differently constraining phonological cues in neutral sentences–but with 
a 1000-ms delay preceding the target. Delays within words would 
indeed sound unnatural, but such a study is possible when the phono
logical cue is realized on a separate word. English definite or indefinite 
articles are examples of such words. While the articles a and the [θə] 
precede words beginning with consonants, an and the [θi:] precede 
vowels. Our intuition is that the latter are more constraining and thus 
stronger phonological cues because they signal vowels, a more limited 
group of speech sounds, whereas a and the [θə] are followed by a larger 
class of consonants, but this should of course be backed up by a corpus 
study. Similar to the studies of Leon-Cabrera et al. (2017, 2019) and 
Grisoni et al. (2017), (2021), delays could be imposed between articles 
and following words. We hypothesize that a stronger negative potential 
would build up following an and the [θi:] than a and the [θə]. A cre
scendo of the enhanced negativity prior to the target noun, similar to 
what has been reported by León-Cabrera and colleagues, would further 
support that the negativity reflects anticipation rather than processing of 
the phonological cue itself. 

4.3. Potential mechanisms underlying anticipatory negativities in 
language comprehension 

A close inspection of both bodies of work (i.e., using sentence con
texts or phonological cues) reveals the common finding of the devel
opment of prediction negativities —anticipatory sustained negativities 
in response to strongly predictive cues that allow the pre-activation of 
upcoming linguistic input at different representational levels. These cues 
range from simple and discrete phonological information (prediction 
negativities for phonological cues, or PrAN), to the more complex and 
diverse information embedded in sentence contexts (prediction nega
tivities in sentence contexts). Most relevantly, the latency and 
morphology (wave shape) of these components is strongly consistent 
with anticipatory processing: they not only precede the target, but ramp 
up before its presentation, similar to the anticipatory negative potentials 
reported in other cognitive domains and in simpler linguistic tasks (see 
Sections 3 and 4). Their topographical distribution is more heteroge
neous, but there is a common left anterior locus across prediction neg
ativities for sentence contexts and phonological cues. Next, we will 
discuss their similarities and differences and interpret them in the light 
of other, well-established ERPs associated with predictive language 
processing and anticipatory processing. 

The anticipatory character of prediction negativities is supported by 
the fact that their amplitude is modulated by how strongly linguistic 
cues constrain the possible targets. As mentioned above, prediction 
negativities have similar antecedent conditions in that they are both 
modulated by constraint, either from a preceding sentence context or a 
phonological cue. For example, the amplitude of the PrAN (i.e., pre
diction negativities for phonological cues) varies continuously with 
different levels of constraint. Recently, Hjortdal et al. (2024) reanalysed 
data from three previous experiments which investigated the predictive 
value of word accents (Roll, 2015; Novén, 2021; Hjortdal et al., 2022). 
Using combined pronunciation lexica and frequency lists, they calcu
lated measures of cohort entropy, an estimate of the uncertainty about 
the lexical identity of unfolding words, upon hearing word beginnings 
up until and including word accents. Entropy can be understood as the 
average or expected surprisal of an outcome: if many lexical candidates 
are equally likely, entropy is high whereas if one candidate has high 
probability, entropy is low. Noticeably, Hjortdal et al. reported a cor
relation between brain potentials and cohort entropy (while controlling 
for phoneme surprisal). In other words, the more constraining the first 

few phonemes of a word, the more negative the ERP amplitude. This 
observation is similar to what has been reported in the non-linguistic 
CNV literature (Bennett et al., 2015; Gómez et al., 2019). For instance, 
Gómez et al. (2019) found that when participants had stronger prior 
expectations of cue validity in a Central Cue Posner Paradigm, ERP 
amplitudes preceding the target stimulus were more negative. In a 
similar vein, the amplitude of the prediction negativities in sentence 
contexts seem to follow a linear trend across HC, LC, and non-semantic 
sentence contexts (León-Cabrera et al., 2017, 2019) (Figs. 1B, 1D). This 
relationship could be further investigated by also incorporating condi
tions of medium constraint or a continuous range of constraint levels. 

Another common feature of the prediction negativities is that they 
precede the target and last until its encounter. However, they can differ 
in duration. The PrAN (i.e., the prediction negativity for phonological 
cues) is time-locked to the onset of the predictive cue (e.g., a tonal 
change) and it has a relatively short duration (about 400 ms), emerging 
and resolving within words (Fig. 2). The specificity of the cue, critically, 
allows the experimenter to isolate the time window when the pre-acti
vation—triggered by the predictive cue—is likely to initiate. This differs 
from the studies in which the ERPs are time-locked to the onset of a 
delay between the sentence context and the final word (Grisoni et al., 
2017; 2021; León Cabrera et al., 2017; 2019) (Figs. 1B, 1C, 1D). In these 
cases, longer-lasting predicion negativities build up in the delay (for 
about 600–800 ms) until the presentation of the sentence-final word, 
and are morphologically more similar to the SPN, which has often been 
associated with increased anticipatory attention to relevant stimuli (see 
Section 3). Therefore, one possibility is that these longer-lasting pre
diction negativities also reflect an increased level of attention and ex
pectancy to the presentation of the incoming word. Interestingly, 
attention might be correlated with the degree of specificity of the pre
diction. Under a predictive coding framework, modulations in the level 
of attention would be associated with the expected degree of precision of 
the predictions that are being generated (Friston et al., 2018; Walsh 
et al., 2020). As such, situations where individuals make more precise 
predictions (e.g., after a strongly constraining cue) might go hand in 
hand with a state of greater anticipatory attention to the incoming 
bottom-up information. Therefore, the amplitude of the anticipatory 
negativities might reflect an increased state of expectation that is 
functionally related to the specificity of the prediction. The previous 
idea also fits well with existing evidence in the oscillatory domain 
showing that alpha (8–12 Hz) and/or beta (~13–25 Hz) power is 
decreased in the anticipatory interval of words in HC relative to LC 
sentence contexts (León-Cabrera et al., 2022; Li et al., 2017; Rommers 
et al., 2017; Terporten et al., 2019; Wang, Hagoort, and Jensen, 2018), 
that is, under the same conditions that elicit prediction negativities. 
Interestingly, alpha/beta power decreases have been associated with 
optimal states for the processing and representation of information 
(Hanslmayr et al., 2012). For example, a recent combined EEG-fMRI 
study found that alpha/beta power decreases correlated with brain 
patterns containing more specific information about stimuli (videos or 
melodies) during their perception and recall (Griffiths et al., 2019). 
These findings were interpreted as indicative that alpha/beta power 
decreases provide favorable conditions for accurately representing in
formation. Following this rationale, the alpha/beta power decreases 
preceding sentence-final words in HC contexts might similarly reflect 
the presence of a more rigorous and well-specified internal representa
tion (relative to LC contexts) associated with the pre-activation of 
stimulus-related low-level features. 

On the other hand, as previously mentioned, the shorter-lived and 
more specific nature of the PrAN (lasting about 400 ms on average) 
might be more strongly tied to the moment in which the pre-activation is 
initiated. Of note, the second phase of the PrAN shows a frontal, left- 
lateralized distribution (Roll et al., 2015, 2017; Söderström et al., 
2016, 2018) (Figs. 2A, C, and D), which strikingly converges with the 
observation that prediction negativities in sentence contexts are largest 
at left frontal electrodes (i.e., F7 electrode) in the last milliseconds 
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immediately preceding the target (Grisoni et al., 2021; León-Cabrera 
et al., 2017, 2019; Li et al., 2017) (Figs. 1A, B, C, and 1D). A possibility is 
that both types of prediction negativities reflect the same process. In line 
with this notion, source-localization findings suggest that, in both cases, 
the effect stems from activity in the left inferior frontal cortex (LIFC) 
(Grisoni et al., 2021; Roll et al., 2015, 2017; Söderström et al., 2018). 
The LIFC is involved in multiple language-specific (Friederici, 2012; 
Hagoort, 2017) as well as domain-general functions (Fedorenko and 
Blank, 2020; Novick et al., 2010). However, one of its roles that might be 
particularly compatible with the elicitation of the left anterior predic
tion negativities is that of selection and retrieval of linguistic represen
tations (Matchin et al., 2017; Thompson-Schill et al., 1997; Zhuang 
et al., 2014). More specifically, during sentence comprehension, the 
anterior and posterior LIFC would utilize context-based information to 
mediate the controlled selection and retrieval of linguistic representa
tions, respectively (Lau et al., 2008). As such, the LIFC might be a key 
region supporting the generation of context-based predictions (Silcox 
et al., 2023), and left frontal prediction negativities immediately pre
ceding targets may be associated with this process, both in response to 
phonological cues and to sentence contexts. In this regard, it is inter
esting to note that the sources of the PrAN vary as a function of whether 
the prediction is about morphological or syntactic information (Roll 
et al., 2015; Söderström et al., 2018). Likewise, prediction negativities in 
sentence contexts can have topographical distributions and sources that 
are related to the semantic category of the expected words (Grisoni 
et al., 2017, 2021). These findings are suggestive that the topographical 
distribution and/or the underlying sources of prediction negativities 
may serve as online indices of pre-activation at different levels of rep
resentation (e.g, morphological, syntactic, or semantic). 

An unresolved question is whether other types of linguistic cues also 
elicit prediction negativities. In this regard, a few ERP studies have 
looked into the role of grammatical cues. For instance, van Petten and 
Kutas (1991) found that function words (e.g., determiners, pronouns, 
prepositions, etc.) elicited a larger negativity than content words (e.g., 
nouns, verbs, adjectives) about 400–700 ms post-word onset. The au
thors interpreted the negativity as a type of CNV and argued that 
function words cued the forthcoming presentation of a more informa
tive, content word. In a more recent ERP study, Huang et al. (2023) 
investigated the effects of Mandarin Chinese animate- and 
inanimate-constraining classifiers as cues to following nouns. In both 
conditions, a negativity built up in a 1000-ms interstimulus window 
preceding the target nouns. These studies hint at grammatical cues like 
gender-marked articles and classifiers being used to predict upcoming 
words. To further attest this, future studies could quantify and directly 
manipulate the degree of constraint of these grammatical cues. We 
expect that prediction negativities will arise time-locked to the onset of 
the grammatical cues, i.e., with larger amplitudes for greater levels of 
constraint. 

Overall, prediction negativities might serve as indices that a certain 
linguistic cue (e.g., sentence context or phonological cue) has triggered 
the pre-activation of a specific representation. One relevant contribution 
of the characterization of these prediction negativities is that, given their 
anticipatory nature, they can contribute to a more nuanced under
standing of the cognitive processes involved in linguistic prediction. In 
contrast to post-target ERP components, like the N400, LAN, or P600, 
prediction negativities emerge in the pre-target interval and therefore 
are more likely to directly relate to the pre-activation process, rather 
than its aftermath. Therefore, prediction negativities are bound to pro
vide complementary information about the different phases and oper
ations within the predictive chain (see Table 1). As an example, under 
predictive coding frameworks, pre-target prediction negativities would 
reflect top-down pre-activation, while post-target ERP indices would 
capture bottom-up prediction error and model updating. The shorter- 
lived PrAN may be more adept at pinpointing the precise moment that 
the pre-activation of a specific representation happens, and it can be 
combined with relatively punctate post-target ERPs, such as the N400, to Ta
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simultaneously examine pre-activation and its facilitatory effect on 
bottom-up processing. On the other hand, the longer-lived prediction 
negativities appearing between sentence contexts and sentence-final 
words might additionally capture states of increased attention towards 
the expected input. We have put forward the hypothesis that both the 
shorter-lived and longer-lived prediction negativities that share a left 
frontal distribution might reflect the context-driven selection and/or 
retrieval of expected representations, although future studies are 
necessary to directly test this hypothesis. Likewise, more research is 
needed to understand to what extent these prediction negativities could 
be informative of the type of content that is being pre-activated. 

Finally, future experiments could simultaneously track the devel
opment of different types of prediction negativities within the same 
sentence. For example, within sentences, certain words might provide 
key information to predict another, incoming word. This could be 
indexed by left frontal prediction negativities developing between the 
two items, as in the study by Li et al., (2017) (Fig. 1A). On the other 
hand, as a sentence unfolds, comprehenders gradually build a high-level 
representation of the meaning of context, which may be constantly used 
to pre-activate information at multiple representational levels (e.g., 
Kuperberg and Jaeger, 2016). Interestingly, the effects of this contin
uous top-down issuing of predictions (at different representational 
levels) might be imprinted in slower and broadly distributed prediction 
negativities building up over the course of sentence processing (León-
Cabrera et al., 2019) (Fig. 1E). These slower modulations might there
fore capture longer-lived cognitive operations underlying the other, 
shorter-lived and more specific prediction negativities, like the PrAN, 
which, as previously discussed, might index when a more specific lin
guistic representation (e.g., morphological, syntactic, semantic, or 
other) has been pre-activated. Investigating both shorter- and 
longer-lasting prediction negativities in the same task could be 
enlightening about which information is being used to generate pre
dictions in a particular situation. 

5. Concluding remarks 

There is a consensus that language users predict linguistic input 
during comprehension, at least under certain circumstances. Most ERPs 
used to measure prediction in language primarily focus on processes 
triggered after perceiving pre-activated words, while there is limited 
knowledge regarding ERP signatures preceding them. In this pursuit, 
recent studies have converged in showing anticipatory negativities 
preceding words or word segments that can be predicted from sentence 
contexts or phonological cues. Based on their commonalities in terms of 
functional sensitivity and spatiotemporal features, as reviewed here, we 
propose that these negativities may reflect cognitive operations involved 
in pre-activating linguistic input at different representational levels. 
Crucially, these prediction negativities have attributes that are quite 
different from other, well-established ERPs associated with prediction in 
language and can therefore nicely complement them. More specifically, 
they have at least two important differential features that make them 
interesting. The first is their latency, as they precede the predicted 
stimulus, rather than being triggered by it (as in the case of the N400 or 
the P600). The second is their morphology: they are relatively sustained 
and can build up several hundreds of milliseconds. Thus, future studies 
could capitalize on these characteristic features to investigate mecha
nisms of linguistic prediction at different time intervals (before and after 
the perception of pre-activated input) and with distinct time courses 
(shorter-lived and longer-lived cognitive processes). 
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