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In Sweden, the sensitivity of the interconnected railway system is 
heightened by the increased capacity utilisation and inherent heter-
ogeneity in train traffic, which can lead to delays that easily propa-
gate throughout the railway network. Technological advancements 
enable the adoption of data-driven approaches such as predictive 
models to tackle train delay issues by improving train traffic man-
agement and passenger planning. The thesis examines the existing 
train delay prediction models and introduces innovative approach-
es to enhance the model’s performance. The ultimate goal is to 
increase the understanding of data-driven train delay prediction 
models, thereby accelerating the adoption of data-driven methods 
in the railway research community.
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Abstract 
In Sweden, extensive use and the inherent heterogeneity of train traffic have 
significantly increased the sensitivity of the train system so that the delay of one 
train can easily propagate to others. Repeated experiences with train delays can lead 
passengers to perceive that railway transportation is unreliable. Despite being 
considered a green mode of transport, this environmental benefit truly comes into 
effect when passenger volumes are sufficiently high. Therefore, minimising train 
delays becomes crucial to promote a modal shift from private vehicles to railways. 

The advent of advanced technologies facilitating the collection and storage of 
extensive train operation data has paved the way for addressing train delay issues 
from a data-driven perspective, thus leading to a predominant focus on train delay 
prediction research. To develop theoretical and practical knowledge for the 
continuous advancement of decision support tools, this thesis aims to explore and 
understand data-driven train delay prediction. The thesis is grounded in the findings 
of six papers. Paper 1 systematically reviews existing literature on data-driven 
approaches for predicting train delays, captures commonly adopted technical 
solutions, and identifies weaknesses in current models. It suggests promising 
directions for future research in this area while highlighting under-researched 
prediction issues. To ascertain useful input variables, Papers 2 and 3 employ 
statistical regression to quantify the relationship between various explanatory 
variables and train delays. Papers 4 and 5 address the development of robust data-
driven train delay prediction models, introducing dynamic multi-output models 
capable of continuously predicting train arrival delays for multiple downstream 
stations at arbitrary prediction times. To enhance performance, the studies further 
introduce error adjustment strategies that continuously correct predictions based on 
observed train traffic information. To ensure real-world effectiveness, Paper 6 seeks 
to construct an evaluation framework for a thorough assessment of train delay 
prediction models.  

The main contribution of the thesis is twofold. Firstly, it sheds light on the current 
practices in data-driven train delay prediction studies, synthesising progress in 
various aspects of model development and highlighting the limitations of existing 
modelling techniques. Secondly, the thesis introduces innovative approaches to 
enhance model performance. For example, it identifies limitations in current 
evaluation processes and introduces an evaluation framework to address these gaps. 
Recognizing the limitations of the current focus on one-step-ahead prediction for 
practical application, the thesis introduces a dynamic multi-output modelling 
framework that generates predictions for all downstream stations at arbitrary 
times. Overall, the thesis helps to bring greater transparency to this growing field of 
research, with the ultimate goal of accelerating the adoption of data-driven 
approaches in the railway research community.  
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Popular science summary 
The demand for train services has increased steadily in Sweden over the years. 
Increased capacity utilisation combined with heterogeneous train traffic makes the 
railway network in Sweden susceptible to delays. The widespread nature of train 
delays creates substantial adverse impacts on train operations, passengers, the 
environment and the economy. For instance, train delays increase the risk of a train 
exceeding its scheduled track occupation time, which hinders other trains or even 
causes route conflicts. Repeated experiences with delays can lead passengers to 
perceive that train transportation is unreliable, thus generating negative word-of-
mouth publicity and inevitably deteriorating the image of railway transport. These 
phenomena demotivate the modal shift from private vehicles to railways, which 
results in lost revenue from train operations while causing the transport sector to 
continue contributing a larger share of total CO2 emissions, the major source of 
greenhouse gases. This, consequently, leads to climate issues. 

One solution to address train delays is to expand railway capacity, but constructing 
new railways is capital-intensive and problematic in terms of time and 
environmental constraints. An alternative solution is to provide decision-support 
tools such as train delay prediction models for passengers and train operators. For 
train dispatchers, predictive models provide essential information on expected train 
trajectories and conflicts, thus enabling necessary adjustments to be made for 
resolving conflicts between train paths and enhancing the operational efficiency and 
capacity of the railway transportation system. For passengers, predicted train delays 
make it easier to identify valid alternatives when planning the best connections for 
their trips. In current practice, train dispatchers play an important role in real-time 
train management by solving any potential train conflicts and recovering disruptive 
events based on their experience. Similarly, the current passenger information 
system in Sweden relies on manual forecasts generated based on the scheduled 
timetable and updated by dedicated staff. These practices are heavily experience-
oriented and have the limitation of assuming the expected arrival delays are equal 
to the current upstream delays, neglecting the fact that some trains recover from 
delays by running in the maximum performance regime while others become more 
delayed due to possible time loss in route conflicts. The growing availability of data 
makes it possible to address train delay problems from a data-driven perspective. 
However, there remains a lack of clarity regarding the specific requirements for 
developing such models. Therefore, the goal of the thesis is to improve clarity in the 
development process of data-driven train delay prediction models. 

To identify useful input variables for the train delay prediction models, the thesis 
examines the heterogeneous impact of various factors derived from multiple data 
sources on train delays. My research shows that the variables derived from the train 
operation data (e.g. dwell time, running time, and delays from previous trains and 
upstream stations) have the most significant impacts on train arrival delays at 
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downstream stations. We also found that it is important to consider the temporal and 
spatial perspectives of explanatory variables given that the variables from the 
nearest stations in real-time have a greater impact on subsequent train delays. More 
specifically, the consecutive upstream station delay of the same train has a greater 
impact on the current station train delay than delays from further upstream stations 
because the consecutive upstream stations are more reflective of current traffic 
conditions since the impacts of further upstream delays are absorbed by the 
consecutive upstream station delay. 

Although many existing studies focus on building one-step-ahead prediction 
models, the train delay prediction problem is more complex than it may at first seem. 
For instance, passengers have varied concerns about stations and thus have varying 
needs for train arrival time information based on their current locations. To build a 
prediction model with strong predictive capabilities that is useful in practical 
applications, we propose a dynamic multi-output machine learning model that can 
generate predictions for multiple downstream stations at arbitrary times. We further 
introduce an innovative approach—adaptive error adjustment strategies—in which 
both real-time and historical observed information is leveraged to enhance the 
model's performance. Our findings show that this approach enables the model to 
continuously correct its prediction output, thus improving prediction accuracy. 

To date, it has been shown that existing studies heavily emphasise prediction 
accuracy when evaluating the train delay prediction models, which has led to 
scepticism as to their practical effectiveness. At the same time, we need to know 
when, where and why certain models excel or perform poorly under certain 
circumstances. We simply need more knowledge regarding their predictive 
capabilities in diverse circumstances and the inadequacy of their prediction patterns. 
Thus, we proposed a model performance evaluation framework that assesses a 
model based on six key aspects (accuracy, precision, generalisation, interpretability, 
robustness and practicality) and multiple dimensions, including overall, spatial, 
temporal and train-specific dimensions. The comprehensive assessment bridges the 
gap between the theoretical and real-world implementation of train delay prediction 
models. 
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1 Introduction 

The demand for railway services has experienced a steady increase over the years, 
with many railways operating at a high degree of capacity utilization. In Sweden, 
the total number of train trips grew by 15.7% between 2017 and 2019, rising from 
229 million to 265 million (Trafikanalys, 2018a, 2020). From 2000 to 2019, the 
traffic supply, measured by passenger kilometres, surged by 77%, going from 8 243 
to 14 617 million passenger kilometres (Trafikanalys, 2020). Following two years 
of pandemic-related restrictions, there was a strong recovery in train travel, although 
a full rebound has not yet been achieved. In 2022, there were 244 million railway 
trips, marking a 35% increase compared to 2021, but this represents an 8% decrease 
compared to 2019. The total passenger kilometres for railway transport reached 
approximately 12.8 billion, reflecting a 60% increase from 2021 and a 12% decrease 
from 2019 (Trafikanalys, 2023a). Besides high-capacity utilisation, the railway 
system in Sweden faces challenges due to considerable heterogeneity in terms of 
train types, such as high-speed trains, commuter trains and freight trains, which all 
have distinct stopping patterns, acceleration capabilities and maximum speeds. The 
combination of high-capacity utilisation and heterogeneous traffic makes the 
railway network in Sweden susceptible to delays and disturbances.  

Despite the steady growth in Swedish railway traffic and the relatively less steep 
growth in railway construction, the Swedish Transport Administration 
(Trafikverket) has the long-term goal of making train services more reliable. This 
commitment became evident when Trafikverket set a goal for achieving a 
punctuality level of 95%, where punctuality is defined as a maximum delay of five 
minutes at the final station (JBS, 2021). From 2013 to 2017, train punctuality 
hovered around 90%, declining slightly to 88% in 2018 (Trafikanalys, 2018b). After 
a year of decreased reliability, there was an improvement in 2019, with just over 
91% of scheduled trains arriving at their final stations less than five minutes behind 
schedule. This positive trend continued in 2020, reaching a punctuality level of 94% 
(Trafikanalys, 2022b). This increase in punctuality could potentially be due to the 
reduced railway travel during the COVID-19 pandemic. Following a significant 
drop in demand, railway transport experienced traffic recovery in 2021, returning to 
normal volumes of train traffic due to the easing of restrictions. Consequently, train 
punctuality declined to 90% in 2021, a level comparable to the period from 2013 to 
2017, and further decreased to 87.2% in 2022, marking the lowest level in the last 
10 years (Trafikanalys, 2023b). This suggests that a lack in the number of train 
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services needed to meet daily travel demand is one of the causes of train delays, and 
the situation is expected to worsen due to the significant increase in train traffic 
volumes expected in the future. 

1.1 Operational challenges arising from train delays 
Train delays, defined as the deviation of actual train events from scheduled train 
events, are one of the most important performance indicators of railway operations 
(Goverde, 2005). Due to the involvement of many interacting processes dependent 
on human behaviour, technical devices and the environment, trains are inevitably 
subjected to delays due to a variety of causes in practice (Kecman, 2014). 
Infrastructure occupation refers to the time interval that block sections or 
interlocked routes are exclusively allocated to a train and therefore blocked for other 
trains (Goverde & Hansen, 2013). Train delays increase the risk of a train exceeding 
its track occupation time and hindering other trains. When scheduled dwell or run 
times are exceeded due to hindrance by other trains, the minimum safety distance 
and headways between two consecutive trains, especially at critical route nodes, 
becomes insufficient, thus causing route conflicts (Nie & Hansen, 2005). In busy 
and heavily utilized networks, when the buffer times incorporated into the timetable 
are not sufficient to absorb the train delays, a slight deviation from the schedule by 
a single train can easily propagate the delays to other trains that run over the same 
infrastructure and affect the rolling stock or crew connections, thereby disturbing 
the entire train network (Carey & Kwieciński, 1994).  

1.2 Passenger dissatisfaction caused by train delays 
The punctuality of train services is one of the major determinants of passenger 
satisfaction (Brons & Rietveld, 2008; van Loon et al., 2011). Despite the fact that 
railway transport offers an effective solution for commuting and intercity travel, its 
overall attractiveness is constrained by the perceived consequences of delays and 
unreliability in comparison to the travel times of other modes, such as private 
vehicles. The disutility arises from the risk of arriving late, which goes beyond the 
mere costs of the actual delays since it encompasses anxiety costs (uncertainty in 
itself), decision costs (the adjustments made in the face of uncertainty) and 
contingency planning costs (the additional time needed to execute the contingency 
plan) (Börjesson & Eliasson, 2011). This aligns with the observations of Parbo et 
al. (2016), who highlight that passengers dislike the stress induced by uncertain 
onward connections. Besides the average network performance, passengers are also 
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concerned with the variability and uncertainty of the travel times during their 
journeys (Barron et al., 2013).        

The response of passengers towards train delays depends on factors such as user 
expertise, car availability, perception of service recovery time, opinions on 
passenger information services, available transport services, time constraints, and 
the moment and place at which communication about the disruption occurs (Adele 
et al., 2019). Train delays can inconvenience passengers, especially those with tight 
connections or time-sensitive commitments. In consequence, unscheduled delays 
may create customer dissatisfaction, especially if they result in missed connections, 
late arrivals, missed appointments or other inconveniences, all of which contribute 
to a decline in the public’s perception of railway transportation. Improving the train 
service’s reliability and minimising delays can lead directly to increased passenger 
satisfaction, potentially encouraging a modal shift away from private motorised 
transport in favour of railway travel and fostering higher levels of ridership retention 
(Monsuur et al., 2021) given that the quality of public transport also has a direct 
effect on car ownership (Holmgren, 2020). 

1.3 Economic ramifications of train delays  
Train delays can have economic implications. The unreliability of train arrival times 
often prompts passengers and companies to adopt conservative measures, such as 
departing early or maintaining a safety stock of goods, thus incurring additional 
costs. The “cost” of train delays therefore signifies the foregone benefit that could 
have been realised if all trains were punctual. On the other hand, train operators take 
into account the inherent uncertainties when planning timetables and thus 
incorporate buffer times to facilitate the recovery of the railway system from delays. 
However, the increase in buffer time correlates with higher capacity consumption, 
leading to a reduction in maximum potential revenue (Jovanović et al., 2017).          

The costs associated with train delays for train operators can be broadly 
categorised into crew, locomotives, fuel, railcars and lading. The applicability of 
these cost categories depends on factors such as how trains are operated and where 
the delay is experienced (Lovett et al., 2015). For instance, due to restrictions on the 
working hours of train crews, train delays may require hiring more crew rather than 
relying on existing crews to work overtime. To maintain the minimum safety 
headway between trains, substantial delays or operating close to theoretical capacity 
might force the cancellation of some trains, resulting in lost revenue. Furthermore, 
train operators are subjected to regulatory requirements regarding punctuality, so 
service reliability punctuality and persistent delays may lead to non-compliance, 
thus drawing regulatory attention and risking potential penalties. In Sweden, train 
operators causing delays exceeding five minutes face fines imposed by Trafikverket 
(Andersson, 2014). The EU Rail Passengers' Rights Regulation grants passengers 
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the right to compensation for delays unless specified otherwise in the Terms and 
Conditions of Travel. This dual dynamic of compensating passengers and penalising 
infrastructure managers for delays translates into augmented costs or revenue losses 
for train operators. 

1.4 Train delay-induced environmental impacts 
In Europe, the transport sector contributes significantly to a larger share of total 
carbon dioxide (CO2) emissions, the major source of greenhouse gases (GHG) and, 
consequently, climate change. For example, approximately 40% of Sweden's total 
CO2 emissions in 2017 originated from the transportation sector (Blayac & Stéphan, 
2021). In this context, railway transportation emerges as a more environmentally 
friendly mode that offers a potential solution to alleviate congestion on highways 
and urban roads. It also promotes sustainable development and reduces pollution 
levels locally and globally. This is emphasised by the fact that every passenger 
shifting from road to train can save 0.105 kilogrammes of CO2 per passenger per 
kilometre travelled (Weber et al., 2022). Moreover, the use of electric trains is found 
to be 22% less costly to society in terms of climate impact compared to diesel train 
operations (Givoni et al., 2009). The advantage of electric trains is anticipated to 
grow as more railway networks are electrified, and the CO2 content of electricity is 
expected to decrease over the coming decade. Presently, around 75% of the total 
track length in Sweden is electrified (Trafikanalys, 2022a). Despite being 
considered a green mode of transport, this environmental benefit only really comes 
into effect when passenger volumes are sufficiently high (Weber et al., 2022). Since 
punctuality is ranked first among those aspects of customer satisfaction that 
potentially affect passengers’ modal choices (Guirao et al., 2016), minimising train 
delays becomes crucial to encourage a modal shift from private vehicles to railways.   

1.5 Toward an intelligent transport system  
One solution to address train delays due to congested railway networks is to expand 
railway capacity and provide a dedicated infrastructure for all trains. However, 
constructing new railways is capital-intensive and problematic in terms of time and 
environmental constraints (Kecman, 2014). An alternative strategy involves real-
time adjustments during operations to minimise train delays and restore feasible 
railway system operations (i.e. preventing deadlocks in which trains are stuck due 
to occupation and reservation constraints). In current practice, train dispatchers 
make decisions based on their experience with train delays and recovery, which is a 
complex process fraught with uncertainty and random factors (Wang et al., 2021). 
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Furthermore, they are not supported by decision-support tools since the software 
needed to regulate railway facilities has not kept pace with the necessary 
technological developments.    

In recent years, with the advancement of communications, sensing technologies, 
and increased computer storage capacities, a vast amount of train operation data has 
been collected and stored, thus making it possible to address train delay problems 
from a data-driven perspective. These phenomena consequently give rise to the 
emerging use of intelligent transport systems (ITS) in the railway field, where 
predicting train delays has become a dominant area of railway research. The concept 
of establishing an efficient ITS environment involves predicting the expected train 
traffic conditions at a future time given a continuous flow of information about the 
way train traffic conditions evolve over time (Vlahogianni et al., 2004). This is 
important since train delay estimation is an important input for solving many 
problems related to train traffic management. For train dispatchers, predictive 
models provide essential information on expected train trajectories and conflicts, 
thus enabling necessary adjustments to be made for resolving conflicts between train 
paths and enhancing the operational efficiency and capacity of the railway 
transportation system. For passengers, predicted train delays make it easier to 
identify valid alternatives when planning the best connections for their trips.         

The thesis presented here focuses on predictive models for train delays with the 
overarching aim of increasing our knowledge in the realm of data-driven train delay 
prediction. The work delves into various components of the prediction models, 
including the exploration of input variables as well as the methods and data quality 
that can impact model performance. By providing a thorough understanding of data-
driven train delay prediction models, this thesis helps to identify the potential 
modelling solutions that contribute to the enhancement of existing models. This 
endeavour ensures the continuous evolution of decision-support tools for both 
passengers and train operators, thus improving accuracy and efficiency when 
predicting and managing train delays. 

1.6 Thesis outline 
Following Chapter 1 Introduction, the rest of the thesis is structured as follows: 
Chapter 2 Background introduces the main concepts of railway operation as well as 
the definitions and terminology needed for understanding the remainder of the 
thesis. Moreover, a review of the important contributions made in the scientific 
literature related to train delays, train delay prediction and the use case of the 
prediction models is presented. The chapter ends by outlining two identified 
research gaps. Chapter 3 Aim introduces the aim of the thesis, the research questions 
(RQs) and a detailed description of the research gaps to be filled by each question. 
Chapter 4 Research design begins with a presentation of the six papers and how 
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they are oriented and built on each other. This is followed by an overview of the 
connections between the research questions and the papers. Chapter 5 Method first 
presents an overview of the main ideas necessary for connecting the methods used 
in the six papers. Consequently, a detailed description is provided of each method 
used in the thesis. Chapter 6 Data preparation and case study provides an overview 
of the data handling process in the thesis; this encompasses the list of datasets and 
data preprocessing processes, and continues with a description of the study areas 
and scope of data used in the thesis. Chapter 7 Summary of Papers provides 
summaries of the six papers in the thesis. Chapter 8 Answering the research 
questions connects the findings from the papers back to the research questions. 
Chapter 9 Synthesis synthesises the findings from the research questions to answer 
the overarching aim of the thesis, while Chapter 10 Conclusion recapitulates the 
main findings, contributions and recommendations for practice that can be derived 
from the thesis. This chapter ends by discussing the limitations of the thesis and 
providing a clear direction for further research. 
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2 Background 

This chapter presents the frame of reference used for the thesis. The chapter begins 
with a review of extant research on the different aspects regarding railway 
timetables. Research on train delays is also reviewed to understand the different 
types of train delays and their causes. The chapter provides an overview of the key 
methods adopted to model train delays, with a specific focus on data-driven methods 
given the growing availability of data in the railway field. The practical use cases 
of the train delay prediction model are discussed in terms of model integration at 
different stages of train operation management for the convenience of passengers. 
The research gaps are then summarized from the discussed literature. 

2.1 Railway timetable 
Railway traffic typically operates according to a timetable outlining process times, 
including the running and dwell times for each train as well as the headway that 
needs to be respected. To maximise the probability of adhering to the process time, 
a buffer time is incorporated to ensure that the timetable remains robust even when 
encountering variations in internal and environmental conditions. The term “buffer 
time” specifically refers to time intervals between two events, such as between the 
arrival of transferring passengers at the connecting train and the departure of this 
train, or between the release of a crossing by one train and the blocking of the 
crossing by the next train. In other words, the scheduled process time in the 
timetable comprises the sum of the process time (running time, dwell time and 
headway) and a buffer time (running time margin, dwell time buffer and headway 
margin) that must be maintained to ensure a realisable process time. It is worth 
noting that the calculation of process times is either based on calculations in normal 
conditions using mean values of parameters (e.g. running times, dwell time, 
headway) or by simple experience-based norms depending on local characteristics 
(Goverde, 2007). 

2.1.1 Scheduled running time  
Running time refers to the duration of time between the train's departure and its 
complete halt at the arrival station (Kecman, 2014). In addition to the diversity of 
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traffic and variations in train priority, the physical attributes of trains, including 
factors such as length, tonnage, and power along with infrastructure-related 
elements like track grade, track curvature and siding lengths, play a crucial role in 
influencing the overall runtime of trains, thereby contributing to increased 
variability and uncertainty in their runtime (Dingler et al., 2009). To increase the 
reliability of the railway system by reducing the propagation of delays resulting 
from the interdependencies between trains, Vromans et al. (2006) suggested 
mitigating these interdependencies by reducing the differences in running time per 
track section, thus creating more homogeneous timetables. This is crucial because 
train delays can occur when fast trains are caught behind slower ones, especially in 
train systems with services travelling at different speeds. Recognising that running 
slower trains can impact the performance of faster trains, Huisman and Boucherie 
(2001) proposed reducing the service for interregional and intercity passengers to 
ensure better service for regional passengers.        

Scheduled running times contain a certain amount of running time margin, as 
outlined by Goverde (2007), for three main reasons. Firstly, the margin is essential 
to accommodate slower train speeds in adverse conditions that were not accounted 
for during the running time calculations. Additionally, the running time margin 
serves as recovery time to reduce departure delays, with drivers operating at 
maximal speed to reach the next station. Furthermore, the extra running time can be 
utilised for energy-efficient trains running through a coasting regime, thereby 
enabling on-time arrivals with minimal energy consumption and contributing to 
cost-effective operations. Compared to a uniform distribution of running time 
supplements, Scheepmaker et al. (2020) concluded that the optimal distribution of 
running time supplements led to higher energy savings; for example, the shorter the 
distance between two stops, the larger the relative number of running time 
supplements must be. Parbo et al. (2016) suggested placing smaller-than-average 
runtime supplements at the earliest and last part of the line since delays occurring at 
the beginning are often relatively small whereas delays at the last stations do not 
affect as many stations. However, considering that Trafikverket only measures 
punctuality at the final station, this might lead to a larger runtime margin in the last 
part of the trains’ journeys to prevent them from being late at the final station, thus 
neglecting how late they arrived at intermediate stations. 

2.1.2 Scheduled dwell time 
Dwell time is defined as the difference between the train departure time and train 
arrival time (Li et al., 2014). Train dwell time is one of the most unpredictable 
components of railway operations due to the varying volumes of alighting and 
boarding passengers (Li et al., 2016; Olsson & Haugland, 2004). Certain events 
during the exchange of passengers can influence dwell times in various ways; for 
example, late-arriving passengers can extend dwell times by door holding, railway 
staff might offer extensive passenger service by holding the train for passengers to 
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board, and clustered boarding can extend the time required to complete the alighting 
and boarding process (Kuipers et al., 2021). However, Harris et al. (2013) 
emphasised that passengers are not the sole cause of delays, pointing out that other 
factors such as inappropriate rolling stock, defective rolling stock (particularly 
regarding doors), slow dispatch, and crew changes can extend dwell time and lead 
to the propagation of delays.                 

Scheduled dwell time may include a dwell time buffer to partially or completely 
absorb arrival delays and/or accommodate seasonal and daily variations in boarding 
and alighting times, thereby minimising the propagation of train delays. It is 
important to note that an insufficient dwell time buffer might be a source of delay, 
especially during peak hours with heavy traffic, while an excessive dwell time 
buffer results in longer travel times and high station capacity utilization. Peterson 
(2012) found that the dwell times along the Swedish Southern Mainline were often 
underestimated. Andersson (2014) recommended allocating time supplements 
shortly after stations where the most frequent delays occurred, thus increasing the 
train's chances of recovering from delays. Pedersen et al. (2018) found that long 
dwell times coincide with times and areas of high-capacity utilisation and thus 
propose the use of longer trains instead of more trains during rush hour. 

2.1.3 Scheduled headway  
Headway refers to the time interval between two consecutive trains. Headway is a 
significant factor contributing to increased delay sensitivity in railway networks 
since exceeding headway time can lead to congestion interference on subsequent 
trains. Headway time is crucial not only on mutual routes where the leading train is 
slower than the following train but also on conflicting routes such as crossing routes 
at junctions and opposing routes on single-track corridors (Goverde, 2005). Hofman 
et al. (2006) found that strategies resulting in a substantial increase in headways led 
to the largest improvement in punctuality. In Sweden, minimum headways vary 
from two to seven minutes depending on the location, but they are most commonly 
between three and five minutes (Trafikverket, 2017).               

Headway margin is incorporated into scheduled headway times between train 
pairs to ensure that small delays do not immediately result in secondary delays. The 
shorter the scheduled headway between trains, the greater the expected knock-on 
delays and hence, the longer the expected trip times of the following trains (Yuan 
& Hansen, 2008). Another important purpose of the margin is to provide the train 
dispatchers with extra time and flexibility to reschedule trains during a disrupted 
situation. Goverde and Hansen (2013) stated that as long as a train stays within its 
allocated envelope, maintaining its scheduled process time and having sufficient 
buffer time over minimum headway times between train paths, it will not hinder 
other trains, thus avoiding secondary delays due to variations in process times.  
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2.1.4 Capacity utilisation 
Capacity can be defined as the maximum number of trains that can operate on a 
given railway infrastructure during a specific time interval given the operational 
conditions (Peterson, 2012). According to Bešinovic (2017), capacity utilization in 
railways depends on the infrastructure (railway layout, track speed limits, signalling 
system), rolling stock (braking and acceleration capacity, maximum speed, train 
composition), and traffic-related factors (train type, use of tracks, mix of services). 
Despite buffer times being added to the process times to ensure some degree of 
robustness in the timetables and the punctuality of the train operations, large buffer 
times may result in longer travel times for passengers, higher operating costs and 
less efficient infrastructure capacity utilization. Therefore, railway infrastructure 
managers, timetable designers and train dispatchers need to collaborate to maintain 
the expected operating costs and revenues and ensure an efficient capacity 
utilization, all while considering that trade-offs exist regarding the customers’ 
desired level of service.  
     Homogenous traffic refers to traffic composed of similar types of trains running 
at the same speed, stopping at the same stations, and maintaining equal headways, 
such as in a metro system (Palmqvist, 2019). From a purely operational perspective, 
homogeneous traffic allows for more efficient use of capacity than heterogeneous 
traffic (UIC, 2004 ). However, the traffic in Sweden is highly heterogeneous; it 
comprises various train types, including high-speed trains, regional trains, freight 
trains and long-distance trains. In heterogeneous traffic, trains utilise the 
infrastructure unevenly over time, with significant differences in average speed. The 
major drawback of traffic with varying speeds is that the faster trains risk catching 
up to the slower trains, which may be required to stand aside for unscheduled 
overtakings. As a result, buffer times for a heterogeneous railway system are longer 
than those for homogenous traffic. This is because buffer time is needed for slower 
trains to make extra stops due to overtaking and for faster trains to have extra 
running time due to speed homogenization (Andersson, 2014). To reduce 
heterogeneity, Vromans et al. (2006) proposed several options, including slowing 
down fast long-distance trains, speeding up short-distance trains, incorporating 
overtaking, letting short-distance trains have shorter lines or equalising the number 
of stops, although these options may not always be practically relevant. 

2.2 Train delays  
Train delays occur due to the variability in process times (i.e. running times and 
dwell times), capacity and synchronisation processes, as well as dependencies on 
the availability of infrastructure, rolling stock, and crew (Kecman, 2014). These 
delays can be categorised into primary and secondary delays. A primary delay is an 
extension of the scheduled process time due to disruptions within the 
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process (Goverde, 2005). Given the nuanced variability in train running times 
between stations and dwell times at stations, which are influenced by numerous 
factors within the railway system and external sources, this thesis groups delay 
sources into internal and external sources in Section 2.2.1. Secondary or knock-on 
delays refer to increases in process time caused by hindrances from other 
trains (Corman, 2010). The detailed causes of these delays are outlined in Section 
2.2.2. 

2.2.1 Cause of primary delays 
Internal sources of train delays include sources directly related to train operations, 
including factors related to train, crew, and infrastructure. Since trains constitute the 
fundamental component of the railway system, consideration of the technical 
malfunctions and impacts of various train types is important. Different train types 
possess distinct specifications, which leads to diverse infrastructure capacity 
requirements, operational frequencies, and priorities. For example, the dwell time 
for longer trains is extended due to the spatial distribution of alighting and boarding 
passengers, requiring train operators to spend extra time ensuring that no passenger 
boards prior to departure (Li et al., 2016). Ceder and Hassold (2015) pointed out 
that crew-scheduling issues significantly impact the reliability of the rail network. 
The minimum crew on-duty requirement must always be satisfied, even if it 
involves the considerable expense of stopping a train and transporting a replacement 
crew to complete the trip (Nabian et al., 2019). Infrastructure-related variables 
include variables related to the structures, buildings, and equipment designed to 
support railway systems. As infrastructures are shared facilities among trains, delays 
can arise due to infrastructure constraints related to either the occupation of 
infrastructure by another train or infrastructure faults that need to be addressed. 
Veiseth et al. (2007) reported that infrastructure faults contribute to 30% of the delay 
hours in Norway. Other sources of delay, such as train engine breakdowns and 
damage to the overhead catenary system, result in significant delays, but these 
occurrences are infrequent.  

Common external factors contributing to train delays include passengers, weather 
and maintenance- or roadwork-related factors. Harris et al. (2013) emphasised that 
the time required for passenger boarding and alighting at stations is a critical 
element of overall train service performance. Train arrival delays vary with seasonal 
fluctuations in passenger demand (Laifa et al., 2021), different months of the year 
(Grandhi et al., 2021) and days of the week (Ceder & Hassold, 2015). For example, 
trains dwell longer during peak hours to accommodate a higher volume of 
passengers (Li et al., 2016). Weather-related factors include variations in 
temperature, wind speed, snow depth and rainfall. Numerous studies indicate that 
extreme weather has a significant negative impact on train punctuality since severe 
weather conditions disrupt regular train operations (Brazil et al., 2017; Wang & 
Zhang, 2019; Zakeri & Olsson, 2017). Maintenance- or roadwork-related factors 
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refer to infrastructure unavailability and the restriction of train movement due to the 
interference caused by maintenance or roadwork activity. Ivina et al. (2021) 
discovered a correlation between track work activities and increased train delays.   

2.2.2 Cause of secondary delays 
Secondary delays are caused by train interactions, as outlined by Daamen et al. 
(2008), who categorised them into two main classes: hindrance at shared track 
sections and waiting for a scheduled connection at a station. Hindrance at shared 
track sections occurs when a delayed train impedes the passage or crossing of other 
trains, which propagates existing delays as secondary delays. Due to the 
interdependencies in the timetable and the shared use of infrastructure, extended 
dwell times cause trains to occupy the platform track and station routes of other 
scheduled trains, resulting in consecutive delays at busy stations. Therefore, factors 
hindering trains at shared track sections include route conflicts for an arriving or 
departing train at a station and headway conflicts for trains following at different 
speeds, especially when no overtaking track is available.      

The second category of secondary delays is associated with the synchronisation 
of trains at transfer stations to ensure connections. As identified by Higgins and 
Kozan (1998), three types of connections may result in delays due to late 
connections: 1) one train is waiting at a station for another to arrive for the transfer 
of passengers, 2) a predetermined departure order where one train must depart 
before another at a station (e.g. for the coupling of trains or changing train crews), 
and 3) turnarounds at terminals, indicating the commencement of a new service 
using the same physical train after its arrival at the destination. Goverde (2005) 
emphasises the importance of considering the difference between hard and soft 
connections in the timetable design process in order to incorporate sufficient buffer 
time into the connection times. A soft connection allows a connecting train to wait 
for delayed feeder trains, thus securing the connection, but if the delay is excessive, 
the connection is cancelled, and the train departs as scheduled. On the other hand, 
hard connections cannot be cancelled and include situations where train pairs need 
to be (de-)coupled during coach changes at an intermediate or terminal station or 
when part of the feeder train's crew must transfer to the connecting train. 

2.3 Train delay prediction models 
Delay prediction is the process of estimating delay probability based on known data 
at a specific station, typically measured via arrival (departure) delays. The generated 
prediction serves as a basis for proactive decision-making by both operators and 
passengers (Mou et al., 2019). Since establishing a reliable delay prediction system 
is one of the approaches for addressing current delay issues, extensive research has 
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been dedicated to developing efficient train delay prediction models using various 
methods. Spanninger et al. (2022) classified these train delay prediction models into 
event-driven and data-driven models based on their inherent modelling paradigm.    

Event-driven approaches explicitly capture dependencies among train events 
(departure, arrival, and pass-through) by modelling railway operation dynamics, 
including procedures and restrictions. The event-driven train delay prediction 
process involves a chain of prediction steps for delays at subsequent stations. Event-
driven approaches make certain assumptions, such as a train can arrive at the second 
station only after the train has departed from the first station, and only one train at a 
time can occupy a track section or stop at a platform due to capacity constraints. 
Event-driven approaches are primarily based on either a graph model such as timed 
event graphs (Kecman & Goverde, 2013), Bayesian networks (Corman & Kecman, 
2018), Petri nets (Milinković et al., 2013; Zhuang et al., 2016), Markov chains 
(Schmidt et al., 2019) and max-plus algebra (Goverde, 2007), or an equation system 
(Medeossi et al., 2011).   

In contrast to event-driven approaches, data-driven approaches do not explicitly 
model train-event dependency structures nor aim to capture traffic flow dynamics 
explicitly. These approaches directly predict the delay at target stations without 
intermediate predictions by mapping the input to the output. Without making 
assumptions, data-driven approaches utilise explanatory variables to quantify their 
impact on process times when generating delays at subsequent train stations. This 
thesis focuses explicitly on data-driven approaches due to the rapidly expanding 
volume of data in the railway industry and the advancement of computing 
techniques. Data-driven approaches are increasingly adopted for developing train 
delay prediction models and conducting in-depth analyses due to their capability to 
handle large datasets and extract valuable insights from ever-growing train 
operation databases.  

2.3.1 Data-driven train delay prediction approaches 
Kecman and Goverde (2015) broadly categorise data-driven train delay prediction 
models into global and local models based on their prediction horizon in space, 
whereas Milliet de Faverges et al. (2018) categorise them into long-term and short-
term delay prediction models based on their prediction horizon in time. Despite 
being categorised based on different aspects, the global model and long-term train 
delay prediction model, as well as the local model and short-term train delay 
prediction model, are equivalent and have the same functionality. Thus, in this 
chapter, only the terms global and local models are used to avoid confusion.   

The global model is commonly utilised to investigate the impacts of various 
factors on train delays, particularly at the strategic and tactical levels of railway 
traffic planning. This model utilises aggregated historical train operation data 
instead of real-time data to predict delays several days or even months in advance, 
thus providing train operators with sufficient time to develop train management 
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plans. The key advantage of global regression models lies in the generalisability of 
their results since the findings derived from the global model can be applied to train 
lines not included in the training datasets (Chiou et al., 2015; Kecman & Goverde, 
2015). Statistical regression models are commonly employed to develop global train 
delay models. Gorman (2009) indicated that primary congestion-related factors such 
as train meetings, passing and overtaking have the most significant impact on 
congestion delays. However, the major drawback of the global models is the 
masking of time and geographical variation in the relationships between variables. 
This limitation arises because global models overlook the existence of local 
variations due to spatiotemporal autocorrelation since they utilise aggregated data 
and treat all observations independently.      

In contrast to the global model, local models use real-time data specific to 
particular train lines to continuously predict and update predictions in response to 
the evolution of railway traffic. These models are commonly employed for proactive 
operational railway traffic management and passenger information(Huang, Wen, 
Fu, Peng, et al., 2020; Lulli et al., 2018; Taleongpong et al., 2020; Wen et al., 2019). 
Local models are recognised for providing more accurate predictions of train arrival 
delays. Moreover, local models consider spatiotemporal characteristics by 
modelling train delay variations along the train line over multiple stations via the 
continuous input of real-time train operation data. A study by Bao et al. (2021) 
demonstrated the importance of features used for train delay prediction changing in 
time and space as the train moves towards its destination. Advanced methods such 
as conventional machine learning (Li, Wen, et al., 2020; Taleongpong et al., 2020; 
Wang & Zhang, 2019), neural network models (Oneto et al., 2017, 2018; Wen et 
al., 2019) and hybrid models (Huang, Wen, Fu, Lessan, et al., 2020; Huang, Wen, 
Fu, Peng, et al., 2020; Lulli et al., 2018), which map the complex relationship 
between input and output, are commonly adopted in order to model local train delay 
prediction with great accuracy. 

2.4 Use cases of train delay prediction models 
Based on the planning horizon of railway operation, three levels of railway traffic 
planning—strategic, tactical and operational—are identified by Dennis et al. (2005). 
At each of these planning levels, an accurate train delay prediction model plays a 
well-established role. In the following subsections, each level of railway traffic 
planning is introduced, and the use cases of train delay prediction models at each 
level are detailed. 
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2.4.1 Decision-support tool for investment planning 
Strategic planning focuses on the strategic design of the scheduled transport network 
and the long-term capacity management of resources or traffic means to meet future 
traffic demand, where resources refer to the sufficient infrastructure capacity, 
rolling stock and train personnel to accommodate the expected traffic flows 
(Goverde, 2005).  

To aid management in selecting the most effective investment plan within the 
available budget, long-term train delay prediction models play a crucial role in 
increasing our understanding of the relationship between railway transportation 
efficiency and infrastructure investments or facility improvements. For example, 
Marković et al. (2015) employed support vector regression (SVR) models to analyse 
the effects of different infrastructure projects on delays, thus assisting planners in 
comparing various investment alternatives. To assist in the development of long-
term investment and reinvestment plans in the Swedish railway transportation 
system, Jiang et al. (2019) proposed a hybrid model comprising random forest 
regression (RF) and logistic regression to estimate the consequences of planned 
investment/reinvestment measures on train punctuality. To investigate the impact of 
infrastructure on train delays, Shi et al. (2021) took into account both infrastructure 
information, such as station distance and track allocation, and train operation data 
when predicting train arrival delays using eXtreme Gradient Boosting (XGBoost) 
and a Bayesian optimisation (BO) algorithm. 

2.4.2 Decision-support tool for timetable planning 
Tactical planning is concerned with the capacity allocation of resources to transport 
services for the intermediate planning horizon. Typical tactical planning problems 
include the allocation of infrastructure time-distance slots, rolling stock, and crews 
to trains (Goverde, 2005). Creating feasible and realisable timetables is one of the 
main tasks at the tactical planning level, and it requires that a trade-off be made 
between margin time and capacity utilization. Increased allocation of margin times 
is beneficial for delay recovery and allows a delayed train to catch up and return to 
its planned timetable, but unused margin time may be wasted since the train cannot 
depart earlier than its scheduled time; this reduces the capacity available for 
accommodating more train services and is thus not economical (Andersson et al., 
2011). On the other hand, reduced margin times decrease scheduled travel times 
(running, dwell and transfer times), leading to shorter total journey times and 
seamless connections. The reduced train occupancy rate enables the railway system 
to accommodate more train services to meet passenger demand, but this results in a 
sensitive system where even a slight delay can easily propagate throughout the entire 
train network, thus increasing the likelihood of train conflicts or even deadlocks 
(Corman, 2010).      
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Understanding the impact of various factors on train arrival delays is a 
prerequisite for effective timetable planning. Long-term train delay prediction 
models play a significant role in revealing the heterogeneous impact of various 
factors on train events. This allows train operators to adjust their plans accordingly 
when anticipating disruptions several days or even months in advance, and it gives 
train operators adequate time to develop train management plans. Palmqvist et al. 
(2020) utilised linear regression to quantify the impact of weather, timetable, 
operational and infrastructure variables on passenger train punctuality in Sweden. 
By quantifying these impacts on process times, long-term train delay prediction 
models offer valuable insights into the timetable's structure and dependencies, thus 
providing comprehensive theoretical support for train operators to explain 
punctuality variation and help with train schedule planning or adjustment. 
Additionally, these models contribute to optimising timetable design by detecting 
potential instabilities and identifying where and how margin time should be inserted 
for enhanced robustness. Yaghini et al. (2012) presented a highly accurate neural 
network-based passenger train delay prediction model for Iranian railways that 
facilitated the scheduling of a suitable timetable by the train operator.  

2.4.3 Decision-support tool for real-time train management 
Operational planning involves performing rescheduling during operations in 
response to unforeseen events, disruptive incidents, or accidents. Current real-time 
train management relies heavily on intense manual control, with dispatching tasks 
being highly experienced-oriented. The train dispatcher plays an important role in 
solving any potential conflicts and recovering from disruptive events in a short time 
by making the necessary adjustments to the personnel and rolling stock plan to 
comply with the actual train operation situation, all while preventing resources such 
as track, crew and other shared infrastructure from becoming unavailable. 
According to D'Ariano (2008), local dispatchers assume expected arrival delays are 
equal to the current upstream delays since they lack information about possible 
recovery times except from experience. However, this assumption neglects the fact 
that some trains recover from delays by running in the maximum performance 
regime and exploiting the running time supplements in the timetable. However, they 
can also get more delayed due to possible time lost from route conflicts. 
Furthermore, the intense communication involved in the dispatching process, with 
individuals distributed across time and space (dispatchers, train drivers, locomotive 
engineers and workers on the track), increases cognitive workload and time 
pressure, thus leading dispatchers to focus on implementing practical but temporary 
solutions.  

Despite the fact that existing technology delivers precise real-time information 
(such as the exact positioning of trains), a short-term train delay prediction model 
remains vital as an intelligent decision-support system for train dispatchers since it 
can provide them with information about future train delays based on the current 
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train operation situation. The model enables the train dispatcher to anticipate 
conflicts accurately, thus giving them enough time to use conflict-resolution 
methods to prevent the propagation of delays. As a consequence, the dispatcher has 
an increased possibility of optimally planning and efficiently controlling the traffic. 
Based on actual data from the Dutch railway Rotterdam Central-to-Dordrecht 
section, Wen et al. (2019) employed the long short-term memory (LSTM) model to 
predict train arrival delays, thus offering decision support to dispatchers. To provide 
theoretical support to dispatchers in developing rescheduling strategies and 
adjusting the station work plan when primary delays occur, Li, Huang, et al. (2020) 
proposed a hybrid model consisting of XGBoost to predict the number of affected 
trains, which is then input into SVR to predict the total time of affected trains. 

2.4.4 Reliable passenger information system 
In addition to the three levels of train traffic planning, a train delay prediction model 
can also be used for passenger information systems. However, the quality of 
predictions directly impacts the passengers' overall experience, so the discrepancies 
between expected and actual times need to be mitigated. Providing reliable 
passenger information involves communicating schedule changes, missed 
connections, or exceptional delays, thus enabling passengers to set realistic 
expectations for travel times. Timely dissemination of adverse travel conditions 
allows passengers to make informed decisions, such as whether to continue to wait 
for the original train, change tickets, obtain a refund or opt for alternative 
transportation modes. Additionally, accurate predictions help alleviate any 
passenger stress associated with uncertain train journeys.     

Offering passengers accurate information about the additional waiting time 
required in the event of delays can mitigate passenger dissatisfaction, even if the 
passenger still has to wait due to delays in train operation. Although passenger 
information may have little impact on the actual travel time needed, it indirectly 
influences the perception of service quality by affecting whether a passenger will 
accept the waiting time. Informed passengers have control over the time they are 
willing to spend by choosing to wait for the delayed train or selecting another valid 
alternative. With the help of a reliable passenger information system, passengers are 
mentally more prepared for the delays encountered and are likely to be more 
understanding and tolerant of the delays. To provide accurate predictions of train 
delays in the Deutsche Bahn passenger services network, Nair et al. (2019) proposed 
a large-scale hybrid model comprising two statistical models and one simulation-
based model. To provide passengers with accurate train delay predictions, Nabian 
et al. (2019) proposed a bi-level random forest approach in which the classification 
forest at the primary level predicts whether a train delay will increase, decrease or 
remain unchanged, and the secondary level regression estimates the actual delay (in 
minutes) given the predicted delay category at the primary level. 
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2.5 Research gaps 
In the background section, we reviewed existing work on predicting train delays and 
revealed two gaps that this thesis aims to fill. The first regards the insufficient 
understanding of existing train delay prediction models, and the second relates to 
the potential for innovation in developing train delay prediction models with 
practical applications. We will now briefly examine these two research gaps. 

2.5.1 Insufficient model understanding   
Current practice in train delay prediction research is dominated by the design and 
development of increasingly sophisticated train delay prediction algorithms, 
possibly due to the rapid advancement of computer technology and the maturation 
of data-driven methods. The overall objective of such research is to enhance the 
accuracy of the predictive model. A rich variety of algorithms have been proposed 
and creatively applied to solve the train delay prediction problem, with much weight 
given to conventional machine learning, neural networks and hybrid methods. This 
trend is inevitable, especially when most classical analytic and statistical approaches 
have demonstrated themselves to be “weak” or inadequate when modelling complex 
train traffic conditions and dealing with extensive datasets. Despite these valuable 
contributions, scholarly comprehension of the development of train delay prediction 
models remains limited and fragmented since existing work has not been 
comprehensively reviewed and synthesised from a technical perspective. 

Building data-driven train delay prediction models is a complicated process 
involving various aspects such as problem definition, input/output representations, 
data preprocessing, modelling techniques, model evaluation (Vlahogianni et al., 
2004) and especially the interdisciplinary nature of predictive analytics, which 
requires expertise from the computer science and railway domains. Furthermore, 
there are a variety of key technical problems related to each aspect that must be 
addressed, such as determining how data from multiple sources should be processed 
before being incorporated into the predictive model. Since effective solutions for 
different data-driven train delay prediction modelling problems are scattered 
throughout existing studies, a comprehensive synthesis of proven techniques from 
existing research not only serves as a valuable reference for railway researchers 
facing similar modelling challenges, but it also presents up-to-date techniques for 
the corresponding modelling components. Notably, the lack of insight from existing 
studies hinders the speed at which data-driven approaches are adopted, thus limiting 
progress in train operation management practices.  

The ability of a prediction algorithm to capture the dynamics of train traffic and 
provide accurate delay predictions is heavily dependent on the input variables 
incorporated into the models (Chollet, 2021). Recent developments in data collection 
and storage technology, coupled with the widespread use of powerful computers, offer 
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researchers unprecedented access to multiple datasets and the ability to compile a 
comprehensive list of input variables encompassing operations, infrastructure, 
maintenance, and external variables. However, only limited studies have been found 
that examine the impacts of these factors on train arrival delays. Despite many existing 
studies showing the improved performance associated with the use of real-time 
variables such as train delays at current and preceding stations, the specific 
contributions of these real-time variables to train delays remain unexplored. 
Understanding the input variables is a very important issue, especially in data-driven 
algorithms, because it directly impacts the quality of the predictions generated and 
helps avoid the loss of valuable information that could enhance model performance. 

2.5.2 Innovation for practical applications 
Several diverse modelling efforts have been undertaken to tackle the problem of 
train delay prediction. However, the predominant focus on achieving high accuracy 
poses a major challenge in designing modelling schemes with practical applications. 
Most of the existing literature, such as Barbour et al. (2018) and Li, Huang, et al. 
(2020), concentrates on one-station-ahead prediction, thus restricting train 
operations to decisions about the current phase. Apart from continually updating 
new information about the latest train events, the prediction algorithm should be 
capable of computing predictions for all train events across the prediction horizon 
in a single execution (Luo et al., 2022). This is essential because a predictive model 
serves to continuously provide train operators and passengers with information 
about the expected traffic conditions and offer a complete picture of the train 
operation conditions at each station along the designated routes. Nevertheless, 
existing literature often overlooks the practical application of prediction models. 

According to Vlahogianni et al. (2004), the concept of utilising the train operation 
variables as a function of time and space is theoretically valid considering the fact 
that temporal and spatial information from previous locations capture the true 
dynamics of train traffic, thus offering valuable information on how train traffic 
evolves. The incorporation of information from a location near the location of 
interest has been found to improve prediction accuracy; conversely, information 
from a location far away may lead to less reliable predictions. For example, Shi et 
al. (2021) found that train delays at the current station are the most important 
variables in enhancing the model's performance. This could probably be because the 
importance of each variable for train delay predictions changes over time and space 
as the trains move towards the destination (Bao et al., 2021). Despite acknowledging 
the contribution of time-lagged information and spatial inputs based on topology, 
efforts to maximise the benefit of this data characteristic for model refinement 
remain limited. 

The deployment of train delay prediction models is hampered by the absence of 
a comprehensive assessment test that ensures their effectiveness in real-world 
scenarios. While existing literature emphasises model accuracy, it should not be the 
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sole determinant in selecting the appropriate prediction methods (Vlahogianni et al., 
2014). Andersson (2014) highlighted that many models in academic studies are 
evaluated in controlled academic settings, which raises concerns about their 
applicability in real-world industrial projects and signifies that the prediction 
models may not be usable for industrial projects and will remain purely academic 
contributions. Despite the fact that the railway transportation field still lacks an 
extensive evaluation procedure, the performance evaluation methods for prediction 
models have been extensively studied in various fields, particularly in forecasting 
research (Davydenko & Fildes, 2013). Surprisingly, few studies have analysed how 
evaluation practices from other fields can enhance current train delay prediction 
evaluation practices.  
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3 Aim 

The overarching aim of the thesis is to increase understanding of data-driven train 
delay prediction models. This involves a detailed exploration of the various 
components within the prediction models (e.g. the input variables, data quality and 
performance evaluation methods) in order to identify modelling solutions that 
contribute to the improvement of existing data-driven train delay prediction models. 
In accordance with the research gaps identified in the preceding section, four 
specific research questions have been formulated. The following research questions, 
which are complementary to one another, are taken into account in this thesis to 
fulfil the aim of the research.  

3.1 RQ1 What factors need to be taken into account 
when building a train delay prediction model? 

This research question led us to scrutinise existing data-driven train delay prediction 
models to increase our understanding of the various aspects that must be considered 
when employing data-driven approaches for predicting train delays. This is 
achievable through a comprehensive review of the existing literature. The research 
question serves the purpose of identifying technical solutions to key challenges in 
the development of data-driven prediction models. Through the systematic synthesis 
of existing research, we seek to answer this research question to help uncover 
unresolved prediction issues and weaknesses in current data-driven models. This, in 
turn, provides insights into the methodologies employed, thus enabling us to 
emphasise areas that remain unexplored or comparatively under-researched in the 
existing literature and, consequently, provide some promising directions for future 
train delay prediction research. 
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3.2 RQ2 How are selected input variables improving the 
performance of the train delay prediction model? 

This research question seeks to ascertain useful input variables by quantifying their 
impact on train delays, especially when we have accessed multiple datasets to 
generate a comprehensive list of variables from diverse sources. Quantifying this 
impact reveals the relationship between the input variables and train delays, 
facilitating the selection of relevant variables for enhanced model performance. 
Thus, factor analysis is performed to solve the research question, which involves an 
interpretable and statistically sound model with robust mathematical foundations to 
gain insights into the underlying relationship between dependent and independent 
variables.  

3.3 RQ3 What approaches can enhance the train delay 
prediction model? 

This is the primary question to answer in this thesis since it leads to developing a 
robust train delay prediction model by building upon insights gained from the first 
two research questions. To be precise, the prediction model will incorporate useful 
input variables identified from RQ2, while findings from RQ1 will serve as the 
foundation for the model development process. The question extends to offering 
innovative technical solutions to the methodological and modelling challenges that 
are encountered in the current development of prediction algorithms. In other words, 
this research question requires the formulation of a new methodology to improve 
the performance of the existing model.   

3.4 RQ4 How can train delay prediction models be 
evaluated? 

This research question seeks to construct an evaluation framework for a thorough 
assessment of train delay prediction models in order to ensure their practical 
effectiveness. A comprehensive review of existing performance metrics and 
evaluation methods was undertaken to discern their strengths and weaknesses in 
assessing prediction model performance. This research question is designed to 
unveil the efficiency of the model, thus serving as a crucial tool to bridge the gap 
between the development and real-world implementation of train delay prediction 
models. 
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4 Research design 

To achieve this work’s overarching aim, the thesis includes a total of 6 papers, four 
of which are journal papers (Papers 1–3 and Paper 6) and two of which are 
conference papers (Papers 4 and 5), as detailed in Section 4.1. Section 4.2 provides 
detailed descriptions of the connections between the research conducted in this 
thesis. All six papers contribute to some extent to the exploration of each of the four 
research questions described in Section 3 An overview of the connections between 
papers and research questions is shown in Table 1, with detailed descriptions 
provided in Section 4.3. 

4.1 List of included papers 
Paper 1 
Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2023). A review of data-driven approaches 
to predict train delays. Transportation Research Part C: Emerging Technologies. 
148, Article104027, https://doi.org/10.1016/j.trc.2023.104027 

Paper 2 
Tiong, K.Y., Palmqvist, C.W., Olsson, N.O.E. (2022). The effects of train passes on 
dwell time delays in Sweden. Applied Sciences, 12(6), Article 2775. 
https://doi.org/10.3390/app12062775 

Paper 3 
Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2023). Analyzing factors contributing to 
real-time train arrival delays using seemingly unrelated regression models. 
Transportation Research Part A: Policy and Practice. 
https://doi.org/10.1016/j.tra.2023.103751 

Paper 4 
Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2022, September 18-October 12). Real-
time train arrival time prediction at multiple stations and arbitrary times. 25th IEEE 
International Conference on Intelligent Transportation Systems, Macau, China. 
https://doi.org/10.1109/ITSC55140.2022.9922299 
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Paper 5 
Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2022, September 21-23). Prediction of 
train arrival times along the Swedish Southern Mainline. 18th International 
Conference on Railway Engineering Design & Operation, Comprail2022, Valencia, 
Spain. https://doi.org/10.2495/CR220121 

Paper 6 
Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2024). AP-GRIP evaluation framework for 
data-driven train delay prediction models: Systematic literature review. European 
Transport Research Review. Submitted. 

4.1.1 Author’s contribution to the included papers 

Paper 1 
Kah Yong Tiong: conceptualisation, methodology, data curation, formal analysis, 
visualization, writing–original draft, writing–review & editing. Zhenliang Ma: 
conceptualisation, methodology, formal analysis, supervision, writing–review & 
editing. Carl-William Palmqvist: conceptualisation, methodology, supervision, 
writing–review & editing. 

Paper 2 
Kah Yong Tiong: methodology, formal analysis, writing–original draft preparation, 
writing–review & editing, visualisation. Carl-William Palmqvist: methodology, 
formal analysis, writing–original draft preparation, writing – review & editing, 
supervision, funding acquisition. Nils Olof Emanuel Olsson : supervision, writing–
review & editing. 

Paper 3 
Kah Yong Tiong: conceptualisation, methodology, formal analysis, investigation, 
data curation, writing–original draft, writing–review & editing, visualization. 
Zhenliang Ma: conceptualization, methodology, validation, writing–original draft, 
writing–review & editing, supervision. Carl-William Palmqvist: resources, data 
curation, writing–review & editing, supervision, project administration, funding 
acquisition. 

Paper 4 
Kah Yong Tiong: conceptualisation, methodology, formal analysis, investigation, 
data curation, writing–original draft, writing–review & editing, visualization. 
Zhenliang Ma: conceptualisation, methodology, validation, writing–original draft, 
writing–review & editing, supervision. Carl-William Palmqvist: resources, data 
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curation, writing–review & editing, supervision, project administration, funding 
acquisition. 

Paper 5 
Kah Yong Tiong: conceptualisation, methodology, formal analysis, investigation, 
data curation, writing–original draft, writing–review & editing, visualization. 
Zhenliang Ma: conceptualisation, methodology, validation, writing–original draft, 
writing–review & editing, supervision. Carl-William Palmqvist: resources, data 
curation, writing–review & editing, supervision, project administration, funding 
acquisition. 

Paper 6 
Kah Yong Tiong: conceptualisation, methodology, formal analysis, writing - 
original draft, writing–review & editing, and visualization. Zhenliang Ma: 
conceptualization, methodology, validation, writing–original Draft, writing–review 
& editing, and supervision. Carl-William Palmqvist: resources, data curation, 
writing–review & editing, supervision, project administration, and funding 
acquisition.  

4.1.2 Related publications not included in the thesis 
Tiong, K.Y., Palmqvist, C.W., Olsson, N.O.E., Winslott Hiselius, L. (2021, 
November 3-7) Train passes and dwell time delays. 9th International Conference on 
Railway Operations Modelling and Analysis (ICROMA) – RailBeijing, Beijing, 
China.  

Tiong, K.Y., Palmqvist, C.W. (2022, November 14-17). Quantitative methods for 
train delay propagation research. 9th Transport Research Arena TRA, Lisbon, 
Portugal. https://doi.org/10.1016/j.trpro.2023.11.326  

Tiong, K.Y., Ma, Z. & Palmqvist, C.W. (2023, July 17-21). Real-time High-Speed 
Train Delay Prediction using Seemingly Unrelated Regression Models. World 
Conference on Transport Research (WCTR), Montreal, Canada. 

Tiong, K.Y., Ma, Z., Palmqvist, C.W. (2023, August 4-6) Evaluation framework for 
train delays prediction models. 7th International Conference on Transportation 
Information and Safety (ICTIS 2023).  
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4.2 Relationship between included papers 
This section provides a concise overview of the six papers by clearly describing 
their structures, interconnections, and progressive relationships. It delineates how 
each paper is strategically positioned to lead into the next, thus providing a coherent 
and cumulative narrative. The visual representation of these connections is depicted 
in Figure 1. 

 

 
Figure 1: Connection between the six papers 
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Paper 1 primarily focuses on RQ1, but it also broadly covers all the other research 
questions in order to lay the groundwork for the subsequent papers in the thesis. 
Paper 1 delves into data-driven train delay prediction from the model development 
perspective, including problem definition, input/output representations, modelling 
techniques and model validation. In contrast, Papers 2 to 6 have a narrower scope, 
each dealing with specific research questions. Paper 2 and Paper 3 are primarily 
dedicated to RQ2 and investigate different factors influencing train delays. Paper 1 
highlights that train operation data is the primary source of data for the train delay 
prediction model and underscores the importance of investigating how various 
factors contribute to train delays from a spatiotemporal perspective. Building on this 
foundation, Paper 2 extracts relevant factors for analysis directly from the train 
operation data. Additionally, Paper 2 sheds light on the drawbacks associated with 
the design of a global model, emphasising the need for a more nuanced and context-
specific approach. Building on these insights, Paper 3 strategically places 
considerable emphasis on local model design by conducting further regression 
analysis to assess the heterogeneous impacts of spatiotemporal factors on train 
delays.   

Factors identified as significant in Paper 3 are integrated into the prediction 
models developed in Papers 4 and 5. Paper 4 and Paper 5 specifically address RQ3 
by focusing on the development of real-time prediction models with practical 
applications. Given that Paper 1 identifies the need to generate continuous 
predictions of train arrival times for multiple downstream stations at arbitrary 
prediction times, Paper 4 concentrates on constructing a dynamic multi-output train 
delay prediction model. Paper 5 expands on Paper 4 by incorporating error 
adjustment strategies into the multi-output real-time prediction framework to 
enhance the performance of the train delay prediction model. Paper 6 focuses on 
RQ4 regarding the comprehensive evaluation of the train delay prediction model. 
Paper 6 responds to the deficiency noted in Paper 1, which emphasised an over-
reliance on model accuracy. Paper 6 conducts a thorough exploration of the various 
evaluation aspects and dimensions of model performance to ensure the effectiveness 
of the train delay prediction model in practical deployment, drawing insights from 
the output generated by the real-time prediction model in Paper 5. 
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4.3 Relationship between the research questions and 
included papers 

Table 1 provides a concise summary of how the papers connect to the research 
questions. The subsequent subsection delves into a detailed discussion of these 
connections, clarifying how each paper contributes to addressing the different 
research questions. 

Table 1: Connection between the research questions and the included papers 
Research Question  Paper 

RQ1: What factors need to be taken into account when 
building a train delay prediction model? 

1     6 

RQ2: How are the input variables improving the performance 
of the train delay prediction model? 

1 2 3    

RQ3: What approaches can enhance the train delay prediction 
model? 

1 2 3 4 5  

RQ4: How can train delay prediction models be evaluated? 1     6 

 

RQ1 What factors need to be taken into account when building a train delay 
prediction model? 
To aid practitioners in developing data-driven prediction models for railway 
practices, Paper 1 introduces a domain-specific prediction framework for railway 
operational delays that aligns with the generic data science framework (e.g. CRISP-
DM). The paper reviews existing studies from a technical standpoint and 
disaggregates the train delay prediction process into six components: scope 
determination, model inputs, data quality, methodologies, model outputs and 
evaluation techniques. For each component, the important problems and techniques 
reported are synthesized, and research gaps are discussed. It is important to note that 
RQ1 serves as the backbone for the thesis, and certain components within the 
proposed framework are detailed in subsequent questions.  

RQ2 How are the input variables improving the performance of the train delay 
prediction model? 
To explore valuable input variables for train delay prediction models, Papers 2 and 
Paper 3 employ interpretable models such as logistic regression and the seemingly 
unrelated regression (SUR) model to quantify the impact of various explanatory 
variables on train delays in the railway system. The previous train delay prediction 
literature reviewed in Paper 1 helps in the selection of explanatory variables in Paper 
2 and Paper 3. Paper 2 investigates the effects of different train passes on dwell time 
delays, while Paper 3 expands on Paper 2 by examining a comprehensive set of 
factors influencing train arrival delays, encompassing train operations, network, 
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weather, maintenance and calendar variables. Unlike Paper 2, which only uses 
historical train operation factors, Paper 3 considers both real-time and historical 
factors, thus addressing the temporal and spatial perspectives of explanatory 
variables crucial for capturing traffic dynamics and providing insights into the 
evolution of future train traffic. 

RQ3 What approaches can enhance the train delay prediction model? 
To build a prediction model that has strong predictive capabilities and is useful in 
practical applications, Paper 3 introduces a local model based on the location-
conditioned concept to enhance real-time prediction models, especially since Paper 
2 found that the global model provides low prediction accuracy. In line with the 
findings of Paper 1 on the importance of developing dynamic multi-output train 
delay prediction models at arbitrary prediction times for practical applications, 
Paper 4 and Paper 5 propose multi-output machine learning models and test various 
frameworks to determine the most efficient framework for the multi-output 
prediction task, such as direct multi-output regression and chained multi-output 
regression in Paper 4 and SUR in Paper 5. Consequently, Paper 5 introduces two 
error adjustment strategies—one-step before prediction error correction and 
upstream prediction error correction—to optimise real-time observed information 
utilisation and enhance the prediction model. 

RQ4 How can train delay prediction models be evaluated? 
To enhance decision-making processes related to the selection of train delay 
prediction models, Paper 6 proposes a standardised evaluation framework by 
incorporating insights from the existing literature. Building on the three main 
evaluation aspects outlined in Paper 1—prediction accuracy, generalizability and 
interpretability—Paper 6 introduces three additional evaluation aspects—model 
precision, robustness and practicality—to advance the effectiveness of train delay 
prediction models in practical applications. Paper 6 provides an in-depth 
examination of these six aspects that encompasses current practices, metrics, 
important considerations and limitations. Furthermore, Paper 6 reveals the 
importance of evaluating prediction models from multiple dimensions—overall, 
spatial, temporal and train-specific dimensions—to provide a comprehensive 
understanding of their performance in various circumstances. 
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5 Methods 

The methodological approaches in Papers 1–6 vary due to differences in the scope 
and type of each study. Paper 1 comprehensively covers numerous aspects of train 
model development, while Paper 6 focuses on numerous model evaluation aspects 
of train delay prediction models. Conversely, Papers 2–5 concentrate on more in-
depth analyses of specific aspects of train delay prediction models. These research 
approaches can be contrasted as extensive versus intensive approaches (Swanborn, 
2010). The extensive approaches used in Papers 1 and 6 relied on information from 
a large number of instances gathered through a comprehensive literature review. In 
contrast, the intensive approaches used in Papers 2–5 required more in-depth 
information obtained through case studies in order to emphasise context-specific 
features.    

This thesis utilised both quantitative and qualitative methods. Paper 1 and Paper 6 
are literature review studies involving content analysis that combine both qualitative 
and quantitative methods. The quantitative component entailed reviewing numerous 
relevant articles to identify common issues in the areas of interest. In contrast, the 
qualitative component entailed a thorough review of numerous relevant articles to 
develop an in-depth understanding of a given topic. In Paper 1, the quantitative part 
offers a general overview of the various approaches used in developing train delay 
prediction models, while in Paper 6, the quantitative part provides a general 
overview of the various key components in evaluating the train delay prediction 
models. The qualitative approaches used in Papers 1 and 6 were valuable for gaining 
insights into train delay prediction models and understanding the different 
components constituting the proposed framework.    

Papers 2–5 are quantitative studies utilising data-driven approaches, including 
regression and predictive analyses, to conduct case studies. In Papers 2 and 3, 
statistical regression methods such as logistic regression and SUR were used to 
investigate factors influencing train arrival delays. The main distinction between 
them is the experimental designs used. While Paper 2 used a global model based on 
aggregated data for train stations in Sweden to ensure the generalisability of the 
results, Paper 3 employed a local model covering a specific stretch of train line 
across multiple stations to investigate the spatiotemporal effects of train operation 
variables on train arrival delays. Papers 4 and 5 emphasise prediction model 
accuracy for practical applications. To generate real-time predictions in response to 
real-time railway traffic conditions, the setting with conditional multi-output 



50 

regression models based on train location was adopted in Papers 4 and 5. Various 
machine learning algorithms were tested in Paper 4, and error adjustment strategies 
were introduced in Paper 5 to enhance model performance. An overview of the 
various methods used in the six papers is shown in Table 2. 

Table 2: Overview of the different method used 
Paper Category of Method Method Details of method 

1 Quantitative and 
qualitative methods 

Content Analysis Conventional and summative content 
analysis 

2 Quantitative method  Regression analysis 
+ Model evaluation 

Logistic regression 

3 Quantitative method Regression analysis 
+ Model evaluation 

SUR   

4 Quantitative method Predictive Analysis  
+Model evaluation 

LightGBM, GBR, and RFR 

5 Quantitative method Predictive Analysis  
+ Model evaluation 

Liner regression, SUR 

6 Quantitative and 
qualitative methods 

Content Analysis Conventional and summative content 
analysis 

SUR = seemingly unrelated regression, LightGBM = Light Gradient Boosting Machine, GBR = gradient 
boosting regression, and RFR =random forest regression 

5.1 Content Analysis 
Papers 1 and 6 utilise content analysis to extract key findings from previous 
literature. Hsieh and Shannon (2005) identified three distinct content analysis 
approaches: conventional, directed, and summative. The conventional content 
analysis derives relevant information directly from the text data, the directed 
approach benefits from existing theory or prior research about a phenomenon to 
validate or conceptually extend a theoretical framework or theory, and the 
summative approach involves counting and comparing content followed by 
interpreting the underlying context. Papers 1 and 6 used both the directed and 
summative content analysis approaches; conventional content analysis was not 
relevant since neither paper acquired direct information from study participants 
through interviews or open-ended questions.    

Based on the well-established model development framework from existing 
literature, the directed content analysis approach enabled Paper 1 to extend the 
available framework into a domain-specific (train delay prediction) framework by 
analysing the patterns and approaches commonly adopted in existing literature. By 
employing the directed approach based on the selected literature, Paper 1 addressed 
the common issues surrounding data-driven train delay prediction problems and 
identified promising solutions for each aspect of the framework. The findings from 
the directed content analysis offer supporting evidence for the proposed novel 
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evaluation framework in Paper 6 by gathering existing evaluation practices for train 
delay prediction models. Additionally, a comparison of previous literature provides 
valuable indications of key research gaps since dissimilarities are signs of possible 
knowledge gaps, i.e. under-researched areas where more in-depth understanding is 
needed.  

The summative content analysis in Papers 1 and 6 identifies and quantifies certain 
terms in the literature so as to understand the nuances of the concept. In both papers, 
summative analysis is employed to discover the underlying meanings of the words. 
For instance, summative analysis explores how the term "generalisability" is 
perceived by forecasting professionals in order to create a working definition. 
Summative content analysis also makes it possible to interpret the context associated 
with the use of the word and provide insights into how a word is normally used. For 
example, Paper 6 explores "generalisability" in terms of definitions, measuring 
metrics and important considerations to gain deeper understanding. The quantitative 
component of summative analysis involves reviewing a large number of relevant 
articles to identify common issues in the areas of interest. In Paper 1, the quantitative 
part provides a general overview of the various components of the train delay 
prediction model and outlines important problems and techniques in the model 
development framework. Similarly, the quantitative assessment in Paper 6 
summarises the key aspects of the evaluation framework and indicates the popular 
evaluation metrics. 

5.2 Regression Analysis 
In regression analysis, traditional statistical regressions are commonly used to infer 
causal relationships between independent and dependent variables. This is because 
more complex models, although possessing stronger predictive capabilities and 
being designed to adapt to complicated data relationships, tend to generate difficult-
to-understand outcomes. Regression analyses are valuable since they are able to 
identify statistically significant relationships between dependent and independent 
variables, assess the strength of these relationships and facilitate prediction (Sarstedt 
& Mooi, 2014). In the thesis, two types of regression analyses were conducted: 
logistic regression in Paper 2 and SUR3 in Paper 3. Detailed explanations are 
provided in subsequent subsections.  

Apart from the different models chosen for the regression analyses, Papers 2 and 
3 also diverge in terms of study design. Paper 2 adopts the global model design by 
aggregating data and treating all observations independently, while neglecting the 
heterogeneity across different routes to ensure the generality of results. Conversely, 
Paper 3 uses a local model design that captures the heterogeneity of trip-level factors 
affecting train delays. More specifically, Paper 3 conducts trip-level train delay 
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analysis conditioned on train locations to understand the heterogeneous impact of 
the same factors in space and time. 

5.2.1 Logistic regression 
Paper 2 utilised a logistic regression model to investigate the tendency of dwell 
delays to occur due to train passes. Logistic regression is a statistical modelling 
technique that estimates the probability of a dichotomous outcome event being 
associated with a set of explanatory variables. It is the log odds taking the form of 
Equation 1. It is worth noting that odds represent the ratio of the probability of an 
event occurring relative to the probability of the event not occurring. The rationale 
for employing logistic regression lies in its ability to easily compute the odds ratio, 
a metric for comparing the effects of two different events, using the model 
coefficients, as demonstrated in Equation 2. 

log odds = log �
𝜋𝜋𝑖𝑖

1− 𝜋𝜋𝑖𝑖
� 

 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + … + 𝛽𝛽𝑝𝑝𝑥𝑥𝑝𝑝 
(2) 

where 𝜋𝜋𝑖𝑖 represents the probability of event i occurring 
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𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑗𝑗
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1− 𝜋𝜋𝑖𝑖
𝜋𝜋𝑗𝑗

1− 𝜋𝜋𝑗𝑗

 

(3) 

where 𝜋𝜋𝑖𝑖 and 𝜋𝜋𝑗𝑗 represent the probabilities of events i and j occurring, respectively, 
where i≠ 𝑗𝑗    

To assess which dispatching strategy is most effective in preventing delays, Paper 
2 quantifies their impacts in terms of the odds ratio of experiencing dwell time 
delays due to different types of train passes, thus enabling a direct comparison of 
the efficiency between two different actions. Unlike regression models that predict 
the amount of delays, logistic regression makes it possible to compare the 
effectiveness of alternative train passes in reducing the likelihood of delays 
occurring. It is also important to note that odds and odds ratios, like percentages, do 
not have units. 
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5.2.2 Seemingly unrelated regression 
To identify factors influencing real-time train delays at the trip level, Paper 3 
performs regression analysis using the SUR model. SUR is a system of linear 
equations tailored to address contemporaneous correlation across the trip-level 
disturbance terms during model estimation. However, when using traditional 
ordinary least squares regression (OLS), the general equation for the train delays of 
a train line with I stations can be expressed in Equation 3 and expanded into 
Equation 4. It is important to note that the error terms are implicitly assumed to be 
contemporaneously uncorrelated if the parameters of each equation in Equation 4 
are estimated separately via OLS. 
 

𝑦𝑦𝑖𝑖 = 𝑋𝑋𝑖𝑖𝛽𝛽𝑖𝑖 + 𝜀𝜀𝑖𝑖 , 𝑖𝑖 = 1,⋯ , 𝐼𝐼 
(3) 

 
𝑦𝑦1 = 𝑋𝑋1𝛽𝛽1 + 𝜀𝜀1, 𝑖𝑖 = 1,⋯ , 𝐼𝐼 
𝑦𝑦2 = 𝑋𝑋2𝛽𝛽2 + 𝜀𝜀2, 𝑖𝑖 = 1,⋯ , 𝐼𝐼 

⋮ 
𝑦𝑦𝐼𝐼+1 = 𝑋𝑋𝐼𝐼𝛽𝛽𝐼𝐼 + 𝜀𝜀𝐼𝐼 , 𝑖𝑖 = 1,⋯ , 𝐼𝐼 

(4) 

where 𝑦𝑦𝑖𝑖 represents the train arrival delay at station i with n=1,⋯,I denoting the 
number of individual observations. 𝑋𝑋𝑖𝑖 denotes the set of explanatory variables, 𝛽𝛽𝑖𝑖 
represents the regression coefficient, and 𝜀𝜀𝑖𝑖 is the error term.  

Paper 3 adopts SUR to solve the real-time train arrival delay factor analysis 
problem while accounting for the limitations of OLS. Despite each equation in the 
system having its own vector𝛽𝛽𝑖𝑖 parameter, as in Equation 4, SUR assumed that a 
contemporaneous correlation across the error terms exists instead of disregarding 
any potential correlation between the equations entirely. In practice, it is impractical 
to collect all possible feature variables when predicting train arrival delays. The 
common unexplained model variabilities at the trip level are expected to be 
consistent for the same train travelling along the same line towards the same 
destination (e.g. characteristics of rolling stock, tracks and driver styles). Therefore, 
the error terms in Equation 4 may share the same patterns, indicating the existence 
of contemporaneous disturbance term correlations across the equations for the factor 
analysis problem in Paper 3. In other words, although these equations are seemingly 
unrelated, they actually have unobserved properties in common and should be 
treated as a system for parameter estimation. Another advantage of utilising SUR is 
that it allows each regression model to benefit from the information contained in 
other regression equations by accounting for correlated errors among different 
equations caused by unobserved train operation characteristics.  
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5.3 Predictive Analysis 
Predictive analytics, a branch of statistics, focuses on extracting insights from data 
to forecast trends and behavioural patterns, typically with an emphasis on future 
events (Ongsulee, 2018). Data-driven approaches, particularly machine learning 
methods, have been widely used for predicting train delays at target stations by 
mapping the input to the output without explicitly modelling train-event dependency 
structures to capture traffic flow dynamics (Spanninger et al., 2022). 

Considering the practical application of the train delay prediction model in 
providing actionable information, Papers 4 and 5 propose multi-output framework 
designs focusing on the train delay predictions for multiple downstream stations at 
arbitrary times. Additionally, to formulate real-time predictions in response to real-
time railway traffic conditions, Papers 4 and 5 introduce the conditional multi-
output regression setting by incorporating the corresponding sets of training datasets 
based on the train's current location into the prediction model. The detailed 
discussions on the location-conditioned concept and multi-output frameworks can 
be found in Sections 8.3.1 and 8.3.2, respectively.  

In Paper 4, location-conditioned concepts and multi-output frameworks are 
adopted together with tree-based algorithms, including LightGBM, GBR and RFR, 
due to their proven superior performance (Barbour et al., 2018; Kecman & Goverde, 
2015), whereas linear regression serves as the baseline model for comparison 
purposes. Paper 5 adopts linear regression with a direct multi-output framework for 
comparability with SUR (discussed in detail in Section 5.2.2 Seemingly unrelated 
regression). To improve model accuracy, Paper 5 introduces two error adjustment 
strategies, which are elaborated upon in Section 8.3.3. The following subsection 
provides detailed information on tree-based models and linear regression. 

5.3.1 Light gradient boosting machine 
LightGBM is a tree-based machine learning algorithm that sequentially trains 
ensembles of decision trees by fitting negative loss gradients. The algorithm 
employs gradient-based one-side sampling (GOSS) and exclusive feature bundling 
(EFB). GOSS focuses on training data instances with larger gradients for greater 
information gain and eliminates a large number of data instances with small 
gradients. On the other hand, EFB is a near-lossless feature selection method in 
LightGBM that reduces the number of features by grouping sparse, mutually 
exclusive features. Implementing LightGBM with GOSS and EFB accelerates 
training time while maintaining high accuracy levels. 
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5.3.2 Gradient boosting regression  
GBR is an ensemble algorithm that sequentially adds several weak learner models 
based on the performance of the prior iteration's composite, culminating in a 
complex final model. During each iteration, a weak learner is built, and its training 
involves computing a gradient which represents the partial derivative of the loss 
function. This gradient facilitates adjustments to the model parameters by GBR, 
thereby reducing the error in the next round of training and gradually strengthening 
the model with each iteration. Ultimately, GBR learns by aggregating a weighted 
sum of all the weak learners. 

5.3.3 Random forest regression  
RFR is an ensemble of decision trees generally trained using the bagging method. 
The bagging method begins with the selection of the number of weak learners, 
denoted as Nc. Subsequently, bootstrap samples, Nc datasets, are generated through 
repetitive and independent sampling. In RFR, the selection splits are computed via 
a random subset rather than searching for the very best feature when splitting a node. 
This approach enhances tree diversity, trading a higher bias for a lower variance, 
thus yielding a better overall model. Once all the individual regression trees are 
trained, the final prediction is derived by averaging the predictions from all the 
regression trees. 

5.3.4 Linear regression  
Linear regression models are used to establish a relationship between one dependent 
variable (response) and two or more independent variables by fitting a linear 
equation to the data, as represented in Equation 5: 

𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝑖𝑖,1 + 𝛽𝛽2𝑋𝑋𝑖𝑖,2 + ⋯𝛽𝛽𝑝𝑝𝑋𝑋𝑖𝑖,𝑝𝑝 + 𝜀𝜀𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝑛𝑛 
(5) 

where y is the dependent variable, X is the independent variable and 𝜀𝜀  is the 
disturbance or error term, considering the data set �𝑦𝑦𝑖𝑖 , 𝑥𝑥𝑖𝑖,1,⋯ , 𝑥𝑥𝑖𝑖,𝑝𝑝�𝑖𝑖=1

𝑛𝑛 . 

The term "linear" in multiple linear regression denotes the linearity of the model in 
the parameters, 𝛽𝛽0, 𝛽𝛽1,𝛽𝛽2, … ., 𝛽𝛽𝑝𝑝 , with each parameter multiplied by an 
independent or x variable, and the regression function being a sum of these 
"parameter times x variable" terms. Furthermore, 𝜀𝜀 is assumed to have a normal 
distribution with a mean of 0 and a constant variance of 𝜎𝜎2. This assumption implies 
that the variability of the response for fixed values of the independent variables is 
consistent regardless of the magnitude of the responses. Linear regression also 
assumes that the errors of the response variables are uncorrelated with each other. 
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5.4 Model evaluation  
Both regression models and predictive analysis models undergo performance 
evaluation tests to assess their effectiveness in capturing relationships within the 
data and making accurate predictions. In Paper 2, the model's performance is 
evaluated using the coefficient of determination (R2) and the AUC-ROC curve 
(Area Under the Curve of the Receiver Operating Characteristic). Meanwhile, 
Papers 3 and 4 assess model performance utilizing R2 and root-mean-square error 
(RMSE), while Papers 5 evaluates model accuracy using mean absolute error 
(MAE) and RMSE.  

5.4.1 Area Under the Curve of the Receiver Operating Characteristic 
A ROC curve is a probability curve depicting the true positive rate (TPR) against 
the false positive rate (FPR) that illustrates the performance of a classifier model 
like logistic regression. The TPR and FPR are calculated using Equations 6 and 7: 
 

TPR = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 
   (6) 

FPR = 𝐹𝐹𝐹𝐹
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 
(7) 

where TP represents the number of true positives, and FN is the number of false 
negatives. TPR reflects the classifier's ability to identify all positive samples, while 
FPR indicates the ratio of negative instances incorrectly classified as positive. The 
AUC summarises the ROC curve by measuring a classifier’s capacity to distinguish 
between classes. A perfect classifier achieves an AUC-ROC of 1, while a purely 
random classifier is 0.5. 

5.4.2 Coefficient of determination 
R2 is widely employed in predictive modelling of train delays to assess the goodness 
of fit of a model or the proportion of variance in the dependent variable explained 
by the independent variable (Pineda-Jaramillo et al., 2023). The model fits better if 
R2 is close to 1.  
 

𝑅𝑅2 = 1 −
∑ (𝑦𝑦�𝑘𝑘 − 𝑦𝑦𝑘𝑘)2𝑁𝑁
𝑘𝑘=1
∑ (𝑦𝑦𝑘𝑘 − 𝑦𝑦�)𝑁𝑁
𝑘𝑘=1

 

(8) 
where 𝑦𝑦𝑘𝑘  and 𝑦𝑦�𝑘𝑘  represent the actual and predicted values, respectively; 𝑦𝑦� is the 
mean of the dependent variable, and all variables are recorded in minutes. 
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5.4.3 Root-mean-square error and mean absolute error  
RMSE and MAE are widely used metrics for assessing the performance of train 
delay prediction models in terms of prediction errors, as shown in Equations 9 and 
10. These metrics are scale-dependent measures, meaning their scale depends on the 
scale of the data. 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑁𝑁
�|𝑦𝑦�𝑘𝑘 − 𝑦𝑦𝑘𝑘|
𝑁𝑁

𝑘𝑘=1

 

(9) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑁𝑁
�(𝑦𝑦�𝑘𝑘 − 𝑦𝑦𝑘𝑘)2
𝑁𝑁

𝑘𝑘=1

  

(10) 
 

where 𝑦𝑦𝑘𝑘 and 𝑦𝑦�𝑘𝑘 represent the actual and predicted values, recorded in minutes. The 
closer RMSE and MAE are to zero, the better the performance of the model. 
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6 Data preparation and case study 

This chapter outlines the data preparation process, focusing particularly on the case 
study conducted in the thesis. It begins with a comprehensive overview of the 
datasets, detailing the variables derived from them. Subsequently, the chapter 
delineates the data preprocessing procedures undertaken to ensure data quality. The 
chapter ends by defining the data scope established for the case study. 

6.1 Datasets  
The thesis utilizes five distinct datasets, as indicated in Table 3. In the subsequent 
sections, the details of these datasets will be presented. 

Table 3: Overview of data used 
Paper Datasets Input variables Output variables 

1 Reviewed Literature                                N/A N/A 
2 Train Operation Data Train passes Dwell time delays 
3 Train Operation Data Scheduled and actual dwell time, 

Scheduled and actual running time, train 
arrival delays at upstream stations, 
arrival delays of three trains before, 
historical mean for arrival delays of the 
train (hour, weekday, month), direction 
of travel, time of day, days of week 

Arrival delays  

Weather data Temperature, precipitation, snow depth, 
wind speed 

Trackwork plan Trackwork Period, trackwork restriction 
4,5 Train Operation Data  Actual dwell time, actual departure 

headway, scheduled running time, 
scheduled dwell time, scheduled 
headway, arrival delay, departure delay 

Running times 

6 Reviewed Literature   N/A  N/A 
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6.1.1 Reviewed literature 
The data for Papers 1 and 6 was extracted from literature identified through the 
systematic literature review conducted in March 2023 for Paper 1 and January 2024 
for Paper 6. The search was performed on the Web of Science and Scopus databases 
for English academic journals and conference papers, targeting English academic 
journals and conference papers with no restrictions on publication years. The 
process began with a literature search using keywords related to railway transport, 
including "train" and "rail*”, specifically in article titles to prevent confusion with 
unrelated terms like "training" and "train validation". This was followed by terms 
emphasising train delay prediction such as “delay," "forecasting" and "prediction," 
and those emphasising data-driven approaches such as "data-driven," "machine 
learning," "regression," "artificial intelligence," "deep learning," "neural network" 
and "statistical regression" in the titles, abstracts and keywords. The results from 
both databases were combined, and duplicate results were eliminated. Subsequently, 
a full-text review was conducted, excluding articles without full-text access, purely 
qualitative studies, papers unrelated to train events from a timetable perspective, 
and those primarily based on mathematical perspectives, optimisation, simulation, 
or queuing theory. After this review, forward and backward snowballing strategies 
were applied to the remaining papers to capture additional relevant literature. 
Backward snowballing involves checking the reference lists of remaining papers, 
while forward snowballing focuses on identifying new papers and citing the 
remaining papers. A thorough assessment of titles, keywords, and abstracts, 
followed by a full-text review, resulted in the selection of 56 and 65 papers for 
analysis in Papers 1 and 6, respectively. 

6.1.2 Train Operation Data 
The train operation data used in this thesis is provided by Trafikverket and is 
recorded using the signalling system. It includes detailed information on the 
scheduled and actual arrival and departure times of different trains at each station 
along the designated train path in Sweden, with one-minute time precision. 
Additionally, the data contains specific details such as train identification number, 
train route, train type, and information about the infrastructure (single or double 
track). 

In Papers 2–5, which primarily focus on train delays, the train operation data 
serves as the main source of data. Given the highly utilised railway network and the 
presence of heterogeneous traffic in Sweden, there is an increased dependency 
between trains. Interactions among trains can result in non-scheduled events such 
as extended running or dwell times due to disturbances, which propagate knock-on 
delays to other trains in the network. These intricate relationships can be effectively 
captured through the train operation data. More specifically, train event variables 
derived from the train operation data have a direct impact on train delays and are 
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crucial predictors in the train delay prediction models to enhance their prediction 
performance. Thus, train event variables such as previous train delays, scheduled 
and actual running and dwell times, etc. are used in Papers 2–5.  

In addition to the aforementioned train event variables that keep track of both 
scheduled and actual train movements, Paper 3 explores the effects of other 
variables on train delays, such as network and calendar variables, which are 
extracted from the train operation data. These variables help capture variations in 
train operation conditions at the respective locations and times. Therefore, 
quantifying their impacts is worthwhile in assisting policymakers to make informed 
decisions for enhancing the management of current train operations in Sweden. 

6.1.3 Weather data 
Weather data is retrieved from the open-access weather information provided by the 
Swedish Meteorological and Hydrological Institute (SMHI). This dataset 
encompasses historical meteorological observations, including average snow depth, 
average precipitation, average temperature and maximum wind speed across the 
entire geographic area of Sweden. These weather variables are recorded at various 
intervals; snow depth, temperature, and precipitation are recorded once a day at each 
weather station, while wind speed is recorded hourly.   

In Paper 3, weather-related factors such as temperature, precipitation, wind speed 
and snow depth are included as explanatory variables to explore their impact on train 
delays and to identify the potential improvements that can be made to the accuracy of 
real-time train delay prediction models. Previous studies, such as the work done by 
Oneto et al. (2016), have demonstrated that integrating weather data into models can 
enhance accuracy by approximately 10%. Similarly, Huang, Wen, Fu, Lessan, et al. 
(2020) found that neglecting weather-related factors harms prediction model 
performance, as evidenced by an increase in the loss function upon their removal, 
even though weather-related factors are considered less important compared to train 
operation factors. Since weather stations are not located at train stations, the weather 
data in Paper 6 is linked to train operation data by matching the coordinates of the 
weather station to the nearest train station on a day-by-day basis. 

6.1.4 Trackwork plan 
As with the train operation data, the trackwork plan is provided by Trafikverket. It 
specifies information such as the trackwork identification number and the location 
of the planned activity, and indicates the starting and ending stations for the 
trackwork. This dataset also includes details about the timing of the trackwork, 
which is specified by week number, time, and day pattern. It is worth noting that 
this data is collected manually on a weekly basis by Trafikverket since there is no 
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automated system for this type of data, thus making the collection process time-
consuming. 

Ivina et al. (2021) identified a correlation between trackwork activities and 
increased train delays. In response to this correlation, Paper 3 includes variables into 
the trackwork plan that capture infrastructure unavailability and restrictions on train 
movement due to interference between trackwork and train operation. More 
specifically, the period of trackwork and speed restrictions due to trackwork from 
the trackwork plan are utilised as explanatory variables in Paper 3. The trackwork 
plan specifies the location of trackwork by unique signal numbers on the track 
segment between two assigned stations. To identify the train passages occurring 
during scheduled trackwork, each unique train passage between two assigned 
stations is identified from the train operation data, and then the sequence of stations 
on the train route between two trackwork stations is determined. 

6.2 Data preprocessing 
Data quality is crucial for quantitative methods, particularly when seeking insights 
from the data and constructing intelligent algorithms for practical applications. Raw 
datasets are usually characterised by class imbalance, data heterogeneity, high 
skewness, privacy, irrelevant and redundant features, continuous data, collinearity 
among metrics and noise in the data. Various data preprocessing tasks become 
essential to organise input for prediction algorithms and ensure that models learn 
from unbiased and well-structured data. The data preprocessing process utilised in 
the thesis is illustrated in Figure 2, with each stage detailed in the subsequent 
subsections. 

 
Figure 2: The data preprocessing process 
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6.2.1 Data cleaning 
Inevitable faulty sampling caused by human or computer error results in missing 
data and noisy data, including duplicated data, invalid data and extreme data. Data 
cleaning, a process focused on detecting and rectifying (or eliminating) erroneous 
observations, becomes essential to manage missing values and address 
inconsistencies. The presence of irrelevant, noisy and unreliable data significantly 
affects model outcomes and knowledge discovery, thus posing challenges during 
the training phase. Two common approaches employed to handle noisy and missing 
data are the sample imputation technique or simply excluding observations with 
missing values. The exclusion of samples with missing values does not adversely 
affect the performance of the model if it constitutes a small ratio of the total datasets 
(Fenner, 2019). With sufficient amounts of data, Papers 2–5 can ignore trips with 
data completeness issues or data that contain missing observations or illogical 
values rather than employing imputation methods. Examples of errors encountered 
in Papers 2–5 include arrival times preceding the departure times of the previous 
station, duplicate train operation records and incomplete trip records. 

6.2.2 Feature Engineering 
Feature engineering is the process of extracting features from raw data and 
transforming them into formats suitable for modelling, thereby maximising the 
utility of the original dataset. The feature engineering techniques that are adopted in 
Papers 2–5 are as follows:  

6.2.2.1 Feature creation 
Feature creation involves developing new variables from existing data to enhance 
predictive models. New well-designed variables can often capture important 
information in a dataset more effectively than the original variables. As 
demonstrated in Papers 2–5, considering train arrival delays at the current station is 
crucial in train delay prediction. While train operation data typically provides arrival 
and departure times, focusing on delays at the current station is essential for 
predicting delays at subsequent stations. This variable can be derived from the train 
operation data by calculating the difference between actual arrival times and 
scheduled arrival times at the current station. Creating such a variable addresses a 
significant source of input for the train delay prediction model and contributes to 
more precise predictions for train delays at subsequent locations. 

6.2.2.2 Discretization 
Discretization involves logically grouping data values into bins, and it is applicable 
to both numerical and categorical data. It is important to note that discretization 
prevents overfitting at the expense of losing data granularity. Paper 2 employs 
discretization to address the non-linear relationship between weather variables and 
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train delays. Økland and Olsson (2020) found that weather only negatively 
influences train punctuality when snowfall, precipitation and low temperatures hit 
certain thresholds. Following trial-and-error tests, temperatures are categorised into 
groups (e.g. normal, cold and extremely cold) based on their impact on delays. In 
Paper 3, the discretization technique replaces numerous values of continuous 
attributes (calendar, weather and maintenance variables) with a few interval labels, 
simplifying the original data and giving an easy-to-use, knowledge-level 
representation of mining results. 

6.2.2.3 Categorical Encoding 
Categorical encoding is the technique used to encode categorical features into 
numerical values, making them more comprehensible for algorithms. One hot 
encoding (OHE) is the categorical encoding technique selected for this thesis, 
wherein each category in a categorical variable is transformed into a binary feature. 
Each variable indicates whether a particular category is present (1) or absent (0) in 
the original variable. In Paper 2 for instance, binary variables are generated using 
OHE for dwell time delays, where deviations exceeding 0 minutes are considered 
delays requiring potential rescheduling, while delays of 0 minutes or less are less 
likely to impact negatively. Another example is that after discretizing the 
temperature variables into three distinct categories in Paper 3, OHE is applied to 
encode each category into binary variables—normal temperature, cold and 
extremely cold. This enables the algorithms to interpret these categories as binary 
features, making it easier for the prediction algorithm to generate meaningful 
diagnostic insights. 

6.2.2.4 Normalization 
Normalisation is the process of changing the values of numeric variables in the 
dataset to a common scale without distorting differences in the ranges of values. In 
the context of machine learning algorithms, especially those involving numerical 
optimisation, normalisation ensures that all input variables are on a standardised 
scale. This is essential to prevent variables with larger scales from dominating the 
learning process, which could lead to biassed model performance. Additionally, 
normalisation enhances the convergence of optimisation algorithms like gradient 
descent, thus contributing to faster and more consistent convergence. Normalisation 
improves the generalisation and interpretability of machine learning models by 
providing a standardised basis for comparing the contributions of different 
variables. Papers 2–5 adopted the common form of normalisation, standardisation, 
by centring the data around zero and scaling it to have a standard deviation of 1. 
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6.2.3 Feature selection 
Feature selection involves the identification and retention of relevant features while 
discarding those that are redundant or irrelevant. As the saying goes, garbage in, 
garbage out. The prediction model is capable of learning efficiently only when the 
training data contains enough relevant features and not too many irrelevant ones. In 
Papers 2–5, initial feature selection relies on domain knowledge and common sense 
to determine a set of explanatory variables believed to have predictive value for 
incorporation into the models. Consequently, Pearson’s correlation is then 
employed to identify variables with statistically significant correlations to the target 
variable, which is train arrival delay. This not only ensures the inclusion of 
influential input variables, but it also serves to detect multicollinearity; given the 
correlation that exists among the supposedly independent variables, it tends to 
hinder the ability of the model to generate an accurate prediction. In cases where 
there is high correlation between variables, the more significant variable is selected 
to avoid potential confounding effects and enhance the robustness of the analysis. 
This approach aligns with the overarching goal of optimising the model's 
performance and accuracy in train delay prediction. 

6.3 Study areas and scope of data 
Section 6.3 addresses the crucial considerations of study areas and the scope of data 
for each paper in the thesis. The cautious selection of study areas and the definition 
of data scope are vital components for conducting a comprehensive analysis of the 
subject under investigation since they provide a nuanced understanding of the 
subject and its complexities. In qualitative studies, the criteria used for selecting 
study scopes play a crucial role in shaping the depth and generalisability of the 
analysis, particularly in the context of data-driven train delay prediction models. 
Likewise, in quantitative studies, the identification of study areas and the scope of 
data are essential for case studies. This careful selection helps provide an accurate 
illustration of the application of theoretical concepts to practical scenarios, thus 
empowering researchers to derive insights, formulate interpretations and generate 
theories or hypotheses. 

6.3.1 The global perspective in Papers 1 and 6 
A global perspective was adopted in Papers 1 and 6 for the literature review when 
the literature search was unrestricted to the years and country of publication. Papers 
1 and 6 encompasses all relevant literature to ensure the generalisability of the 
proposed framework. This approach is crucial since the intention of Paper 1 was to 
develop a generic, domain-specific framework that guides the design and evaluation 
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of train delay prediction models, thereby accelerating the uptake of data-driven 
approaches to advanced practices in railways. Similarly, by considering the different 
model evaluation methods from existing literature, Paper 6 ensures the applicability 
of the proposed evaluation framework in diverse situations. 

6.3.2 Swedish cases in Papers 2–5 
Papers 2–5 focus on case studies conducted in Sweden. The railway system in 
Sweden is characterised by dense and heterogeneous train traffic with varying 
stopping patterns, acceleration and maximum speeds. More specifically, the mixed 
traffic in Sweden, which includes freight trains, passenger trains, high-speed trains, 
long-distance trains and service trains, shares the same infrastructure, causing an 
increase in dependency on trains. This leads to a sensitive system where it is hard to 
recover from delays, and the delays can easily propagate to other traffic once a 
disturbance or disruption occurs. 

 

 
Figure 3: Capacity use in Sweden 2020 (Trafikverket, 2023) 
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One of the important train lines in Sweden is the Southern Main Line (SML), 
which runs southward between Stockholm and the third-largest urban area, Malmö, 
via Katrineholm, Norrköping and Mjölby. It is the main connection to Denmark and 
central Europe. The SML is important since it connects freight trains between two 
large freight yards in Hallsberg and Malmö. Figure 3 illustrates the capacity 
utilisation in Sweden, revealing that several lines in Sweden experience high 
capacity utilisation coupled with highly heterogeneous traffic, contributing to an 
overall delay-sensitive network with increased average train delays. Andersson 
(2014) highlighted that the most overutilized stretches on the SML are concentrated 
at the northern end near Stockholm. In parallel with the findings of Trafikanalys 
(2021), Andersson (2014) also finds that the punctuality of fast long-distance trains 
in Sweden operating on the SML is lower compared to that of other trains. While 
the punctuality for all other trains averages around 90%, fast long-distance trains 
range between 30 and70%. Due to the higher frequency of train services, punctuality 
during weekdays and rush hours tends to be notably lower than on weekends and 
during non-rush hours, respectively. This is important since train delay prediction 
tasks tend to be more challenging for trains with lower punctuality.   

6.3.2.1 Stations irrespective of train line  
Paper 2 focuses on exploring various types of passes for passenger trains in terms 
of dwell time delays. The dataset for Paper 2 includes data for passenger trains on 
double tracks in Sweden in 2014. To account for differences in travel behaviour 
between weekends and weekdays, observations for Saturday and Sunday were 
excluded. After filtering out trains with no scheduled or actual pass, the dataset for 
Paper 2 comprised a total of 403 000 observations. The case studies involved in 
Papers 2–5 are summarised in Table 4. 

Table 4: Case study for the Paper 2–5 
Paper  Date Train type Study area Final number of 

observations 
2 2014 Passenger 

train 
All of Sweden 403 000 

3 12/2016–
12/2020 

High-speed 
train 

Copenhagen Central Station 
(KPH)–Stockholm Central 
Station (CST) 
CST–Sundsvall Central Station 
(SDC) 

46 875 

4 12/2016–
12/2020 

High-speed 
train 

Hyllie Station–Norrköpings C 
Station 

2 240–6 414 

5 12/2016–
12/2020 

High-speed 
train 

Hyllie Station–Linköping C 
Station 

6 000 
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6.3.2.2 Stations along specific train line  
Paper 3 examines train arrival delays on two high-speed train (HSR) lines: 
Copenhagen Central Station (KPH) to Stockholm Central Station (CST) and CST 
to Sundsvall Central Station (SDC). This represents four distinct train lines covering 
both directions on the two routes. To ensure consistency, five stations were chosen 
for each line to analyse the impact of various factors on train delays. For the CST to 
SDC line, these stations were Hudiksvall, Söderhamn, Gävle, Uppsala, and Arlanda, 
while Hässleholm, Alvesta, Nässjö, Linköping, and Norrköping were selected for 
the KPH to SDC line. The analysis focuses exclusively on HSRs, excluding other 
runs for further analysis. Despite efforts to include additional long-distance train 
lines, their limited dataset and statistical insignificance led to their exclusion in order 
to avoid potential biases. The data for Paper 3 covers the period from December 
2016 to December 2020, which comprises 46 875 train records after pre-processing. 

For Papers 4 and 5, the study focuses on the northbound direction of the SML. 
To maintain consistency and make it easier to compare results, nine stations were 
selected for Paper 3, and six of these were retained for Paper 4 within the same study 
area. The stations selected for Paper 3were Malmö C, Lund C, Hässleholm, Alvesta, 
Nässjö, Mjölby, Linköpings C, and Norrköping C, while Lund C, Hässleholm, 
Alvesta, Nässjö, Mjölby and Linköpings C were selected for Paper 4. The strategic 
selection of train stations along the SML is based on their frequent usage and 
adequate coverage of the long-distance trains passing through. This approach 
ensures that there is sufficient data available for a robust analysis, particularly 
considering the limited number of long-distance trains travelling in the network per 
day. The study period spans four years, from December 2016 to December 2020. 
To model train progression downstream closer to the final station, separate datasets 
were created with distinct sets of explanatory variables reflecting various current 
railway traffic conditions in time and space. For instance, since the study area has 
nine stations, eight separate datasets were prepared in Paper 3, whereas five separate 
datasets were prepared in Paper 4. These datasets vary in size, ranging from 2 240 
to 6 414 observations depending on the completeness of the data from the current 
station to the final station.   
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7 Summary of Papers 

This chapter presents a summary of each appended paper, outlining their respective 
purposes, methodologies, key results, and implications for practice. For a more in-
depth understanding of each paper, please refer to the respective papers in the 
appendix. 

7.1 Paper 1: A Review of Data-driven Approaches to 
Predict Train Delays 

Paper 1 provides a comprehensive review of existing technical studies to present a 
unified framework for the development of domain-specific data-driven train delay 
prediction models. The framework disaggregates the complex prediction process 
into six key aspects. For the aspect of application scope, it categorizes data-driven 
train delay prediction models into long-term and short-term categories and notes a 
shift from understanding the impact of explanatory factors on train delays to real-
world applications focusing on accuracy and robustness. The study suggests 
exploring dynamic multiple stations prediction for short-term train delay, which 
predicts train events at multiple stations at arbitrary times, as opposed to the limited 
application of the next station's train events prediction. 

In terms of model inputs, feature selection commonly relies on domain 
knowledge and common sense, but alternative approaches like filter methods, 
wrapper methods and embedded methods offer less subjective options. Addressing 
common data quality issues such as noise, missing data and class imbalance through 
data pre-processing is crucial to ensure that train delay prediction models receive 
accurate information. Despite the challenges posed by imbalanced data, such as poor 
performance in predicting long delays, a comprehensive solution has yet to be found 
in train delay prediction studies. In terms of methodologies, there is a noticeable 
shift from statistical approaches to machine learning models for long-term 
prediction studies, especially given the ability of machine learning models to 
capture nonlinear relationships between variables. Short-term prediction 
emphasises accuracy, with a growing preference for neural networks and hybrid 
models. However, a complex model is not always the best solution; thus, the logic 
behind selecting a methodology for modelling train delay prediction models is also 
worth exploring. 
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In terms of output, predicting arrival delays is the most direct way of capturing 
disturbances in scheduled timetables, whereas predicting train process times (e.g. 
arrival time, departure time, dwell time and running time) and the impact of delays 
(e.g. the number of affected trains, total delayed time and total time of affected 
trains) provide important insight into potential timetable adjustment strategy and 
operational consequences, respectively. To ensure efficiency in the prediction 
model, attention should be given to predicting multiple-output variables. While 
accuracy is often emphasised in evaluation techniques, other evaluation aspects such 
as representational power, which ensures the fitting of the model, explainability, 
which justifies the use case of the model, and model validity, which assesses the 
degree to which the modelling framework assumption matches the characteristics 
of the problem, are equally vital in selecting the appropriate model.  

7.2 Paper 2: The Effects of Train Passes on Dwell Time 
Delays in Sweden   

In Paper 2, the primary objective was to increase the understanding of train passes 
and their influence on dwell time delays for trains in Sweden. This understanding is 
crucial for optimising timetable planning and train traffic management within the 
railway system. The focus was on improving the efficiency of trains passing each 
other, ultimately minimising delays and leading to a more punctual railway 
operation. An overview of various pass types in Sweden was provided first based 
on historical train operation data. The passes in Sweden can be broadly categorised 
into three types: cancel passes, scheduled passes and unscheduled passes. Notably, 
a remarkable 97% of the passes did not occur as scheduled, with the most common 
being cancelled passes (76%), followed by unscheduled passes (21%) and scheduled 
passes (3%). This indicates that timetables are difficult to realise with a high level 
of accuracy, which results in significantly fewer train passes in actual operations 
compared to the timetables. It also suggests dispatchers play a very active role in 
cancelling and rescheduling train passes, shifting them from one station to another. 

A logistic regression model was employed to assess how different train passes 
impact train delays since the odds ratio derived from the logistic regression offers a 
direct comparison of different dispatching approaches, thus identifying which 
dispatching approach has the best odds of not causing delays. The results show that 
delays are less likely when passes are cancelled and more likely when passes are 
unscheduled when compared to scheduled passes. More specifically, the odds of 
dwell time delays for unscheduled passes were 2.6 times higher than scheduled 
passes, suggesting that timetables have little flexibility. On the other hand, the odds 
of dwell time delays for cancelled passes are 9.8 times less likely than for scheduled 
passes. This suggests that the cancellation of a train pass can be used as a strategy 
to mitigate the risk of delays during disturbances, and this is often done in practice. 
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However, in certain situations, passes cannot easily be cancelled, so they are shifted 
from one station to another, where they appear as unscheduled passes; as a result, 
this significantly increases the probability of a delay. 

7.3 Paper 3: Analysing Factors Contributing to Real-
time Train Arrival Delays using Seemingly 
Unrelated Regression Models 

Paper 3 focuses on understanding the heterogeneous impact of various factors on 
train delays. To address this, an interpretable and statistically sound model known 
as the SUR model was employed. By considering the model’s contemporaneous 
residual correlations resulting from the shared unobserved feature variables across 
the regression equations, the SUR model ensured a statistically more efficient 
estimation of regression coefficients. This is because at the trip level, missing 
residual terms such as rolling stock, tracks and driver styles are essentially the same. 
The modelling design incorporates the concept of real-time train arrival prediction, 
which treats the train delay prediction problem as a set of next-station arrival delay 
prediction models that are conditional on train location. High R2 values (between 
0.8 and 0.9) and a low RMSE (3 minutes) confirmed that station-specific delay 
prediction models need to be developed to analyse the impacts of influencing factors 
on delays. 

Paper 3 details the heterogeneous impact of a comprehensive set of factors on 
train delays and provides insights into the practical implications. Train operation 
variables (e.g. dwell time, running time, and delays from previous trains and 
upstream stations), as well as network variables (e.g. travelling direction), are found 
to have significant impacts on train arrival delays at downstream stations. Notably, 
the consecutive upstream station delay of the same train has a greater impact on the 
current station train delay than delays from further upstream stations. This is 
because the consecutive upstream stations are more reflective of current traffic 
conditions since the impacts of further upstream delays are absorbed by the 
consecutive upstream station delay. This underscores the importance of considering 
the nearest station information for effective real-time operations management. 

Calendar variables such as peak hours and weekdays are identified as factors that 
can increase current station delays. This is attributed to the increased passenger 
volume during peak hours and the potential for congestion interference between 
trains due to the increased rail services on weekdays. Weather variables, including 
temperature, precipitation, snow depth and wind speed, exhibit varying effects on 
station arrival delays, possibly due to the fact that Sweden is a sizable country with 
huge variations in weather conditions. However, most weather variables show 
statistically insignificant impacts on train delays, suggesting that the railway 
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transportation system in Sweden is less likely to be affected by weather. 
Maintenance variables, including periods of trackwork and temporary speed 
restrictions, can significantly increase train arrival delays. Maintenance activities 
caused train speed reductions and increased capacity utilisation, necessitating 
timetable rescheduling to minimise delays associated with maintenance work during 
low-traffic periods or at night. 

7.4 Paper 4: Real-time Train Arrival Time Prediction at 
Multiple Stations and Arbitrary Times   

Paper 4 focuses on the practical need for real-time train arrival predictions for 
multiple stations at arbitrary times, as opposed to one-step-ahead (next station) 
predictions that are operation-oriented and triggered only when a train arrives or 
departs from a specific station. This proposed approach aims to cater to passenger 
needs for predicting train arrival times at their concerned stations based on their 
current locations. 

By using the multi-output regression and chained multi-output regression 
frameworks, the multi-output prediction problem is modelled as a regression 
problem that simultaneously predicts two or more numerical values. To leverage the 
most recent information, the multi-output regression models are trained 
conditionally on the current train location, incorporating the corresponding sets of 
factors from the training dataset into the model. The comparison results show that 
direct multi-output and chained multi-output regression models have comparable 
performance, thus demonstrating that taking into account previous stations' arrival 
time predictions has no significant impact on subsequent stations’ predictions; it 
only leads to longer training time for chained multi-output regression models. 

The superior performance of LightGBM compared to benchmark models such as 
GBR and RFR highlights its efficiency in predicting train delays. Further 
investigation into changes in prediction performance as the train travels along the 
route towards downstream stations reveals that Direct Multi-output LightGBM 
consistently improves prediction performance (except for the first three models). 
The bigger prediction errors at the Hässleholm, Alvesta, and Nässjö stations are 
primarily attributed to their high arrival time variability. Due to the availability of 
more real-time information for making predictions, the prediction performance at a 
station tends to improve as the train approaches it. 



72 

7.5 Paper 5: Real-time Train Arrival Time Prediction 
along the Swedish Southern Mainline   

Paper 5 builds upon the work in Paper 4 and aims to enhance train arrival time 
prediction for multiple downstream stations at arbitrary times. The prediction 
problem in Paper 5 is also framed as a multi-output regression conditioned on the 
train's current location that leverages the most recent train operation information for 
optimal accuracy. In addition to the direct multi-output regression framework, Paper 
5 explores the SUR framework, which considers correlated prediction errors across 
equations. Two iterative bias correction approaches are introduced—one-step 
before prediction error correction and upstream prediction error correction—to 
improve the performance of the prediction model by incorporating real-time 
observed information, specifically prediction errors at previous stations, along with 
predictors from historical data. 

The findings show that the SUR approach does not have an obvious advantage 
over direct multiple output linear regression, suggesting that considering residual 
correlations in predictions does not enhance the prediction of train arrival times at 
subsequent stations, thereby confirming the independence of residual correlations 
in this prediction task. The superior performance of the direct multiple output linear 
regression model with upstream prediction error correction compared to models 
with one-step before prediction error correction and without bias correction modules 
underscores the importance of leveraging both historical and real-time information 
for improved model performance. These results affirm that iterative prediction error 
adjustment using all available information to allow the model to constantly adjust 
itself can improve the prediction effect. 

The results also reveal that the prediction error increases as the distance to the 
destination increases since it requires the prediction of arrival times for a greater 
number of stations from the origin to the destination. This is expected because 
longer distances to the terminal destination station introduce more uncertainty and 
fluctuations in railway traffic conditions. Similar to Paper 4, the findings 
demonstrate that the prediction performance of the direct multiple output linear 
regression model at a station improves as the train moves closer to it. This is most 
likely due to the utilisation of more relevant real-time information that captures the 
actual dynamics of train traffic for more accurate predictions. 
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7.6 Paper 6: AP-GRIP Evaluation Framework for Data-
driven Train Delay Prediction Models: Systematic 
Literature Review 

Paper 6 aims to equip railway modellers and practitioners with the necessary tools 
to make a critical evaluation of prediction models and familiarise them with each 
important evaluation component prior to model deployment in the railway fields. 
To achieve this goal, Paper 6 presents a systematic literature review on data-driven 
train delay prediction models and introduces the novel AP-GRIP (Accuracy, 
Precision-Generalisability, Robustness, Interpretability, and Practicality) evaluation 
framework consisting of six key aspects.  

Accuracy, crucial for assessing prediction model capability, involves measuring 
the similarity between observed and predicted values. Precision evaluates the 
dispersion of prediction error by capturing bias tendencies in specific methods, 
while generalisation ensures the model's transportability across diverse conditions. 
Robustness assesses model performance in unexpected situations, and 
interpretability provides insights into the predictions generated, thus enhancing the 
confidence of end-users. Practicability, an application-oriented aspect, assesses the 
task fulfilment capability of prediction models from an end-user perspective, 
recognizing that the tolerance for prediction errors varies based on the model's 
specific use case. To attain a thorough evaluation, the framework considers spatial, 
temporal and train-specific perspectives. It also recommends making benchmark 
model comparisons in addition to relying solely on an overall model performance 
perspective in order to identify the most effective train delay prediction models. 
After an evaluation is carried out using the framework, end-users are expected to 
possess an in-depth understanding of the prediction model's strengths and 
limitations. They will be able to determine when, where and how certain models 
perform well or poorly and thus offer well-informed suggestions for the continuous 
improvement of train delay prediction models. 
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8 Answering the research questions 

As outlined in the introduction, the purpose of the thesis is to enhance the 
understanding of data-driven train delay prediction models. In this chapter, the 
findings of each paper are discussed in relation to the research questions posed in 
the thesis to fulfil its overarching aim. 

 

8.1 Factors to consider when building a train delay 
prediction model 

 
To facilitate the development of data-driven prediction models in the railway field, 
the framework proposed in Paper 1 systematically breaks down the train delay 
prediction process into six components: scope determination, model inputs, data 
quality, methodologies, model outputs, and evaluation techniques. The subsequent 
subsections provide detailed insights into each component. However, the part for 
feature variables under the model inputs and evaluation techniques subsections are 
explored and discussed in detail under RQ2 and RQ4, respectively. The components 
of train delay prediction models discussed in Section 8.1 are illustrated in Figure 4. 
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Figure 4: Components in existing train delay prediction models 

8.1.1 Scope determination 
Data-driven train delay prediction models can be categorised into long-term and 
short-term train delay prediction models based on the prediction horizons. Long-
term train delay prediction models aim to understand the impact of various factors 
on railway system performance by utilising aggregated historical train operation 
data to predict delays several days or months in advance. On the other hand, short-
term train delay prediction models, fed with real-time data, focus on generating 
accurate predictions for train delays. Spatially, short-term train delay prediction 
models are further classified into the following types: the one station ahead 
prediction model, multiple stations ahead prediction model, static multiple stations 
prediction model, and dynamic multiple stations prediction model. The one-station-
ahead prediction model forecasts the train delay at the next station while the multi-
station-ahead prediction model looks at train delays at multiple stations ahead. In 
contrast, both the static and dynamic multiple-station prediction models aim to 
predict train delays at all downstream stations. The static multiple stations 
prediction model provides a one-shot prediction without updates, while the dynamic 
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multiple stations prediction model continually updates predictions as railway traffic 
information evolves. 

8.1.2 Model Input 
Feature selection involves the selection of important input variables to eliminate 
redundant or irrelevant features. The feature selection methods include the filter 
method, wrapper method, and embedded method. The filter method, such as 
Pearson’s correlation, ensures the selection of input variables that have statistically 
significant relationships to the target variable. The wrapper method (e.g. forward 
feature selection, backward feature elimination, and recursive feature elimination 
methods) involves building similar prediction models but with different subsets of 
input variables; only those input variables that contribute to the best-performing 
model are selected. However, the wrapper method is not suitable when dealing with 
large datasets. The embedded or intrinsic method, also referred to as the feature 
selection process, is embedded in the predictive model, thus enabling the model to 
automatically select input variables that maximise the model’s accuracy. For 
instance, feature importance is a built-in metric in a random forest model. 

8.1.3 Data quality 
Builders of train delay prediction models commonly encounter data quality issues, 
including class imbalance, missing data, and noise. Therefore, data pre-processing 
becomes crucial to prevent prediction models from being trained on erroneous data. 
Removal of missing and noisy observations is a common practice, particularly when 
the datasets are large enough. Imbalanced data, indicating data with a 
disproportionate observation ratio, remains a challenging issue in train delay 
prediction studies. For instance, the utilisation of imbalanced data or data with a 
long-tailed distribution leads to poor prediction performance for predicting long 
delays or requires a substantial amount of data for effective model training. 

8.1.4 Methodologies 
Statistical regression models such as linear regressions are mainly used to 
understand the variable impact on train delays and can also be used to predict train 
delays; however, their limitation lies in modelling complex and non-linear 
relationships. Supervised machine learning, particularly random forest regression, 
is widely applied in train delay prediction due to its ability to capture non-linear 
relationships and handle high-dimensional, noisy data for reliable and repeatable 
predictions. Machine learning, while less interpretable than statistical regression, 
excels at uncovering hidden knowledge from historical data. However, machine 
learning requires human-engineered spatiotemporal features to capture the spatial 
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and temporal flow patterns of train operation. Conversely, the advantages of neural 
networks include automatic learning of spatiotemporal representations from raw 
data and the flexibility to integrate different architectures into hybrid models, which 
is efficient in the handling of heterogeneous and multi-attribute data in dynamic 
railway systems. Different neural network algorithms are effective in dealing with 
different types of data, such as LSTM or recurrent neural networks (RNN) for 
sequential data, convolution neural networks (CNNs) for spatial or image data, and 
fully connected neural networks (FCNN) for cross-sectional data. Hybrid models 
combining multiple algorithms enhance prediction robustness by leveraging 
uncorrelated prediction errors and reducing the risk of simultaneous failures. 

8.1.5 Model outputs 
In train delay prediction studies, output variables encompass parameters related to 
train delays, train process times and the impact of delays. Arrival delays are the most 
commonly used output in existing train delay prediction studies since they directly 
capture disturbance impacts. Accurate prediction of process times is crucial due to 
the sharing of infrastructure between trains, and trains exceeding the scheduled train 
process times hinder subsequent train operations. Consequently, the prediction of 
process times is important for timetable rescheduling and resolving conflicts 
between train paths. Predicting the parameters related to the impact of delays helps 
with real-time dispatching and operational decision-making. Despite many studies 
focusing on predicting one single aspect of train movements, neural networks 
algorithms and hybrid models can be employed to simultaneously predict multiple 
output variables, thus enriching the information relative to various train movement 
aspects. 

8.2 Input variables improving the train delay prediction 
model 

To determine effective input variables for train delay prediction models, the impacts 
of a comprehensive set of factors (as shown in Figure 5) on train arrival delays were 
examined. Utilising statistical regression coefficients, the relationships between 
these factors (indicated in bold and italics) and train delays were captured. 
Significance tests were applied to identify crucial variables to incorporate into the 
prediction model. The following subsections present the findings derived from the 
analysis. 
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Figure 5: The factors examined in the thesis for their impact on train arrival delays 

8.2.1 Operational variables 
The scheduled dwell time exhibits a statistically significant and negative correlation 
with current station arrival delays, indicating that longer scheduled dwell times offer 
flexibility for delay recovery by absorbing train delays. Conversely, actual dwell 
time has a significant positive impact on current arrival delays, with passenger 
boarding and alighting activities being the primary contributors. It is worth noting 
that dispatching decisions by train operators, such as cancelling or allowing 
unscheduled train passes, also influence dwell times. The relationship between 
current arrival delays and the scheduled running time varies along the line, where 
longer scheduled running times at the first station led to earlier train arrivals, while 
subsequent stretches require more scheduled running times to absorb accumulated 
delays and provide flexibility for delay recovery. The actual running time is 
statistically significant and correlates negatively with current station arrival delays, 
indicating that a shorter actual running time following an overtaking operation leads 
to early train arrival, which results in trains queuing due to infrastructure capacity 
limitations. Consecutive upstream station delays show a statistically significant 
increase in relation to current station delays and possess the greatest potential to 
exacerbate the current station delays, thus outweighing delays from further 
upstream stations due to direct propagation to the current station. Current station 
delays can increase due to delays from preceding trains passing the same station 
due to the sharing of infrastructure between the current and preceding trains. 

8.2.2 Weather variables 
The effects of weather variables such as temperature, precipitation, snow depth and 
wind speed on current station arrival delays vary throughout the train lines. Cold 
and extremely cold temperatures reduced train delays at terminal stations, but 
interestingly, at middle stations, extremely cold temperatures increased train delays. 
The reduction in train delays at terminals is attributed to decreased train demand 
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since passengers tend to cancel unnecessary trips during extreme temperatures. 
Conversely, the increased train delays at middle stations may be due to the train 
operations’ vulnerability to extremely cold weather in this section. Precipitation 
was associated with increased train delays, likely due to the need for greater 
headway between trains and reduced speeds in wet conditions, all of which impacts 
the total travel time and causes network congestion delays. Limited alternative 
transportation options when it rains also contribute to increased train demand, 
causing further delays. The impact of snow and strong wind on train delays was 
generally insignificant, affirming the reliability of railway transport in snowy and 
windy conditions in Sweden. Notably, snow causes a reduction in train delays at the 
end of the train line, possibly due to changes in travel behaviour such as 
rescheduling trips to avoid traffic congestion by adjusting departure times or 
considering different routes. 

8.2.3 Calendar variables 
Calendar variables, such as peak hours and weekdays, have a significant correlation 
to increased train arrival delays. Morning peak traffic leads to additional train 
delays because of heavier passenger loads and passenger exchange activities such 
as late arrivals and clustered boarding, all of which leads to increased dwell delays. 
Afternoon peak traffic increases train delays along the first stretch of the line but 
results in earlier arrivals along the second stretch. This variation may be attributed 
to the flexibility of passengers in choosing when and where to travel during 
afternoon peak hours, thus causing passenger volume to fluctuate across different 
sections of the line. Weekday operations are more susceptible to train delays than 
weekend operations. The higher number of trains running during weekdays results 
in smaller headways between trains, creating a greater potential for congestion 
interference between trains. 

8.2.4 Maintenance variables 
Maintenance variables, specifically periods of trackwork and temporary speed 
restrictions, can significantly increase train arrival delays. Trackwork scheduled for 
both day and night exacerbates delays more than when trackwork is scheduled 
solely for day or night, indicating that the greater the interference of scheduled 
trackwork with train movements, the longer the train delays. This is because 
scheduled trackwork causes capacity restrictions like track closures or single-track 
operations. Daytime trackwork results in more delays due to more train activity. A 
correlation exists between temporary speed restrictions due to trackwork and 
increased train delays along the entire the train line, except for the station at the 
beginning of the line, which possesses sufficient buffer time to accommodate such 
restrictions since it is less likely to be burdened with heavily accumulated delays 



80 

from the previous station. For downstream stations, speed restrictions prolong travel 
time, leading to train punctuality issues. The unadjusted timetable based on initial 
speed limits depletes scheduled buffers, inevitably escalating delays across the 
network. 

8.3 Approaches to enhance the train delay prediction 
model 

This research question addresses the train delay problem by constructing a 
prediction model with robust predictive capabilities that are applicable in real-world 
scenarios. Location-conditioned concepts and error adjustment strategies are 
introduced to harness real-time information, thereby improving the model's 
prediction performance. In terms of practical application, the study proposes various 
multi-output frameworks designed to dynamically predict train delays for multiple 
downstream stations at arbitrary prediction times. The enhancements introduced for 
existing train delay prediction models are depicted in the Figure 6. 

 
Figure 6: Enhancements for existing train delay prediction models 

8.3.1 Location-conditioned concept 
A location-conditioned concept is proposed to leverage the availability of the most 
up-to-date information for real-time prediction. Predictions are generated for future 
stations when a train is at the current station. In this approach, the current train 
location determines the inclusion of corresponding sets of factors from the training 
dataset into the prediction model, as defined by Equation 11. This location-
conditioned concept focuses on the observability level of information, which 
signifies that only factors that can be observed in real-time and historically, such as 
initial delays, current train delays, and historical train delays, are accounted for 
when calculating the impact on the next train arrival delays. Taking into account 
operational information at the station closest to the target prediction station is 
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especially important since the impact of the explanatory factors used for making 
predictions vary in time and space as trains progress towards their destination 
(Barbour et al., 2018). The following equation: 
 

𝑦𝑦� = 𝑓𝑓(𝑋𝑋|𝑖𝑖) 
(11) 

where 𝑦𝑦� = (𝑡̂𝑡𝑖𝑖+1, 𝑡̂𝑡𝑖𝑖+2, … , 𝑡̂𝑡𝑁𝑁) , denotes the predicted train arrival delays at 
subsequent stations given current station i. 𝑋𝑋 represents a set of predictor variables 
encompassing both historical and real-time explanatory factors. 

8.3.2 Multi-output framework 
In practical applications, passengers receive train arrival information for their 
particular stations via predictions based on all downstream stations rather than one 
station-ahead predictions only. Similarly, train dispatchers require a train delay 
prediction model that serves as a decision-support tool that can provide a 
comprehensive overview of the expected duration for a train to reach each 
intermediate station in order to complete the entire route. To address these needs, 
multi-output frameworks are employed to predict arrival times for multiple 
downstream stations at arbitrary times via inputs derived from the current station. 
More specifically, when the train is at station i, the model predicts arrival times for 
downstream stations (i+1, …, N) concurrently. Upon the train's arrival at station 
i+1, the predictions are updated simultaneously for downstream stations (i+2, …, 
N). Figure 7 illustrates the multi-output framework for arrival time prediction. The 
thesis evaluates three multi-output frameworks: direct multi-output regression, 
chained multi-output regression, and SUR. 
 



82 

 

Figure 7: Conditional multi-outputs framework 

The direct multi-output regression model tackles the regression problem by 
addressing each output independently by assuming their mutual independence. The 
chained multi-output regression model functions sequentially, where the first 
model predicts one output and subsequent models utilise the inputs and outputs from 
preceding models for subsequent predictions. The use of the SUR model involves 
two main stages. The first stage independently generates predictions, similar to the 
direct multi-output regression model. In the second stage, it considers correlated 
error terms across multiple regressions from the first stage. Based on the findings 
from Paper 3 and Paper 4, the direct multi-output regression models outperformed 
both the chained multi-output regression models and the SUR models, confirming 
that accounting for previous station arrival time predictions and correlated 
prediction residuals do not provide significant help in predicting subsequent 
stations' train arrival times. 

8.3.3 Error adjustment strategies 
Error adjustment strategies leverage real-time observed information, specifically 
prediction errors at current and previous stations, to enhance predictive 
performance. Prediction errors (𝐸𝐸𝑖𝑖+1,𝑖𝑖+1) are determined using Equation 12 when 
the actual train arrival time (𝑎𝑎𝑖𝑖+1,𝑖𝑖+1) is observed upon the train's arrival at the next 
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station i+1. Two iterative correction approaches are implemented based on these 
prediction errors: one-step before prediction error correction and upstream 
prediction error correction. 

 

 
Figure 8: (a) One-step before prediction error correction; (b) Upstream prediction error correction 

𝐸𝐸𝑖𝑖,𝑖𝑖 = 𝑎𝑎�𝑖𝑖,𝑖𝑖−1 − 𝑎𝑎𝑖𝑖,𝑖𝑖 

(12) 

where 𝐸𝐸𝑖𝑖,𝑖𝑖 is the prediction error at station i when the train is at station i, 𝑎𝑎�𝑖𝑖,𝑖𝑖−1 is the 
predicted arrival times of the train for station i when the train is at station i-1, and 
𝑎𝑎𝑖𝑖,𝑖𝑖 is the actual arrival time of the train for station i when the train is at station i. 

In the one-step before prediction error correction approach, only the prediction 
error at the current station i where the train is currently located, 𝐸𝐸𝑖𝑖,𝑖𝑖, is used as a 
predictor along with other predictors 𝑋𝑋𝑖𝑖,𝑖𝑖  to predict train delays at subsequent 
stations. For instance, in Figure 8a, when the train arrives at station 𝑆𝑆3 at T = 4, the 
actual train arrival times 𝑎𝑎3,3 is observed and the prediction error 𝐸𝐸3,3 is calculated. 
This error is then combined with 𝑋𝑋3,3  to predict (𝑎𝑎�4,3,𝑎𝑎�5,3) . In the upstream 
prediction error correction approach, all previously determined prediction errors 
and the prediction error at the current station, (𝐸𝐸1,1, … ,𝐸𝐸𝑖𝑖−1,𝑖𝑖−1, 𝐸𝐸𝑖𝑖,𝑖𝑖), are used as 
predictors along with 𝑋𝑋𝑖𝑖,𝑖𝑖. In Figure 8b for example, when the train arrives at the 
station 𝑆𝑆3 at T = 4, the prediction error 𝐸𝐸3,3 is calculated and used together with 
previously computed prediction errors (𝐸𝐸1,1, 𝐸𝐸2,2)  and 𝑋𝑋3,3  as predictors to 
forecast 𝑎𝑎�4,3,𝑎𝑎�5,3. As evidenced in Paper 4, models with one-step before prediction 
error correction outperform those without any correction, thus highlighting the value 
of iterative prediction error adjustment using real-time information that enables the 
model to constantly adjust itself. Furthermore, models with upstream prediction 
error correction exhibit a slight improvement over those with one-step before 
correction, underscoring the significance of both historical and real-time 
information in enhancing model performance. 
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8.4 Evaluating train delay prediction models  
To uncover the strengths and weaknesses of prediction models and consequently 
guide the decision-making processes related to the expansion, modification, or 
rejection of a prediction method, there is a need to evaluate the prediction model 
from six evaluation aspects (accuracy, precision, generalizability, robustness, 
interpretability and practicality) across multiple dimensions, including overall, 
spatial, temporal, and train-specific dimensions, as illustrated in Figure 9. It is worth 
noting that since the output variable for the train delay prediction models is typically 
a continuous variable such as train delays, the evaluation framework proposed is 
primarily designed for regression models rather than classification models. 

 
Figure 9:  Measures for different evaluation aspects and dimensions  

8.4.1 Evaluation aspect: Accuracy 
The evaluation of model accuracy involves examining residual errors and gauging 
the closeness between observed and predicted values (Loague & Green, 1991). 
Accuracy measurements fall into three categories: scale-dependent, percentage 
error-based and relative error-based. Commonly employed scale-dependent 
measurements in train delay prediction studies, such as RMSE and MAE, are 
sensitive and easily interpretable, thus helping decision-makers comprehend the 
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practical implications of prediction errors. Conversely, median error measurements 
such as root median squared error (RMdSE) offer robustness against outliers but are 
less informative. Percentage error measurements, including mean absolute 
percentage error (MAPE), are scale-independent and facilitate comparisons across 
studies. However, they encounter challenges with zero actual values, such as the 
potential for infinite values when actual values are zero, and skewed distributions 
when actual errors approach zero. Relative error-based measurements such as 
geometric mean relative absolute error (GMRAE) are scale-independent, resilient 
against outliers, and provide insights into model performance relative to 
benchmarks. However, they may lack precision in quantifying the adjustments 
needed in train operations to rectify delays. Given the emphasis on developing new 
models and the predominant use of simple baseline models in comparative analyses 
where all models use the same datasets and units of measurement, employing scale-
dependent measures in train delay prediction studies remains a viable choice. 
Nevertheless, to provide a complete picture of model accuracy, it is essential to 
incorporate median error measures like RMdSE alongside the sensitive RMSE and 
MAE metrics. 

8.4.2 Evaluation aspect: Precision 
Precision, as defined by Walther and Moore (2005), refers to the statistical variance 
or the spread of data (Debanne, 2000). Measurements of variability, such as range, 
variance or standard deviation, can serve as precision measurements, with the 
interquartile range considered more robust due to its lower sensitivity to extreme 
values (Manikandan, 2011; Walther & Moore, 2005). While unscaled precision 
measurements such as the coefficient of variation (CV) have been advocated for 
other prediction domains, their application in train delay prediction is constrained 
by the prevalence of delays near zero, leading to highly sensitive minor mean 
fluctuations issues. Graphical methods, particularly boxplots, are commonly used to 
assess precision in train delay prediction studies. For example, they have been 
employed to compare the distribution of actual and predicted delays and visualise 
the distribution of prediction errors. Precision, which indicates the level of 
uncertainty in prediction errors, plays a crucial role in evaluating the reliability of 
predictions generated by predictive models, thus emphasizing the need for a 
comprehensive assessment that incorporates precision measurements (Du et al., 
2011). Basic descriptive statistics such as the minimum, maximum, and mean of 
errors are commonly explored to provide a fundamental understanding of model 
precision, yet these metrics are sensitive and easily influenced by outliers. 
Therefore, more robust precision measures such as the interquartile range or boxplot 
of prediction errors should be incorporated into the precision evaluation process to 
reflect the level of uncertainty in the prediction errors. 
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8.4.3 Evaluation aspect: Generalisability 
Generalisation, as defined by Bishop and Nasrabadi (2006), is the ability of a 
predictive model to make accurate predictions on previously unseen data. 
Challenges to generalisation include 1) data overfitting, where the model performs 
poorly with new data due to being closely tailored to the training data, and 2) a 
mismatch between the model's complexity and the characteristics of the data. Van 
Calster et al. (2023) highlight the importance of both internal and external validation 
to ensure that the models are not overfitted. Internal validation involves testing the 
model on data used during its development to ensure it remains valid under similar 
train operation conditions, while external validation assesses the model's 
performance on different data to verify the model's transportability across diverse 
train operation conditions that reflect real-world complexity. Internal validation 
involves techniques like train-test splits or cross-validation, while external 
validation can be achieved through temporal or geographic validation. Besides data 
overfitting, the model validity test is crucial in assessing the generalisation of model 
performance since it evaluates how well the model aligns with the problem's 
characteristics and assesses whether residuals exhibit a random pattern. Graphical 
methods, including observed versus predicted plots, residual distribution plots and 
cumulative error distribution plots, are commonly employed for this purpose. 
Washington (2020) proposed that various error specification tests should be 
considered for a comprehensive assessment of model fit, further enhancing the 
evaluation process. While external validation is not commonly practiced in train 
delay prediction studies, it is highly recommended before deploying prediction 
models to bridge the gap between model development and real-world 
implementation, ensuring that decision-related railway traffic management is not 
based on incorrect prediction models in realistic scenarios. Typically, the 
assessment of goodness-of-fit measures is limited to R2, but it should be 
supplemented with another statistical test such as Akaike information criterion 
(AIC) or Schwarz’s Bayesian Information Criterion (BIC), especially for evaluating 
nonlinear models. 

8.4.4 Evaluation aspect: Interpretability 
Interpretability, which focuses on users' comprehension of results, is crucial in 
prediction models for building trust and comprehending the impact of inputs on 
outputs. Doshi-Velez et al. (2017) propose two key elements for achieving 
interpretability: 1) providing human-interpretable information about factors and 
their weights in the decision-making process, often achieved through feature 
importance analysis in train delay prediction studies, and 2) answering 
counterfactual questions, which explore the impact of altering inputs on outputs for 
more comprehensive understanding. This can be easily achieved with the use of 
interpretable algorithms such as linear regression, logistic regression and decision 
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trees. The simplicity of these models enables users to understand how these 
algorithms learn from input data and converge towards a solution. Interpretable 
algorithms have limited performance on high-dimensional data, whereas complex 
algorithms offer better performance but are less understandable (Mohseni et al., 
2021). To address this trade-off, ad hoc methods such as the Shapley additive 
explanations (SHAP) framework, local interpretable model-agnostic explanation 
(LIME), anchors, local rule-based explanations (LORE) and model agnostic 
supervised local explanations (MAPLE) have been developed to provide 
explanations, particularly for complex models. For a more comprehensive 
understanding of the underlying mechanisms of prediction models in train delay 
studies, there is a need to transition towards type (2) explanation is crucial.  The 
adoption of ad-hoc methods is recommended, as they enable the exploitation of 
advanced prediction models without compromising predictive accuracy. 
Furthermore, there is a need to encourage further exploration and integration of ad-
hoc methods beyond the SHAP framework for enhanced model interpretability, as 
their utilisation in train delay prediction is still limited and their benefits are not fully 
realised. 

8.4.5 Evaluation aspect: Robustness 
Robustness is defined as a model's ability to operate correctly even in the presence 
of invalid inputs or challenging environmental conditions (IEEE, 1990). Despite its 
significance, especially in real-time systems, robustness testing, which focuses on 
unexpected events rather than normal system functioning, is often overlooked. The 
evaluation of robustness is essential to ensure that train delay prediction models can 
operate correctly even with suboptimal-quality input data, which includes various 
perturbations such as noise, missing values, measurement errors, data drift and 
processing errors. While the robustness of train delay prediction models in the 
presence of low-quality input has not been extensively studied, research in other 
fields has actively explored this area (e.g. Koçak et al. (2023); Sharma et al. (2019)). 
Moreover, the robustness of train delay prediction models should also be evaluated 
under exceptional or unforeseen operating conditions, such as different weather 
conditions and delay durations, including extreme delays. This verification process 
would confirm the model's reliability in providing estimates even during non-
recurring events. Shahrokni and Feldt (2013) underscore the importance of 
evaluating models in realistic settings using datasets with perturbations 
representative of real-world scenarios in order to ensure their practical viability and 
applicability in industrial contexts. To avoid train delay prediction models from 
being solely academic contributions without real-world industrial use, it is crucial 
to evaluate them using datasets that include perturbations representative of real-
world scenarios or exceptional circumstances, particularly disruptions leading to 
extreme delays. 
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8.4.6 Evaluation aspect: Practicability 
Practicability evaluates the ability of a prediction model to fulfil its intended task 
from the perspective of end users. The tolerance for prediction errors varies based 
on the use case of the model. For example, passengers may perceive the 
overestimation of a delay unfavourably since it could lead to missed connections. 
Mathematically, practicability is measured using asymmetric prediction error 
measurements which penalise prediction errors that are unfavourable to end users. 
In real-time applications, the stability of predictions assesses the consistency of 
predictions at each interval along the train's journey, ensuring that end users trust 
the predictions’ reliability. Passengers may consider predictions unreliable if they 
experience significant fluctuations in the information provided, which underscores 
the importance of stability in maintaining user trust. Recognising the significance 
of proactive actions based on ahead-of-time information, some studies (Meng et al., 
2022; Taleongpong et al., 2020) have examined train delay prediction models at 
various prediction intervals to assess prediction uncertainty and better equip both 
operators and passengers for potential adjustments to travel plans. End users’ need 
is often overlooked in the current study, and it is essential to address their 
perspective by employing asymmetric prediction error measures, such as weighted 
mean absolute error (WMAE), where heavier weights are assigned to the end-user 
unfavourable side of prediction errors, thus providing a more user-centric evaluation 
of model performance. 

8.4.7 Evaluation dimensions 
To thoroughly understand the prediction patterns of train delay prediction models 
in realistic operating scenarios, it is crucial to evaluate their performance across 
various dimensions while taking into account the six aspects mentioned earlier. 
Overall performance evaluation, the most commonly presented dimension in 
existing literature, provides a fundamental understanding of how the modelling 
method performs for the given prediction task, thus offering an overview of the 
model's quality by aggregating all observations in terms of prediction error 
measurements. While overall performance assessment is essential during the initial 
stage of model comparison, detailed evaluations become necessary to uncover 
underlying performance patterns and identify circumstances in which models excel 
or fall short. The evaluations must consider spatial and temporal dimensions since 
train delay prediction is a spatiotemporal problem providing train movement 
information across different stations and time periods (Zhang et al., 2021). The 
granularity of evaluation varies based on the purpose; spatial evaluation can range 
from the network level to the station level, while temporal evaluation can vary from 
weekly intervals to minute intervals. Another dimension is the train-specific 
dimension, which involves the analysis of model performance for individual trains 
or train categories. This analysis involves aggregating data based on train 
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characteristics such as frequency, type, priority, empty rolling stock movements and 
maintenance fleet movements to distinguish which characteristics make certain train 
categories more predictable or prone to errors; this helps guide work to improve the 
model. For example, freight train operations, which are known for their greater 
variability, pose a challenge to most prediction models (Andersson, 2014). Since a 
model with good overall performance may underperform in specific situations, the 
multi-dimensional evaluation approach should be included in the evaluation process 
to provide a comprehensive understanding of a model's performance and aid in 
identifying areas for intervention to enhance predictive capabilities. 
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9 Synthesis 

This section synthesizes the findings from the four research questions to address the 
overarching aim of the thesis, which is to advance the understanding of data-driven 
train delay prediction models. The data-driven train delay prediction model is 
discussed across five key components, as shown in Figure 10, which is a modified 
version of the data-driven train delay prediction framework introduced by Tiong et 
al. (2023).  

 
Figure 10: Train delay prediction framework. Source: Adapted from Tiong et al. (2023)  
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9.1 Scope  
In terms of scope, long-term train delay prediction models are well-suited for 
strategic and tactical-level train traffic planning, where planning initiatives are 
implemented several years or days in advance. By examining the relationship 
between infrastructure investments or facility improvements and their impact on 
train events, long-term models aid in selecting the most effective investment plan 
within budget constraints. They reveal the heterogeneous impact of various factors, 
including rolling stock, crews and margin time, on train events, thus allowing 
operators to adjust timetables accordingly when anticipating disruptions or 
disturbances.  

On the other hand, short-term train delay prediction models serve as intelligent 
decision-support systems for not only train dispatchers during operational train 
traffic management, but also for passenger information systems. By utilising the 
most updated information, these models provide insights into near-future train 
delays based on current operational circumstances. They enable train dispatchers to 
accurately anticipate conflicts, facilitate making adjustments to resolve conflicts, 
and enhance operational efficiency. Similarly, providing real-time information 
regarding expected train delays benefits passengers by assisting them in trip 
planning and identifying alternative connections.       

9.2 Input  
In terms of input, there are now many less subjective feature selection methods 
available, including the filter method (e.g. Pearson’s correlation), the wrapper 
method (e.g. forward feature selection, backward feature elimination, and recursive 
feature elimination methods) and the embedded method (e.g. RFR), all of which 
complement researchers’ knowledge in the domain when selecting input variables 
to maximise a model's prediction accuracy. To ensure the quality of input data and 
prevent prediction models from being trained on erroneous data, data preprocessing 
steps such as the elimination of missing and noisy data, as well as extreme data, are 
necessary, particularly when the removal of such data does not have a significant 
impact, especially in cases where the datasets are large enough. Due to the nature of 
imbalanced data or data with long-tail distributions, which can lead to poor 
performance in predicting long delays or require significantly more data to train 
predictive models for long train delay predictions, careful preprocessing is essential 
to address these challenges and improve model performance.   

Input variables derived from train operation data, such as train delays at 
preceding stations, running times and dwell times, have the most significant impact 
on train delays and ultimately influence the performance of train delay prediction 
models. However, incorporating input variables from other datasets, such as 
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weather-related and maintenance-related variables, can further enhance the model's 
responsiveness in diverse circumstances. Despite the fact that their contribution 
might not be as significant as that of train operation data, their inclusion adds a layer 
of adaptability to the prediction model and allows it to effectively adapt to different 
environmental or operational conditions. Spatial and temporal considerations are 
crucial in bolstering the predictive capabilities of the model. For instance, providing 
the model with the most recent observations from the nearest station increases its 
accuracy. This is evident in the findings of the thesis, where the impact of input 
variables from consecutive upstream station delays significantly influences the 
current station's train delay. In contrast, the influence of delays from further 
upstream stations is marginal, likely due to the absorption of these effects by the 
consecutive upstream station delay.  

9.3 Methodologies 
In term of methodologies, one drawback of existing studies is their overemphasis 
on the development of more advanced and sophisticated data-driven train delay 
prediction models. This trend is evident in the evolution of data-driven train delay 
prediction approaches, which have shifted from statistical approaches (Gorman, 
2009) to conventional machine learning (Li, Wen, et al., 2020; Taleongpong et al., 
2020; Wang & Zhang, 2019), to neural networks (Oneto et al., 2017, 2018; Wen et 
al., 2019) and now to hybrid-based models (Huang, Wen, Fu, Lessan, et al., 2020; 
Huang, Wen, Fu, Peng, et al., 2020; Lulli et al., 2018).   
   However, there is a growing need to address the challenges limiting their practical 
application. In this regard, the thesis introduces dynamic multi-output train delay 
prediction models since passengers and train operators need information not only 
for the next station but also for the downstream stations that will affect their 
designated journey. By continuously updating input data from current stations when 
a train reaches a given station, the framework can predict arrival times for multiple 
downstream stations at arbitrary times.   

To further enhance the accuracy of model predictions, a location-conditional 
concept and an error adjustment strategy can be implemented. The location-
conditional concept leverages certain characteristics of the Markov property by 
incorporating input based on the train’s current location. This concept recognizes 
that delays at any station are directly influenced by the delay status of the 
immediately preceding station. However, it offers greater flexibility than the 
Markov property since it does not require the computation of probability 
distributions, thus allowing the direct incorporation of raw train operation 
information into the model. Moreover, the location-conditional concept makes it 
possible to use past information as input, such as delays from the previous two 
stations, thus recognising the potential usefulness of past information for prediction 
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rather than disregarding it entirely. Error adjustment strategies leverage both real-
time and historical observed information to enhance predictive performance. Upon 
the train's arrival at a station, the actual arrival time is observed and the predictions 
for the current station made when the train was at all previous stations can be 
verified. Prediction errors can then be computed and incorporated as input variables 
for the prediction model. This iterative prediction error adjustment strategy using 
real-time information allows the model to constantly adapt and refine itself. 

9.4 Output  
In terms of output, the prediction of arrival delays stands out as the most common 
output for train delay prediction models, offering direct insights into disruptions 
within timetables. For timetable planning and adjustment, as well as for resolving 
conflicts between train paths and providing reliable passenger information, other 
output variables can also be considered, including variables related to train process 
times such as arrival time, departure time, dwell time and running time. To gain a 
thorough understanding of the consequences of delays on operations and to support 
informed decision-making in real-time train dispatching, the output variables can be 
variables quantifying the impacts of delays, such as the number of affected trains, 
total delayed time, total time of affected trains, recovery time and penalty costs. It 
is worth nothing that separate models are often employed for predicting different 
types of output variables, thus customising the models to specific output types and 
optimising their accuracy and effectiveness. However, in some studies, neural 
network algorithms and hybrid models were employed to simultaneously predict 
multiple output variables of the same type. 

9.5 Evaluation 
In terms of evaluation, the drawback of current data-driven train delay prediction 
studies is their overemphasis on the overall accuracy of the prediction models. To 
address this limitation and ensure a more comprehensive evaluation of model 
performance before deployment, the thesis introduces the AP-GRIP evaluation 
framework. This framework encompasses six evaluation aspects: accuracy, 
precision, generalisation, robustness, interpretability and practicality, all of which 
are assessed across four evaluation dimensions, which are the spatial, temporal, 
train-specific and overall dimensions. 

In term of accuracy, scale-dependent measures such as RMSE are strongly 
preferred due to the comparisons made between models built using the same dataset 
with the same unit measurements. To gauge the precision of predictions and capture 
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the level of uncertainty in prediction errors, measuring variabilities such as range, 
variance or standard deviation, along with graphical methods, particularly boxplots, 
can be employed. Apart from internal and external validation to check whether the 
model is overfitted or underfitted, model generalisability also includes assessing 
whether residuals exhibit a random pattern rather than a systematic trend by using 
statistical tests like R2 with AIC or BIC. Model robustness involves evaluating 
model performance when input variables are subjected to noise and missing values, 
as well as assessing the model's ability to exhibit acceptable behaviour under 
exceptional operating conditions such as extreme delays and adverse weather 
conditions. Besides measuring a feature’s weight of importance, model 
interpretability can delve deeper into assessing the impact of altering inputs on the 
output by using interpretable algorithms or employing complex machine learning 
models with the help of ad hoc methods. Evaluation in terms of practicality 
involves implementing customised penalties based on end users' tolerance for 
prediction errors as well as assessing the fluctuation in the predictions at each 
prediction interval along the train's journey.   

To investigate underlying performance patterns comprehensively, the six aspects 
can be evaluated across different stations, time periods and train-specific 
dimensions while taking into account different levels of data granularity. This 
approach goes beyond evaluating overall model performance and includes spatial 
evaluations from the network level to the station level, temporal evaluations ranging 
from weekly intervals to minute intervals, and train-specific dimension analyses by 
aggregating the data based on train characteristics like train frequency, type (e.g. 
commuter, regional, high-speed), priority, empty rolling stock movements and 
maintenance fleet movements. 
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10 Conclusion 

Due to extensive use and the inherent heterogeneity of train traffic in Sweden, the 
interdependence of train activities has significantly increased the sensitivity of the 
train system so that the delay of one train can easily propagate to others. Repeated 
experiences with delays can lead passengers to perceive that train transportation is 
unreliable, thus generating negative word-of-mouth publicity and inevitably 
deteriorating the image of railway transport. In response to these challenges, the 
development of train delay prediction models has emerged as a crucial research area 
to enhance the operational efficiency and capacity utilisation of the railway system. 
Despite the abundance of academic studies utilising diverse data-driven approaches 
for train delay prediction, there remains a lack of clarity regarding the specific 
requirements for developing such models. Thus, the goal of this thesis is to better 
clarify the development process of data-driven train delay prediction models.        

Existing literature was reviewed for the thesis in order to synthesize the progress 
made in various aspects of data-driven train delay prediction model development 
and present technical solutions for several crucial model components, such as input 
variables, data quality, modelling techniques, and performance evaluation methods. 
The examination of existing approaches revealed various technical options in 
different modelling steps and highlighted the limitations of current modelling 
techniques as well as pitfalls in the practical application of train delay prediction 
models. Additionally, the thesis also explores the spatiotemporal relationship among 
factors such as train operations, network conditions, weather, maintenance, and 
calendar variables and their impact on train arrival delay. This analysis is vital for 
identifying the useful explanatory variables to be incorporated into real-time 
prediction models. By uncovering the relationships between these factors and train 
delays throughout the train line, the research findings also provide valuable insights 
for train planners so that they can implement proactive measures based on the train's 
location, thus minimising the negative impact of potential factors causing train 
delays.   

The thesis also focuses on innovative approaches that leverage real-time and 
historical observed information to enhance train delay prediction model 
performance. The key methodological improvements contributed by the thesis 
include (1) a dynamic multi-output modelling framework generating predictions for 
all downstream stations at arbitrary times by incorporating spatial-temporal 
representations from the train operation data, and (2) adaptive error adjustment 
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strategies that continuously correct the prediction based on observed train traffic 
information. In contrast to existing studies, which heavily emphasise prediction 
accuracy, the thesis introduces a comprehensive evaluation framework covering 
various aspects and dimensions crucial for model assessment. Analysing model 
performance across these aspects and dimensions provides a thorough 
understanding of predictive capabilities by identifying when, where, and why 
certain models excel or perform poorly under different circumstances.   

In summary, the thesis synthesises current practices in data-driven train delay 
prediction studies while introducing innovative approaches to enhance model 
performance. It identifies limitations in existing evaluation processes and introduces 
a framework to address these gaps. The purpose of the thesis is not to give a full 
description of the train delay prediction model development process, but rather to 
offer a tool to consider before attempting to develop data-driven prediction 
algorithms. The thesis helps make this growing field of research more transparent, 
with the ultimate goal of accelerating the adoption of data-driven approaches in the 
railway research community. 

10.1  Contribution 
This section presents the main contributions of the research presented in this thesis. 
As outlined in the previous section, the research focused on studying, extending the 
knowledge of and improving train delay prediction models across various facets of 
the data-driven model development process, as detailed in the following section.  

10.1.1 Enhancing the long-term train delay prediction model 
The long-term train delay prediction model proposed in this study can be used to 
develop advisory strategies in train traffic management, especially in response to 
unexpected events such as accidents or adverse weather conditions. The model 
studies the heterogeneous impact of various factors on train events, allowing train 
operators to adjust their plans accordingly when expecting to encounter different 
scenarios several days or even months in advance. This gives train operators 
sufficient time to formulate effective train management plans. By understanding the 
factors causing train delays, more precisely which part of the train journey is largely 
affected and where the disturbance or disruption is expected to increase the most, 
effective dispatching strategies that can be implemented in practice to deal with the 
potential disturbance and disruption, thus avoiding inefficient infrastructure 
investment. In other words, the long-term train delay prediction model provides 
robust theoretical support for train operators as they make decisions related to train 
schedule planning, adjustment, and infrastructure investments. 
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10.1.2 Enhancing the short-term train delay prediction model 
The short-term train arrival time prediction model proposed in the study plays a 
crucial role in enhancing passenger information systems by providing timely and 
accurate information on train arrival times at multiple stations, regardless of the 
train's current location. As the proposed model takes into account the latest train 
operation information when making predictions, it can generate timely information 
on service variations and station/train congestion. With the help of the model, 
passengers on trains or waiting on platforms are more likely to find train services 
with acceptable travel times to their destinations and thus board their preferred trains 
successfully despite having different destinations with different purposes (such as 
transfers or connecting to other modes). By predicting train arrival times at all 
downstream stations at any time regardless of where the train is, the proposed model 
assists passengers in setting realistic expectations in terms of the required travel 
times for their journey, thus mitigating the secondary effects caused by disruptions 
to their activities, such as work and study, and ultimately improving their travel 
experiences. 

Furthermore, the proposed short-term train delay prediction model can help train 
dispatchers accurately anticipate conflicts and potential delays, allowing for 
proactive conflict resolution and optimal traffic planning. Unlike existing 
technologies that provide exact current information (such as the exact positioning 
of trains, their current speed, etc.) without any insight into how to recover, the 
proposed model offers future-oriented awareness. By providing train dispatchers 
with information about future train delays based on the current train operation 
situation, the proposed model can serve as an intelligent decision-support system to 
increase the dispatcher's ability to efficiently control train traffic. With the support 
of the short-term prediction model, the train dispatcher can foresee possible 
disruptions well in advance and implement timely compensatory actions to prevent 
delays from propagating throughout the network. 

10.1.3 Uncovering the model development process 
The proposed three-stage train delay prediction framework can accelerate the 
adoption of data-driven approaches when developing predictive models for decision 
support in the railway field. The framework outlines a systematic workflow 
comprising design concepts, modelling and evaluation while addressing six crucial 
aspects: scope, model inputs, data quality, methodologies, model outputs and 
evaluation techniques. Rather than offering a comprehensive description of the 
entire train delay prediction process, the framework serves as a thoughtful tool for 
researchers embarking on model development. The study emphasises a strong 
technical focus on streamlining the model development process and identifying up-
to-date solutions for the technical problems researchers may potentially encounter, 
thus providing references for solving technical challenges in each aspect. It ensures 
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that railway researchers can develop data-driven train delay prediction models 
correctly and efficiently. Simultaneously, the proposed framework establishes a 
robust foundation for future studies in order to develop more intricate real-time 
delay prediction algorithms.  

10.1.4 Improving the model selection process  
The proposed model performance evaluation framework provides a thorough and 
extensive procedure for selecting the most suitable train delay prediction model. The 
comprehensive assessment reveals the inadequate prediction patterns of the 
prediction models and provides an in-depth understanding of their predictive 
capabilities in diverse circumstances, thus assisting the researcher in determining 
the suitability of models for specific prediction tasks. The proposed AP-GRIP 
evaluation framework can serve as guidance in the decision-making processes 
related to the expansion, modification or rejection of specific prediction methods. 
By examining the models from various aspects and in multiple dimensions, the 
strengths and weaknesses of prediction models were revealed, thereby enabling 
researchers to make well-informed recommendations for continuously improving 
and refining train delay prediction models. 

10.2  Recommendations to put into practice 
Advances in technology have facilitated the collection, management and 
dissemination of data from railway transportation networks, resulting in a surge of 
academic studies utilising diverse data-driven approaches to model train traffic 
characteristics and produce train delay prediction in a diverse variety of settings. 
My work, which has been a step towards bringing data-driven approaches to the 
railway field, addresses aspects such as timetable planning, train operation 
management and passenger information systems.  

10.2.1 Timetable planning  
The results obtained from the developed long-term train delay prediction model 
offer more comprehensive theoretical support for train operators in various 
decision-making processes, such as proposing new policies, planning train 
timetables, managing real-time train operations and making infrastructure 
investments. Instead of relying on train operators’ experience, which is very 
subjective, the results derived from the developed model quantitatively support the 
decision-making of train operators by improving train punctuality. For example, 
insights gained from the models revealed weaknesses in the current timetable and 



99 

provided an accurate picture of the railway networks. More specifically, the higher 
punctuality of southbound trains compared to northbound trains along the Swedish 
Southern Mainline confirmed that inserting more margin shortly after the stations 
where the most delays occurred can effectively diminish train delays caused by 
various disturbances, thus improving the chances of quick recovery. This allows 
operators to understand and quantify the global effects of local operational choices 
and make informed decisions based on the characteristics of the train operation 
conditions, given that dispatchers are aware of the possible consequences of 
different control actions.  

10.2.2 Train management systems 
Implementing a data-driven approach for real-time prediction applications can 
enhance the support provided by current train management systems in Sweden. The 
existing dispatching work relies heavily on experience, leading to uncertainties and 
inconsistencies in decision-making when faced with similar circumstances. The 
highly utilised railway network with heterogeneous traffic increases the dependency 
between trains and the sensitivity of the network, leading to increased complexity 
when rescheduling during real-time train management. Rush-hour periods and 
congested stations, characterised by increased train services and reduced allocated 
buffer times, highlight the challenges encountered by dispatchers when trying to 
solve rescheduling problems based solely on past experience. In contrast, these 
stations and periods with heavy train service provide abundant data for data-driven 
train delay prediction models, thus enhancing their reliability in predicting train 
delays and generating feasible real-time solutions. However, the full automation of 
real-time traffic management by intelligent algorithms is not yet the optimal 
solution, especially for areas with light train service. Thus, the data-driven train 
delay prediction model can serve as an efficient decision support tool to accurately 
quantify the effects of various dispatching measures. It will also enable train 
dispatchers to focus on identifying implementable control actions and efficient 
replanning strategies such as rerouting and adding train services to optimise 
resource utilisation. However, the dispatcher's expertise and experience are still 
needed to monitor and adjust the generated predictions in order to successfully 
produce feasible schedules and accurate real-time information for train operations.  

10.2.3 Passenger information system 
The current passenger information system in Sweden relies on manual forecasts 
generated based on the scheduled timetable and which are updated by a dedicated 
staff taking into account current train delay times. The manual forecast does not 
involve any additional decision-making beyond the existing timetable information. 
In reality, various dispatching strategies are employed to handle perturbed or 
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disrupted train traffic, such as rerouting, cancelling, rescheduling and resequencing 
trains. The research identifies the limitations of the manual approach used in the 
current passenger information system due to its tendency to concentrate on previous 
train delay times while ignoring extreme train traffic behaviours, and its inability to 
predict random events. The study suggests replacing the manual approach with data-
driven methods known for revealing hidden knowledge through data learning. 
However, trust from the railway sector is crucial to accelerate advances in data-
driven train delay prediction models that will eventually benefit the train user. 
Timely information about service adjustments is important for passengers that need 
to re-plan their journey effectively since it provides them with more choices than 
they have now for reacting to the delay information, and it reduces the possibility 
of being denied boarding, particularly during rush hours.    

10.3  Limitations  
As with most research studies, the thesis has its limitations. This section examines 
the limitations of each paper that constitutes the thesis. Given that Paper 1 derived 
technical options exclusively from existing data-driven train delay prediction 
studies, it might overlook the latest techniques that could serve as effective solutions 
to the key problems encountered in model development. This is due to the 
interdisciplinary nature of data-driven train delay prediction studies, and researchers 
in the computer science domain in particular are often at the forefront of identifying 
novel and efficient solutions to modelling challenges compared to those in the 
railway domains. Consequently, the approach adopted by Paper 1, which focused 
on previous railway domain studies, may hinder the transfer of knowledge and 
innovative solutions from the computer science domain to the railway domain, 
potentially slowing the adoption of practices in the railway field.  

Gorman (2009) identified three types of train interactions crucial for predicting 
delays—meets, passes, and overtakes—where both overtaken and passing trains 
typically incur delays. However, a limitation of Paper 2 is its exclusive consideration 
of the impact of train passes on delays, thus restricting the exploration of valuable 
inputs from a broader spectrum of train interactions. While Paper 6 introduces the 
AP-GRIP evaluation framework, it also faces limitations when demonstrating and 
validating the applicability of the framework in practice due to the insufficient 
amount of data available derived from various train delay prediction models. 
Nevertheless, conducting a comprehensive case study is essential to providing 
valuable insights into how the analysis can be conducted and the challenges 
encountered when applying the proposed evaluation framework. 

Papers 3–5 share a limitation in their case studies since they both focus on one to 
four lines in Sweden rather than extensive railway networks, prompting concerns 
about the model's applicability to unexplored sections of the network and different 
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train lines. This signifies that the models may not be generalisable since they are 
trained with insufficient data, thus rendering them unable to capture train delays at 
stations or lines with varying frequencies of operation. Papers 4–5 have an 
additional limitation, which is that their train delay prediction models only 
incorporate train operation variables identified as very significant in Paper 2, 
omitting other factors like weather-related variables that are significant but less 
impactful on train delays. This modelling choice may result in non-responsive 
prediction models that struggle to accurately predict train delays in scenarios 
involving unexpected incidents such as accidents and adverse weather conditions. 
This is due to the construction of responsive predictive algorithms that require 
comprehensive variables reflecting complex traffic conditions, including 
unforeseen events. 

10.4  Future research 
Data-driven train delay prediction is constantly developing and requires concurrent 
research efforts focused on critical assessments of existing prediction models. It also 
requires in-depth investigation into comparatively under-researched prediction 
issues and the identification of weaknesses in current data-driven models, all of 
which can provide valuable insights and promising directions for future train delay 
prediction research. In light of this, several suggestions for further research are 
outlined below. 

In the thesis, interpretable algorithms like logistic regression and SUR models are 
adopted to gain deeper insights into the factors influencing train arrival delays. 
While machine learning models are often more accurate than traditional statistical 
models, they are criticised for being “black boxes” due to a lack of transparency and 
interpretability. Thus, an interesting direction for further research involves 
exploring explainable AI approaches and utilising ad hoc methods such as SHAP to 
analyse machine learning outputs. Explainable AI approaches serve to identify 
significant factors and quantify their effects on train delays as well as address the 
interpretability challenge of machine learning methods. This area is noteworthy 
since interpretable algorithms, while having less accuracy, can be complemented by 
ad hoc methods without sacrificing the prediction performance of complex models. 
Despite numerous studies in the area of black-box model interpretability such as 
LIME (Ribeiro et al., 2016) and LORE (Guidotti et al., 2018), their adoption in the 
train delay prediction field remains limited. 

The train delay prediction models proposed in this thesis (models in Papers 4 and 
5) focus on delivering accurate predictions of future train delays under typical train 
traffic conditions by leveraging historical and real-time train operation data. Future 
research could explore the integration of data from multiple sources, including the 
causes of disruptions, influences on infrastructure, and passenger flows, especially 
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for predicting train delays under abnormal conditions such as adverse weather and 
special events. Additionally, exploring online prediction using streaming data 
presents a compelling direction for research since challenges like missing data, 
noisy data and delayed observations are inevitable in practice. Furthermore, while 
the reliability of the proposed train delay prediction model is validated at the line 
level, future research can seek to enhance the proposed dynamic multi-output train 
delay prediction models to make predictions about very large railway networks with 
diverse operating characteristics. 

The primary input for most existing train delay prediction models relies on the 
train events observed in train operation data, thus facilitating the prediction of daily 
train delays. However, the potential limitation to this lies in the fact that current and 
historical train events may not adequately represent future occurrences. One 
potential avenue for future research could involve developing methods to estimate 
synthetic train events that represent future events not yet observed in the train 
operation data. Combining synthetic train events with those derived from existing 
data into the train delay prediction models could enhance the robustness of the 
prediction generated for diverse train events to improve the decision-making ability 
of railway dispatchers in unexpected cases. This approach draws inspiration from 
the exploration of synthetic data in other research fields, such as the utilization of 
deep generative models (DGM), generative adversarial networks (GAN), and 
variational autoencoders (VAE) to comprehend system-level travel behaviour (Kim 
and Bansal (2023). 
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