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A B S T R A C T

We investigated the role of phosphorus (P) impurities on the fracture toughness and underlying failure
mechanisms by means of classical atomistic modeling for a set of ⟨110⟩ symmetric tilt tungsten grain boundaries
(GBs). This entailed the utilization of a quasi-static mode I displacement-controlled setup with cohesive zone
volume elements (CZVEs) to study failure mechanisms and evaluate the fracture toughness of the GB cracks.
The fracture toughness was estimated using three approaches: computing (i) the individual and (ii) the average
energy release rate of CZVEs along the fractured surfaces and using them as inputs for the Griffith model, and
(iii) relating the fracture toughness to crack propagation initiation. The cracks in all the pristine GBs evolved
in a brittle fashion, occasionally forming facetted cleavage planes. Upon introduction of impurities, other
mechanisms such as void formation and crack-tip transformation were also observed. Depending on the GB
proximity of the occupied segregation sites, local strengthening was seen occasionally for individual CZVEs
and at the crack-tip, which was triggered by local impurity-induced crack deflection onto planes with higher
cohesion. But when the fracture toughness from the averaged energy release rate was considered, an overall
reduction with increasing impurity segregation was found, although to a varying degree for different GBs. This
indicates an overall increased degree of embrittlement with increasing P-segregation at the GBs, which concurs
with most experimental results reported in the literature.
1. Introduction

Plasma-facing components (PFCs) in nuclear fusion reactors such as
ITER and DEMO need to function in an extreme environment where
they are exposed to high thermal loads and intense neutron radia-
tion. This necessitates that the PFCs are composed of high-performing
materials that can sustain the harsh conditions of reactors. Owing to
their high melting temperature, high thermal conductivity, low thermal
expansion, high-temperature strength, and sputtering resistance [1–
10], tungsten (W) and its alloys are the likely materials of choice for
such applications. However, W-alloys exhibit a high brittle-to-ductile
transition temperature (BDTT), which lies in an approximate range of
150–500 ◦C for polycrystals [11–14]. As a result, components such as
the centrally cooled monoblocks that comprise the diverter may fail
in a brittle fashion due to the induced thermal gradients [15,16]. The
BDTT is significantly influenced by the microstructure, presence of im-
purities, and mobility of defects such as screw dislocations [17,18]. The
microstructure is characterized by grains of different average diameters
and grain boundaries (GBs), where the latter is of primary importance
as intergranular fracture typically occurs at a lower resistance than
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transgranular fracture in W. In addition, the ductility of materials is
impacted by the cohesive strength of the GBs [19]. For instance, Reiser
et al. [20] showed that when W is cold-rolled at sub-recrystallization
temperature, the BDTT reduces as a result of an increased number
of low-angle GBs that host dislocations, which indicates improved
ductility.

Non-metallic impurities in polycrystalline W – even in trace
amounts – tend to segregate to the GBs at which they can significantly
alter the fracture properties. Impurities like carbon and boron have
proven to be beneficial by improving the GB strength [21–23], whereas
phosphorus (P), oxygen, and sulfur have deleterious effects as they
induce further embrittlement of GBs by reducing their strength in
polycrystals [21,24–26]. Specifically, P impurities are seen as major
contributors to the embrittlement of GBs in technically pure W. They
bring about a reduction in ductility, which generally promotes an
increased amount of intergranular fracture with increasing P segrega-
tion [25–27]. However, the experimental fracture study conducted by
Gludovatz et al. [28] reported that the GB impurity content plays an
insignificant role in controlling the amount of trans- vs. intergranular
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fracture for specimens with P impurities up to 20 wppm. Instead,
it was argued that the microstructural properties (grain size, shape,
etc.) are more important for the fracture behavior [28], which could
be indicative of P only inducing GB embrittlement above a certain
impurity concentration threshold. This merits further investigation.

Besides experimental characterization, electronic methods like den-
sity functional theory (DFT) have also been used to investigate how
P impurities affect GB cohesion. These simulations – sometimes also
referred to as ideal work of separation (𝑊 𝐺𝐵

𝑠𝑒𝑝 ) calculations – can be
igid or relaxed and provide the GB decohesion energetics associated
ith the ideal energy release rate. Based on the correlation between
𝐺𝐵
𝑠𝑒𝑝 and the concentration of GB segregated P impurities, the latter’s

mpact on the GB cohesion can be evaluated. A DFT study of the
racture behavior of a 𝛴3(111)[11̄0] symmetric-tilt (ST) GB by Scheiber
t al. [29] showed that it was weakened due to P impurities. The
ame observations were evident in the works of Krasko et al. [30],
an et al. [31], and Olsson and Blomqvist [5]. However, in contrast
o these results, Setyawan and Kurtz [32] reported that P impurities
n a 𝛴27(552)[11̄0] GB improved the GB cohesion. Such contradicting
bservations prompt further investigation of the influence of P impu-
ities on the GB cohesion. Moreover, the fact that such simulations
re constrained to prescribed crack planes is a limitation and do not
eflect the actual crack growth scenario for GBs with impurities, since
mpurities may promote alternative crack paths. Hence, alternative
pproaches, which do not necessitate the specification of active crack
lanes on beforehand, are needed.

To the best of the authors’ knowledge, the classical atomistic works
n P-induced GB embrittlement in W are scarce. The atomistic study
arried out by Grujicic et al. [33] using molecular dynamics (MD)
odeling at 100 K, showed that the load at which cracks propagate in a
3(111)[11̄0] GB is lower in the presence of P atoms occupying trigonal

nterstitial sites. They also reported that the ideal work of separation
s reduced. The notion of an embrittling effect of P impurities was
lso supported in [34], by performing room-temperature MD tensile
imulations. Again, the conclusion was that P reduces the cohesive
trength of ⟨110⟩ STGBs, but like most other studies, this work provided

the influence of P on GB strength and not fracture related properties,
like the fracture toughness (𝐾𝐼𝐶 ). Other notable works on GB cohesion

ere undertaken by McDowell et al. [35] and Yamakov et al. [36] in
opper and aluminum GBs, respectively. McDowell et al. [35] probed
he stress vs. separation profile of a GB interface, also recognized as a
ohesive zone, under displacement controlled tensile MD simulations.
o extract a cohesive zone model constitutive law in terms of stress-
eparation relationship in aluminum GBs, Yamakov et al. [36] adopted
n alternative approach where they subdivided the GB region into cohe-
ive zone volume elements (CZVEs). Along the same lines as Yamakov
t al. [36], to elucidate the change in cohesive strength of nickel GBs
ontaining hydrogen impurities, Barrows et al. [37] extracted local
tress-separation data from CZVEs.

Unlike the aforementioned approaches, atomistic crack setups that
ely on stress intensity factor (𝐾) controlled displacement fields exhibit
table crack growth. Although the initial crack plane needs to be
pecified, the crack path is not on beforehand constrained to remain
n any crack plane, which ultimately enables the crack to deflect if
nergetically favorable, see e.g. [38,39]. Such crack setups also allow
or plastic mechanisms, such as dislocation nucleation and twinning,
o ensue, which enables a balanced competition between brittle and
uctile mechanisms at the crack-tip. Under these conditions, the crack
s free to propagate onto energetically favorable planes, regardless of
ts complexities. As a consequence, the effect of impurities on the
racture properties of GBs can be realized better using such atomistic
imulations. This setup has been previously used to extract the crack
rowth resistance as a function of the mode I applied loading in the
orm of an 𝑅-curve [40], which relates mode I stress intensity factor,
𝐼 , and the crack extension, 𝛥𝑎𝑐𝑟𝑎𝑐𝑘. From the atomistic 𝑅-curves, the

𝑅

2

racture toughness associated with onset of crack-propagation, 𝐾𝐼𝐶 ,
can be estimated and aspects such as lattice or bond trapping can be
investigated. But 𝐾𝑅

𝐼𝐶 is not necessarily unique and may not be equiv-
alent to the actual fracture toughness that causes the crack to advance,
mainly for three reasons. (i) The 𝐾𝑅

𝐼𝐶 associated with crack propagation
nitiation in GBs is highly dependent on the initial crack-tip position
ecause of the varying bond strength along the GB structural unit, and
n the impurity distribution in the crack-tip proximity, which can be
eterogeneous and may not be representative of the remaining GB.
ii) For an accurate estimate of the fracture toughness beyond crack-
nitiation – as the crack gradually advances – the displacements need
o be recomputed with respect to the updated crack-tip location, which
s difficult to achieve numerically. Especially when the crack front is
ot a straight line, which is often the case when the material con-
ains randomly dispersed solute atoms. (iii) The 𝐾𝑅

𝐼𝐶 measurement is
ased on the observations of crack-tip displacements under prescribed
isplacement-controlled loading, which in turn depends on 𝐾𝐼 and

bulk elastic properties. But the impurity-induced changes in the atomic
bond strength and bond length across the interface are not necessarily
captured when combining such loading with displacement criteria to
extract 𝐾𝑅

𝐼𝐶 . Instead, in the spirit of Barrows et al. [37], it would be
ore meaningful to compute how properties that relate to the cohesion

f the interface (e.g. maximum forces, ultimate strength, energy release
ate, etc.) change upon introduction of impurities. Consequently, the
xtraction of the fracture toughness needs to be approached differently.

The objective of the current work is to investigate the role of P
mpurities on the fracture toughness and propagation behavior for

set of ⟨110⟩ STGBs. We utilize the aforementioned 𝐾𝐼 -controlled
isplacement setup, in tandem with CZVEs, to load and then unload
he crack for the purpose of extracting the local and average energy
elease rate associated with brittle growth. Since the energy release rate
s directly connected to the GB cohesion – via the Griffith model [41]
it enables the assessment of the impact of impurities on the fracture

oughness. In addition, we evaluate the threshold toughness, 𝐾𝑅
𝐼𝐶 , by

which the crack propagation initiation occurs, for all considered GBs
and impurity concentrations to highlight the differences in results that
can be obtained for the two approaches.

The paper is organized as follows: In the next section, methods for
preparing ground state STGB geometries, with or without P impurities,
and setups for fracture simulations are described. The results section
comprises the outcomes of the GB crack fracture simulations. This is
followed by a discussion on the role of P impurities in the observed
fracture behavior of GB cracks and its impact on the fracture toughness.
Finally, a summary of the work and conclusions drawn are provided.

2. Computational methods

The LAMMPS package [42,43] was used for all the atomistic sim-
ulations in this work. The interatomic interaction was represented by
the second nearest neighbor modified embedded atom method (2NN-
MEAM [44,45]) potential developed in [34]. To the best of the authors’
knowledge, the only other W-P potential used for atomistic simulations
can be found in the work of Grujicic et al. [33]. This potential was
a Finnis–Sinclair (FS) [46] type of potential, which was expanded to
include the interactions due to P impurities. However, because the
potential in [34] reproduces GB energies (𝛾𝐺𝐵), surface energies (𝛾𝑠)
and the ideal work of separation (𝑊 𝐺𝐵

𝑠𝑒𝑝 = 2𝛾𝑠 − 𝛾𝐺𝐵) as predicted by
DFT [18] very well (see Fig. 1), it was chosen over the FS potential
in [33]. Further, important fracture properties like traction–separation
behavior and stacking fault energetics for varying degrees of P impurity
coverage are predicted by this W-P potential with close to DFT accu-
racy [34]. As such, the potential has shown the ability to reproduce the
experimentally concluded tendencies of W GB embrittlement due to P

impurities.
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Fig. 1. Evaluation of 𝑊 𝐺𝐵
𝑠𝑒𝑝 (top curve) and 𝛾𝐺𝐵 (bottom curve) for pristine ⟨110⟩ STGBs

as predicted by the utilized 2NN-MEAM potential and DFT [18].

Table 1
Details of the ⟨110⟩ STGBs considered in the present work. Here, 𝛩 is the GB
misorientation angle in degrees. 𝑝 and 𝑞 are prime integer parameters such that the
coincidence site lattice density 𝛴 = (𝑝2 + 2𝑞2)∕2 and 𝛩 = 2 arctan(

√

2 ⋅ 𝑞∕𝑝). The GB
planes are identified by (𝑘𝑙𝑚).
𝛴 (𝑘𝑙𝑚) 𝑝 𝑞 𝛩

51 (1̄11̄0) 10 1 16.10◦

3 (1̄12) 2 1 70.53◦

17 (22̄3̄) 3 2 86.63◦

17 (33̄4̄) 4 3 93.37◦

43 (55̄6̄) 5 3 99.37◦

3 (11̄1̄) 1 1 109.47◦

11 (3̄32) 2 3 129.52◦

9 (22̄1̄) 1 2 141.06◦

27 (5̄52) 2 5 148.41◦

19 (3̄31) 1 3 153.48◦

33 (44̄1) 1 4 159.95◦

2.1. Symmetric tilt grain boundary geometries

Olsson et al. [34] reported that the majority of the STGBs considered
in their MD tensile study exhibited brittle failure, whereas plastic be-
havior only was observed for a few. In the present work, we considered
a subset of the brittle STGBs from [34], see Table 1. They were chosen
such that the range from low to high 𝑊 𝐺𝐵

𝑠𝑒𝑝 was covered, see Fig. 1,
and that GBs with a wide span of misorientation angles between 15◦ <
𝛩 < 160◦ was considered. Henceforth we refer to them based on the
𝛴-value, except for 𝛴3 and 𝛴17 GBs, which need to be distinguished
also via the GB plane.

The open-source GB code by Hadian et al. [47] was used to generate
initial atomistic geometries of the STGBs. The ground state geome-
tries of these pristine bicrystals were obtained by using the 𝛾-surface
approach [18,48,49]. This involves evaluating the energetics of incre-
mentally shearing one grain over the other along the interface. The
ground state geometry corresponds to the shear that produces the
lowest GB energy.

Following the 𝛾-surface procedure, P impurity atoms were dis-
tributed in two steps. Firstly, impurity atoms corresponding to the
target coverage, 𝜃 (defined as the number of impurity atoms per area
unit), were randomly introduced such that the distribution resembles a
Gaussian distribution centered around the GB interface with a standard
deviation of ∼4 Å. Since P impurity atoms have atomic radii compara-
ble to that of W [50,51] and preferentially segregate as substitutional
impurities in W [29], they were introduced as such. For all GBs, we con-
sidered an average coverage up to 𝜃 = 0.06 Å−2. Under the assumption
3

Fig. 2. P-impurities distributed at the interface of 𝛴3(11̄1̄) GB with 𝜃 = 0.06 Å
−2

. The
origin is located at ‘‘+’’ sign and the W atoms have been filtered out for improved
clarity.

Fig. 3. Crack simulation setup in 3D.

that all impurities segregate at the GBs, this maximum 𝜃-value would
translate to a P-impurity concentration of 10 wppm for a microstruc-
ture consisting of spherical grains with average diameter ∼10 μm.
Although the grain size and shape can vary significantly depending
on the thermal processing procedure, this grain size falls within the
range typically observed experimentally [28]. Likewise, the considered
maximum impurity concentration would translate to a realistic content
that is typically observed in W specimens, see e.g. [25,27,28,52].

In the second step, to enable the P atoms to reposition themselves at
equilibrium sites, we employed hybrid Monte Carlo (MC) and MD simu-
lations [53]. The P atoms were allowed to swap with W atoms based on
the Metropolis criterion [54–57] during the MC part of the simulations.
On account of the low mobility of P atoms, a high temperature 𝑇 = 2000
K was used to warrant a higher acceptance rate for the Metropolis
criterion to ensure quicker segregation to equilibrium positions at the
GB interface. In our previous work [34], it was found that the use of
such high temperature was necessary to achieve segregation of P atoms
at the lowest energy locations around dislocation cores in GBs, if any.
Meanwhile, the isobaric–isothermal (NPT) ensemble at 𝑇 = 10 K was
maintained in the MD part. The total run-time of the hybrid simulations
was 50 ps with a timestep of 1 fs. This was found to be sufficient for the
P impurities to occupy equilibrium sites and produce a homogeneous
segregation profile along the GB interface, as illustrated in Fig. 2.

2.2. Grain boundary fracture simulation setup

The fracture behavior of GBs was investigated using a quasi-static
molecular statics (MS) modeling setup. For evaluating the impact of
P-impurities on the fracture toughness, this served two purposes: (i)
generating realistic crack surfaces from which the energy release rate
could be assessed and (ii) to delineate the threshold load, 𝐾𝑅

𝐼𝐶 , neces-
sary for crack propagation initiation to ensue. The atomistic geometries
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were generated in the form of a cylinder of radius ∼150 Å. The crack-tip
was positioned at the center of the cylinder to coincide with the origin
of the Cartesian coordinate system that defines the crack geometry,
see Fig. 3. The 𝑥- and 𝑦-axes corresponded to the crack propagation
and crack plane normal directions, respectively, while the initial crack
front was aligned with the 𝑧-axis. In terms of boundary conditions, only
the crack front direction was periodic, while the other boundaries had
prescribed displacements based on the stress intensity factor-controlled
anisotropic displacement fields under plane strain, see e.g. [58–60].

In the literature, there are two main geometrical crack setups that
are frequently employed in atomistic modeling: (i) blunted crack, cre-
ated by removing atomic layers behind the crack-tip (𝑥 < 0, see Fig. 3),
and (ii) atomically sharp crack with screened interaction across the
crack plane. In the present work, we opted to go with the latter, mainly
because blunting can modify the crack-tip singularity and promote a
simulated fracture toughness that is considerably higher than LEFM
predictions, while results from atomically sharp cracks tend to be more
in line with LEFM [39,61]. Thus, to effectively cancel the forces across
the crack plane, the interactions between atoms in the upper and lower
regions of the left half of the cylindrical GB geometry (i.e. atoms with
𝑥 < 0, see Fig. 3) were removed and remained turned off throughout
the simulation.

The anisotropic displacement field was incrementally applied to
update the atomic positions, under hybrid stress border conditions
(HSBC) [62]. In line with HSBC, an inner region of free atoms extending
radially from the crack-tip, as shown in Fig. 3, with ∼120 Å radius
and a contiguous boundary region of at least 30 Å thickness were
selected. The latter is approximately five times the cutoff radius of
the used 2NN-MEAM potential, which ensured that the effect of free
boundaries was effectively canceled out. The cylinder thickness in the
periodic 𝑧-direction was chosen to be ∼40 Å thick, see Fig. 3. The herein
adopted dimensions of the GB geometries were chosen on the basis
of a 𝐾𝐼𝐶 convergence study presented in [60]. When loading via the
displacement field, the boundary atoms were rigidly displaced whereas
the atoms belonging to the region inside the outer boundaries were
relaxed. To this end, we used the conjugate gradient algorithm [63]
as implemented in LAMMPS and a stress intensity factor increment
corresponding to 𝛿𝐾 = 0.0125 MPa m1/2. Because the crack front of
most impurity-inhabited GBs went from a straight to curved line as the
crack progressed, the crack-tip position could not be uniquely identified
during the simulation, which prevented updating of the origin of the
displacement field as the crack propagated.

2.2.1. Evaluation of energy release rate
To monitor the energy release rate during crack growth, we in-

troduced a cohesive zone at the interface between the two grains
with an approximate width of ∼70 Å, see Fig. 3. It was divided into
smaller CZVEs, which had either the same width as the GB structural
unit, or multiples thereof if it was less than 5.8 Å (approximately the
interatomic potential cutoff radius). Artificially screened interactions to
create the crack can influence the measurement of energy release rate,
𝐺𝐶𝑍
𝐼 , in the first CZVE if it was located in immediate connection to

the crack-tip. Therefore, to remove any artifacts in the measurement
of 𝐺𝐶𝑍

𝐼 in individual CZVEs, the CZVEs were placed with the first at
a distance of at least 5.8 Å ahead of the crack-tip up to a maximum
70 Å. Throughout the simulation, the total potential energy of all
atoms in each CZVE was tracked for every loading and unloading
step. But because the total energy includes the strain energy due to
the bulk response [64–66], as illustrated in Fig. 4, it scales with the
considered volume of the CZVE, which makes it sensitive to its height.
Moreover, owing to the fact that the application of the 𝐾𝐼 -controlled
displacement field induces a heterogeneous stress state, the bulk strain
energy contribution for CZVEs located at different positions from the
crack-tip will vary. This makes it difficult to deconvolute the energy
release rate associated with decohesion of the fractured surface, 𝐺𝐶𝑍

𝐼 ,
for different CZVEs. To overcome this hurdle – once the crack had
4

Fig. 4. 𝐸 vs. normalized loading/unloading iteration curve for the pristine 𝛴3(11̄1̄) GB
with varying values of 𝐻 . Here, the width of the CZVEs is 7.75 Å, which is equal to
the width of the GB structural unit.

propagated for sufficiently long, ≳80 Å – the interaction across the
fractured surface was removed and the loading was reversed such
that the prescribed boundary atoms could back-trace to re-assume the
positions of the initially unloaded state. This way we could compute
𝐺𝐶𝑍
𝐼 associated with brittle failure as the energy difference between

the initial and final states, as indicated in Fig. 4.
Owing to the fact that the prescribed 𝐾𝐼 -controlled displacements

are computed using the crack-tip location as a reference, ideally, the
reference point for the displacements should be updated to follow
the crack-tip as the crack advances. This is necessary to probe local
variations of 𝐾𝑅

𝐼𝐶 along the interface. However as illustrated in the
Results section, in the case of studying the energy release rate, this
turned out not to have any substantial impact on the results. Any
variations in the energy release rate in individual CZVEs were small
(at most ∼2% for the 𝛴51 GB crack) for those of pristine GBs placed
within ∼70 Å of the original crack-tip, see Fig. 3.

This approach leads to a consistent reproduction of the ideal work
of separation for most considered pristine GBs, with the maximum
deviation being 8%. Thus, although the fracture surfaces were less
ordered for impurity inhabited GBs, the outlined approach is applicable
also to extract the energy release rate for non-pristine cases.

Once the 𝐺𝐶𝑍
𝐼 -values were determined, we computed the fracture

toughness values of five consecutive CZVEs along the crack propagation
direction using the Griffith model, i.e.,

𝐾𝐶𝑍
𝐼𝐶 =

√

𝐺𝐶𝑍
𝐼
𝐵

(1)

where 𝐵 is the anisotropic compliance constant [41,58–60]. Moreover,
for both the energy release rate and the fracture toughness, we com-
puted the average values, i.e. 𝐺𝐼 and 𝐾𝐼𝐶 -values, of which the latter
was computed as

√

𝐺𝐼∕𝐵, to quantify the overall impact of P-impurities
on the mechanical properties.

2.2.2. Crack-propagation initiation
To determine the applied stress-intensity factor by which the crack

starts to propagate, it is necessary to trace the crack movement from the
initial crack-tip position. To this end, we studied the crack elongation
𝛥𝑎𝑐𝑟𝑎𝑐𝑘 vs. 𝐾𝐼 , which enables the identification of 𝐾𝑅

𝐼𝐶 as the loading
instance at which 𝛥𝑎𝑐𝑟𝑎𝑐𝑘 transitions from zero to a non-zero value. Such
𝛥𝑎𝑐𝑟𝑎𝑐𝑘(𝐾𝐼 )-curves are henceforth referred to as 𝑅-curves. Unlike the
aforementioned energy release rate approaches, which yield either the



Computational Materials Science 244 (2024) 113194P. Hiremath et al.
Fig. 5. Facetting in the pristine 𝛴9 GB (a) view along the crack-front and (b) upper half of the crack visualized using surface mesh construction. Lack of facetting in the P-impurity
inhabited 𝛴9 GB (c) view along the crack-front and (d) upper half of the crack visualized using surface mesh construction. The gray and red colored atoms correspond to W and
P atoms, respectively. The ‘+’ sign represents the initial location of crack-tip before loading.
fracture toughness of individual CZVEs or an averaged assessment of
the same for the GB as a whole, this provides a local fracture toughness
estimate at the initial crack-tip.

Owing to the discrete nature, to monitor 𝛥𝑎𝑐𝑟𝑎𝑐𝑘 we utilized a
two-step procedure. The first step in this approach involved the iden-
tification of all the atoms in the vicinity of the GB interface whose
Voronoi volume [67] was considerably larger than that of bulk and
GB interface atoms before loading. This was done using the Voro++
package [68]. Visual inspection of configurations using the OVITO
software [69] showed that for most GBs, a threshold value of 22 Å3 was
sufficient to differentiate the low-coordinated atoms positioned either
at the crack surfaces or crack-tip from the others. Accordingly, it was
used as the threshold for all GBs, except the 𝛴9 GB, for which we
found it necessary to use a higher threshold of 26 Å3. As a comparison,
the ideal atomic volume of BCC W is 15.85 Å3, as predicted by the
current potential, which indicates that the utilized threshold volumes
are ∼40% larger than that of a perfect bulk atom. In the second step,
the crack-tip position, and consequently 𝛥𝑎𝑐𝑟𝑎𝑐𝑘, was estimated to be
the maximum 𝑥-coordinate among the set of identified large-volume
atoms. This enabled the identification of crack propagation initiation,
even for cases when the crack front was curved.

3. Results

3.1. Grain boundary structure and crack mechanisms

To gain insight into the dislocation structure of ground state con-
figurations of the considered GBs, they were analyzed using the dis-
location extraction algorithm (DXA) [70] implemented in the OVITO
software. This revealed that the low angle (LA) GB 𝛴51 accommodates
𝑎⟨100⟩-dislocations (where 𝑎 is the lattice constant), while the high-
angle (HA) 𝛴33 GB contain 𝑎

2 ⟨111⟩-dislocations. For the remaining GBs,
the algorithm could not identify any specific dislocation types.
5

The observed GB failure mechanisms are summarized in Table 2.
Despite the occasional presence of dislocations, all the considered
pristine GBs behave in a brittle manner, in accordance with the tensile
modeling in [34]. Post-fracture analysis of the fracture surfaces using
surface mesh construction based on the alpha shape algorithm [71],
revealed that the propagation of almost half of the pristine GB cracks
was associated with the formation of {110}-facets, see Fig. 5(a) and (b).
They are referred to as B{110} in the absence of dislocations. The 𝛴51
LAGB and 𝛴33 HAGB, which contain 𝑎⟨100⟩ and 𝑎

2 ⟨111⟩-dislocations,
respectively, underwent brittle failure whilst forming {110} facets.
They are denoted as B⟨100⟩

{110} and B⟨111⟩
{110} in Table 2, respectively. For the

remaining pristine GBs: 𝛴3(1̄12), 𝛴11, 𝛴17(22̄3̄), 𝛴17(33̄4̄), 𝛴19 and
𝛴43, the cracks propagated in a brittle manner along the original GB
plane without any facets forming.

Upon the introduction of P impurities, the GBs still underwent
brittle propagation, but the facetting vanished, see Fig. 5(c) and (d).
This rendered irregular crack surfaces decorated with P impurities. A
coverage of 𝜃 = 0.02 Å−2 was enough to suppress the formation of
{110} facets completely in all the GBs. For two of the considered GBs,
𝛴3(1̄12) and 𝛴51, other fracture mechanisms were observed. For the
former (with 𝜃 = 0.02 Å−2), the atoms ahead of the crack-tip formed a
non-BCC structure, that was unidentifiable using the common neighbor
analysis (CNA) algorithm [72]. Visual inspection of the local ordering
indicated it to have random features, but since we were unable to
classify it further we refer to it as crack-tip transformation, which is
identified as B𝑐𝑡𝑡 in Table 2. Such crack-tip transformation was never
seen for any of the pristine GBs, see Fig. 6(a) and (b). For the 𝛴51 LAGB,
impurities gave rise to the nucleation of voids, see Fig. 6(c) and (d).
Such voids were not observed in any of the other GBs and is represented
as B⟨100⟩ in Table 2.
𝑣𝑜𝑖𝑑
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Fig. 6. (a, b) Illustration of crack-tip behavior for (a) the pristine 𝛴3(1̄12) GB and (b) that with the impurity coverage 𝜃 = 0.04 Å
−2

undergoing crack-tip transformation. The
atomic coloring is based on a CNA analysis with gray and green atoms having BCC and unidentified structures, respectively. (c) Facetted brittle crack evolution in the pristine
𝛴51 GB and (d) void formation ahead of the crack-tip with impurity coverage 𝜃 = 0.02 Å

−2
, respectively. Here, gray and red atoms are W and P, respectively. The ‘+’ sign is the

initial location of crack-tip before loading.
Table 2
Crack mechanisms in ⟨110⟩ STGBs considered in the present work. Here, ‘pr.dir’ is short
for crack propagation direction, and 𝜃 stands for P impurities coverage. B represents
brittle failure. In the case of GBs with 𝑎⟨100⟩- or 𝑎∕2⟨111⟩-type dislocations, the
respective superscripts are used. Brittle failure with void formation in the GBs with
𝑎⟨100⟩-type dislocations is referred to as B⟨100⟩

𝑣𝑜𝑖𝑑 . Finally, when crack-tip transformation
or facetting occurs, subscript ‘𝑐𝑡𝑡’ or ‘{110}’ is used, respectively.

GB, crack system 𝜃 = 0.0 Å−2 𝜃 = 0.02 Å−2 𝜃 = 0.04 Å−2 𝜃 = 0.06 Å−2

𝛴/[pr.dir]

𝛴51∕[55̄1̄] B⟨100⟩
{110} B⟨100⟩

𝑣𝑜𝑖𝑑 B⟨100⟩
𝑣𝑜𝑖𝑑 B⟨100⟩

𝑣𝑜𝑖𝑑
𝛴3(1̄12)∕[1̄11̄] B B𝑐𝑡𝑡 B𝑐𝑡𝑡 B𝑐𝑡𝑡
𝛴17(22̄3̄)∕[3̄34̄] B B B B
𝛴17(33̄4̄)∕[22̄3] B B B B
𝛴43∕[3̄35̄] B B B B
𝛴3(11̄1̄)∕[11̄2] B{110} B B B
𝛴11∕[2̄25̄] B B B B
𝛴9∕[11̄4] B{110} B B B
𝛴27∕[11̄5] B{110} B B B
𝛴19∕[1̄16̄] B B B B
𝛴33∕[1̄18] B⟨111⟩

{110} B⟨111⟩ B⟨111⟩ B⟨111⟩

3.2. Energy release rate

To gain insight on the local variations of the energy release rate, we
summarize the results from the evaluations of the individual CZVEs, see
Fig. 7(a), along with the averaged values, see Fig. 7(b).

3.2.1. Pristine grain boundaries
For the pristine GBs we find the 𝐺𝐶𝑍

𝐼 -values to be almost identical
for all CZVEs, despite being located at different sites relative to the
initial crack-tip position. The most significant variation is seen for the
𝛴51 GB. The observed variation of ∼2% relative to the averaged value
6

of the energy release rate demonstrates that the variation is indeed
small and would translate to an uncertainty of only ∼1% in the com-
puted 𝐾𝐼𝐶 based on the Griffith approximation. The fact that we obtain
such uniform 𝐺𝐶𝑍

𝐼 -values for pristine GBs indicates that the parallel
strain in the CZVEs along the crack plane due to the herein utilized
displacement fields has a negligible effect on the extracted 𝐺𝐶𝑍

𝐼 -values.
On comparison with the ideal 𝑊 𝐺𝐵

𝑠𝑒𝑝 , it is noticed the 𝐺𝐶𝑍
𝐼 data concurs

well. The most significant deviations were seen for the pristine 𝛴9,
𝛴17(22̄3̄) and 𝛴51 GBs. The energy release rate overestimation in these
GBs was ∼5−8% of which 𝛴9 showed the maximum deviation with
respect to the corresponding 𝑊 𝐺𝐵

𝑠𝑒𝑝 . These deviations are due to the
fractured surfaces not being identical to the ideally cut crack planes
that were used for the computation of the ideal 𝑊 𝐺𝐵

𝑠𝑒𝑝 . These results
indicate that the loading–unloading approach has the capability to
extract a size-independent measure of the energy release rate, which
is independent of the location of individual CZVEs.

3.2.2. Impact of impurity segregation
Unlike the pristine GBs, upon introduction of P impurities, we

find that the extracted 𝐺𝐶𝑍
𝐼 differs significantly for different CZVEs.

Although P led to reduced 𝐺𝐶𝑍
𝐼 in the majority of the GBs, deviations

from this behavior were also found. For instance, increased 𝐺𝐶𝑍
𝐼 was

found for the 𝛴3(1̄12) GB, see Fig. 7(a). This is the result of crack-tip
transformation, see Fig. 6(b), which is known to yield an increased
fracture toughness, see e.g. [40,60].

More interestingly, for a subset of the considered GBs (𝛴11, 𝛴19,
𝛴27, 𝛴33 and 𝛴51 GBs with 𝜃 = 0.02 Å−2), of which all underwent
brittle failure, the energy release rate was found to be higher for indi-
vidual CZVEs following impurity segregation. This is due to impurities
locally deflecting the crack onto planes with higher energy release rate,
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Fig. 7. (a) Energy release rate of individual CZVEs and (b) averaged energy release rate for all the GBs considered in the present work. In (a) the markers show the individual
data associated with each considered CZVE, while the bars represent the range between the largest and smallest values. The encircled 𝐺𝐶𝑍

𝐼 values of the 𝛴11 GB in (a) represent
the energy release rate for three CZVEs with varying impurity coverage, with results depicted in Fig. 8.
see e.g. Fig. 5(d). For such events to occur, not only do local variations
in the P-impurity coverage between the CZVEs play an important
role, but also the occupied segregation sites, which influence the local
response and the crack propagation path. The fact that these local
factors have a decisive impact on the response is further highlighted
by close examination of three CZVEs for the 𝛴11 GB (encircled with a
black rectangle in Fig. 7(a)). They are of special interest because they
exhibit almost identical 𝐺𝐶𝑍

𝐼 , despite belonging to GBs with different
average impurity coverage. For this particular case, it was found that
the three CZVEs had the same number of impurities in the immediate
proximity of the crack plane, see Fig. 8(a)–(c), while the remaining
impurities occupied sites further away. As a result, not only are the
local crack surfaces similar, see Fig. 8(d)–(f), but also the values of 𝐺𝐶𝑍

𝐼
are found to overlap.

By averaging the 𝐺𝐶𝑍
𝐼 -values from Fig. 7(a) we get 𝐺𝐼 . The 𝐺𝐼 -

values for all the considered GB cracks are provided in Table S1 of
the supplementary material and in Fig. 7(b). Overall, the impact of P
impurities on the averaged energy release rate is similar to that on 𝐺𝐶𝑍

𝐼
in that 𝐺𝐼 monotonically decreases as the P-coverage increases for most
GBs. But the amount of reduction varies from one GB to another, as
some GBs exhibit a more pronounced 𝐺 reduction than others for the
7

𝐼

same P impurity coverage. For example, an unusually large reduction
was seen for the 𝛴11 GB, corresponding to ∼64%, whereas it was only
∼15% for the 𝛴19 GB when increasing the coverage from 𝜃 = 0 to
0.06 Å−2, see Fig. 7(b).

The only exception to monotonically decreasing behavior is found
for the 𝛴27 GB, where 𝐺𝐼 is higher in the case of 𝜃 = 0.02 Å−2 than for
the pristine GB. This is in line with the DFT study conducted in [32], but
in contrast to the results in our previous finite-temperature MD tensile
study where the strain energy and peak stress for this specific GB clearly
reduced with increasing impurity coverage [34]. Although the increase
is only small (0.34 J/m2, i.e. less than 7%), this is an indication that
the impurity-induced disruption of the low energy facets in favor of a
less regular fracture surface can locally lead to enhanced – or at least
unaltered – energy release rate. Increasing the impurity coverage up to
𝜃 = 0.06 Å−2 leads to an overall decrease in the energy release rate,
but it is emphasized that the reduction is generally small for this GB.
Although we have not investigated it further, it is likely that an even
higher impurity coverage would further reduce 𝐺 , see Fig. 7(b).
𝐼
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Fig. 8. The occupied P impurity segregation sites in the CZVEs, corresponding to the data points highlighted in Fig. 7(a), of 𝛴11 GB with (a) 𝜃 = 0.02 Å
−2

, (b) 𝜃 = 0.04 Å
−2

and
(c) 𝜃 = 0.06 Å

−2
. Here, the black line indicates the cleavage plane as viewed from the crack propagation direction, and the atoms closest to the cleavage plane (∼1.5 Å from the

plane) are numbered. The location of the CZVEs (as blue rectangles) relative to the initial crack-tip and the associated local crack surfaces are shown in (d)–(f).
3.3. Fracture toughness

To assess the impact of impurities on the fracture toughness, we
compare the results obtained from the Griffith approximation and the
𝑅-curves. Most of the data is summarized in Fig. 9, with the resulting 𝑅-
curves presented in their entirety in Figure S1–S2 of the supplementary
material.

3.3.1. Pristine grain boundaries
The local fracture toughness associated with individual CZVEs,

i.e. 𝐾𝐶𝑍
𝐼𝐶 -values, computed from 𝐺𝐶𝑍

𝐼 -values via Eq. (1), and 𝐾𝑅
𝐼𝐶

extracted from the 𝑅−curves are compared in Fig. 9(a). Because there is
very little variation in the 𝐺𝐶𝑍

𝐼 -data in the pristine state, the resulting
𝐾𝐶𝑍

𝐼𝐶 -values do not display any significant variation. Compared with
𝐾𝑅

𝐼𝐶 from the 𝑅-curves, it is found that the latter is mostly underes-
timated, but common for both approaches is that the twin boundary,
i.e. the 𝛴3(1̄12) GB, is found to be the toughest. This is in agreement
with LEFM predictions, as 𝑊 𝐺𝐵

𝑠𝑒𝑝 is the highest among the considered
GBs (see Fig. 1).

A comparison of the calculated 𝐾𝑅
𝐼𝐶 -values for the 𝛴3(11̄1̄), 𝛴3(1̄12)

and 𝛴17(22̄3̄) GBs with those previously reported in [60] reveals some
discrepancy. Although no general trend can be delineated between the
data herein and in [60], they differ by up to 27%, despite that the
same interatomic potential was used. The most probable explanation
for the observed discrepancy is the fact that 𝐾𝑅

𝐼𝐶 is highly dependent
on the location of the crack-tip prior to loading, since the strength
of the atomic bonds and bond trapping varies along a GB structural
unit. Moreover, such local variations give rise to a crack propagation-
direction dependence, which may influence the extracted 𝐾𝑅

𝐼𝐶 -values,
see e.g. [38].

3.3.2. Impurity-inhabited grain boundaries
In the presence of P impurities, 𝐾𝐶𝑍

𝐼𝐶 is generally lower than that for
the pristine GB cracks. However, the aforementioned variations in 𝐺𝐶𝑍

𝐼
lead to exceptions to this behavior for the 𝛴11, 𝛴19, 𝛴27, 𝛴33 and 𝛴51
GBs. Consequently, they occasionally yielded higher 𝐾𝐶𝑍

𝐼𝐶 -values than
in the corresponding pristine GB cracks, see Fig. 9(a).

Extraction of data from the 𝑅-curves, reveals reduction of 𝐾𝑅
𝐼𝐶

for most GBs, which supports the notion that P segregation weakens
8

the atomic bonds ahead of the crack-tip. But again there are some
exceptions to this behavior (e.g. 𝛴51, 𝛴3(1̄12), 𝛴17(33̄4̄), 𝛴19 and
𝛴27 GBs), for which 𝐾𝑅

𝐼𝐶 is found to be higher in the presence of
P impurities than in their absence, see Fig. 9. Moreover, for several
of the considered GBs, 𝐾𝑅

𝐼𝐶 is found to not decrease monotonically
with gradually increasing impurity coverage. These tendencies indicate
that the GB crack advancement is slower than in the corresponding
pristine GB, which would imply a local strengthening. In line with the
previously discussed variations in 𝐺𝐶𝑍

𝐼 and 𝐾𝐶𝑍
𝐼𝐶 , this is a consequence

of 𝐾𝑅
𝐼𝐶 being a measure of the local behavior at the crack-tip where

impurity-induced crack deflection, or in the case of the 𝛴3(1̄12) GB,
crack-tip transformation in the immediate vicinity of the crack-tip may
ensue.

To probe this further, for the 𝛴11 GB we mapped 𝐾𝑅
𝐼𝐶 and 𝐾𝐶𝑍

𝐼𝐶
against the resulting local coverage at the crack-tip and the considered
CZVEs, see Fig. 10. For this GB, it is seen that if local variations in the
impurity coverage are taken into account, an overall decreasing trend
can be seen for both 𝐾𝐶𝑍

𝐼𝐶 and 𝐾𝑅
𝐼𝐶 . However, upon inspection of the

same types of maps for the other herein considered GB (available in Fig-
ure S3–S12 in the supplementary material), this trend was generally not
recovered. Also, the fact that several CZVEs (the markers highlighted
in Fig. 10 by the encircling rectangles 𝑅1-𝑅2) exhibited either the same
impurity coverage and different 𝐾𝐶𝑍

𝐼𝐶 or vice versa, emphasizes that the
proximity of occupied segregation sites to the crack plane is important.

Despite the local variations of 𝐾𝐶𝑍
𝐼𝐶 and 𝐾𝑅

𝐼𝐶 , with the exception of
the 𝛴27 GB, a monotonic decrease in the averaged fracture toughness,
𝐾𝐼𝐶 , with increasing impurity coverage is observed, see Fig. 9(b).

4. Discussion

For the cracks in the herein considered STGBs, only cleavage oc-
curred, even for GBs that contained dislocations. Although the concen-
tration of P impurities is low, they do impact the crack behavior in GBs.
The {110} facets observed in some of the pristine GBs are suppressed
by the P impurities that facilitate alternative minimum energy paths
for crack propagation to ensue. This can have a local strengthening
effect, as it may locally force the crack to redirect and propagate onto

𝐺𝐵
crack planes that are characterized by high 𝑊𝑠𝑒𝑝 and only contain
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Fig. 9. (a) 𝐾𝐶𝑍
𝐼𝐶 -values in CZVEs and 𝐾𝑅

𝐼𝐶 -values of all the GB cracks with varying impurity coverage, 𝜃. Here, 𝐾𝑅
𝐼𝐶 -values are measured for 𝜃 in the region ahead of the pre-loading

crack tip and the first CZVE. The highlighted data points of the 𝛴11 GB in (a), correspond to the 𝐾𝐶𝑍
𝐼𝐶 -values of the CZVEs marked in Fig. 8(d)–(f). (b) 𝐾𝑅

𝐼𝐶 and 𝐾𝐼𝐶 values for
varying 𝜃 in the considered GBs. The data for these plots are provided in the supplementary material, see Tables S2 and S3 therein.
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Fig. 10. 𝐾𝐶𝑍
𝐼𝐶 -values in CZVEs of 𝛴11 GB cracks corresponding to the impurity

coverage, 𝜃𝐶𝑍 , in the CZVEs. Here, 𝜎 is the standard deviation of the P distribution
among all the CZVEs of a GB. The arrow represents the overall decreasing trend in
𝐾𝐶𝑍

𝐼𝐶 and 𝐾𝑅
𝐼𝐶 with increasing 𝜃𝐶𝑍 . Individual data points deviating from the trend

are accentuated using rectangles 𝑅1 − 𝑅2. Similar plots for all the remaining GBs are
provided in Figures S3–S12 of the supplementary material.

low impurity concentrations. The impurities can also lead to crack-tip
transformation or void formation ahead of the crack-tip. For example,
crack-tip transformation took place for the 𝛴3(1̄12) GB, where 𝐺𝐶𝑍

𝐼
associated with individual CZVEs is observed to be higher than the
corresponding values in pristine GBs.

Any local variations of the energy release rate translate to the local
fracture toughness 𝐾𝐶𝑍

𝐼𝐶 via Eq. (1). However, as expected, the local
absolute impurity coverage of a CZVE does not dictate its behavior
alone, as also the proximity of the occupied segregation sites relative to
the crack plane is of importance. This was shown for the 𝛴11 GB, where
three CZVEs with different coverage, but the same number of impurities
in immediate GB proximity, gave very similar energy release rate and
fracture toughness.

Despite variation in the energy release rate of individual CZVEs,
we find that on average it is mostly reduced by P impurities. Thus,
ultimately 𝐺𝐼 decreases with the increasing P impurity coverage. This
follows from the impurities acting as screening ions across the GB
interface [5], which leads to it becoming weaker when P impurities
are segregated. As a result, 𝐾𝐼𝐶 is also reduced by the increasing 𝜃. A
notable exception to this behavior is the 𝛴27 GB, for which the energy
release rate increased marginally upon the introduction of impurities
corresponding to the coverage of 𝜃 = 0.02 Å−2, while it decreased
slightly upon further segregation of impurities. These findings concur
with the results from a DFT investigation [49], where it was found that
P segregation improves the cohesion of this particular GB. These results
suggest that certain GBs have intrinsically higher resistance against em-
brittlement. Even though the intrinsic features that would lead to such
enhancement are presently unknown, we note that also the 𝛴3(1̄12),
𝛴19 and 𝛴33 GBs are found to be only mildly affected by impurity
segregation than the remaining GBs, see Fig. 7(b). It further supports
the notion that there is a lower impurity segregation concentration
below which embrittlement is negligible, as alluded by comparing
results from previous experimental works in the literature [25,27,28].
However, this effect would be GB specific.

Because the bond strength varies along the GB structural unit, 𝐾𝑅
𝐼𝐶 ,

which is measured exactly at the initial crack-tip, is highly sensitive to
the location. Therefore, the found underestimation of 𝐾𝑅

𝐼𝐶 in compar-
ison with 𝐾𝐶𝑍

𝐼𝐶 is likely an effect of breaking weaker bonds in the GB
unit. For P-inhabited GBs, local variations in the impurity coverage and
accompanying crack deflection are local factors that also impact 𝐾𝑅

𝐼𝐶
and, analogous to 𝐺𝐶𝑍 , may produce local strengthening. However,
10

𝐼

the 𝐾𝐼𝐶 computed from 𝐺𝐼 provides a more consistent estimate of the
fracture toughness of impurity segregated GB cracks and its tendencies,
and predicts behaviors that are in line with most published DFT works
in the literature [5,29–31] and experiments [21,25–27]. The calculated
𝐺𝐼 is the average behavior of a crack propagating through the CZVEs
and does not just consider the crack-tip position, but also the P impurity
segregation along the entire fractured surface. Thus, unlike the 𝑅-curve
approach, which is highly dependent on local crack-tip morphology,
impurity distribution and associated phenomena such as bond-trapping,
the CZVE approach offers means to quantify the averaged reduction in
cohesion. Owing to the fact that it relies on the energy release rate – and
not crack-tip displacements – to assess the fracture toughness, it pro-
vides a less biased connection between the external load and material
response such that chemically and geometrically-induced embrittling
mechanisms and their interplay can be properly accounted for.

5. Summary and conclusions

In the present work, we have conducted a classical atomistic inves-
tigation of the GB embrittlement of W due to P impurities. To this end,
we have implemented an approach based on CZVEs in tandem with
quasi-static MS modeling to simulate stable crack-propagation. This
was used to extract the energy release rate and to identify the crack-
propagation initiation-load of GBs to estimate the fracture toughness.
Among the benefits of using such approaches over conventional DFT
GB traction–separation schemes is that the crack is not restricted to
any prescribed crack-plane rather allowed to propagate on energetically
preferential crack planes. Moreover, it has the advantage that it pro-
duces a stable crack propagation, which enables continuous evaluation
of the energy release rate along the GB.

All the considered GB cracks were observed to undergo brittle
failure, with additional features like facets, and upon impurity intro-
duction, voids and crack-tip transformation in some cases. From the
crack simulations, local energy release rate and fracture toughness were
also extracted in individual CZVEs to better understand the influence
of therein P distribution on the quantities. The 𝐺𝐶𝑍

𝐼 and 𝐾𝐶𝑍
𝐼𝐶 are

sensitive to the local impurity coverage and their segregation sites,
along with events such as crack-tip transformation during crack growth.
As anticipated, P impurities closest to a crack plane are the major
contributors to the reduction in the energy release rate of P segregated
GBs, as shown for 𝛴11 GB. The average energy release rate – and
thereby 𝐾𝐼𝐶 – were found to consistently decrease with increasing
impurity coverage, except for one GB: the 𝛴27 GB. This along with a
few other GBs exhibited a lesser reduction in the energy release rate
than the majority, which highlights that the impact of impurities on
the ductility is GB specific.

When extracting 𝐾𝑅
𝐼𝐶 from the 𝑅-curves, clear trends could not

be delineated since 𝐾𝑅
𝐼𝐶 increased with increasing P impurity cov-

erage for a few GBs. Such deviant behavior is attributed to the oc-
currence of localized strengthening due to heterogeneous impurity
segregation, crack-tip transformation, and morphology locally at the
crack-tip. These localized effects were found to not have any significant
impact on the overall cohesion of impurity-inhabited GBs, which is
by most accounts reduced by P segregation. Thus, in line with most
available experimental investigations, the results herein indicate that
the fracture toughness of the GBs is generally lowered, albeit to a
varying degree for different GBs, which supports the notion of an
embrittling effect of P impurities in the GBs of W.
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