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Abstract—Businesses across different areas of interest are
increasingly depending on data, particularly for machine learn-
ing (ML) applications. To ensure data provisioning, inter-
organizational data sharing is proposed, e.g. in the form of
data ecosystems. The aim of this study was to perform an
exploratory investigation into the data sharing practices that exist
in business-to-business (B2B) and business-to-customers (B2C)
relations, in order to shape a knowledge foundation for future
research. We launched a qualitative survey, using interviews
as data collection method. We conducted and analyzed eleven
interviews with representatives from seven different companies
across several industries with the aim of finding key practices,
differences and similarities between approaches, so we could
formulate the future research goals and questions. We grouped
the core findings of this study into three categories: organizational
aspects of data sharing, where we noticed the importance of data
sharing and data ownership as business driver; technical aspects
of data sharing, related to data types, formats, maintenance and
infrastructures; and challenges, with privacy being the highest
concern along with the data volumes and cost of data.

Index Terms—Data sharing, machine learning, data engineer-
ing, B2B and B2C practices, empirical interview study.

[. INTRODUCTION

The trend towards data-driven business is prevalent across
private and public organizations. The transition towards data-
driven business is typically connected to a transition towards
servitization, i.e., a process where companies transfer from
offering distinct products, to bundling products with data-
driven services. Tronvoll et al. conclude that “new data-
sets enable novel services and ultimately enhance competitive
advantage. However, issues related to the data generation,
collection, utilization, and ownership may create new tensions
between firms.” [1]

Inter-organizational data sharing between businesses is
therefore proposed as a potential mitigation to ensure relevance
and efficiency in data supply related to their business goals.
For example, Coyle et al. argue in their Value of Data report
that, “/v]alue comes from data being brought together, and
that requires organizations to let others use the data they
hold” [2]. This does not imply that all data becomes publicly
open. They define a Data Spectrum, ranging from Closed via
Shared to Open, which can be balanced depending on the
incentives for sharing and governed through relevant licensing
and management procedures and tools.
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To better understand incentives and challenges for compa-
nies to share data between them (business-to-business, B2B)
or with their customers (business-to-customers, B2C), we
launched an exploratory qualitative survey, using interviews
for data collection. This exploratory study is our first step
to address the following global research question: What is the
current state (practices, experiences, challenges) of data shar-
ing as the driver of the informational flow between companies?
Our interests embrace both business and technical data sharing
aspects.

We have defined data sharing as a process of exchange of
data between receiver(s) and sender(s), no matter whether they
are a business or an individual. Any process that has been
established in order to support the data sharing process is
defined as a data sharing practice; this definition includes,
for example, laws and regulation on data, development of suf-
ficient infrastructure, developing methodology and algorithms,
etc. If an organization uses data sharing practices and considers
it as a driver for their business, such company is considered
data-driven.

We conducted interviews with employees of seven compa-
nies across different domains (see Figure 3). We found that
while all the companies value data sharing as a driver of their
business, there are similarities and differences between their
approaches on practices that help to use the data effectively
and various common challenges that they have met. Based
on the findings, we drew conclusions on what practices are
more diverse and need more thorough investigation in order
to help the said companies organize their processes in a more
efficient way. The key points being discussed were the privacy
concerns, collaboration relationships, assessing data and data
sharing using metrics and overall data handling withing the
organizational ecosystems.

II. RELATED WORK

To provide an overview of existing research, Oliveira et
al. [3] surveyed the literature on data sharing between organi-
zations from an ecosystem perspective. They highlight how
these organizations can act as orchestrators, intermediaries,
and/or provide a common platform and marketplace for the
data sharing, and related artifacts. Runeson et al. [4] focus
specifically on data ecosystems where the data is shared openly



under public licenses, highlighting the need for intrinsics, and
a governance structure that creates trust among the ecosystem
actors. Lindker and Runeson [5] further point to the need of
a central and neutral actor facilitating the collaboration, and
also enabling the data sharing and adoption through common
infrastructure and processes. Elgarah et al. [6] propose differ-
ent views on the data exchange in inter-organizational rela-
tionships, connecting the data-related processes with market
governance, trading relationships, integration, globalization,
and state the importance of managers understanding the trends
and their readiness to react. We are trying to expand the scope
of knowledge by receiving more practical information on real-
world data sharing interactions.

Challenges related to the data sharing processes are an
important topic and are widely presented in literature. Olsson
and Bosch [7] explore challenges experienced by embedded
software companies when moving from traditional to contin-
uous data collection and management practices, and adopting
service-oriented business models. Combining qualitative and
quantitative data, internal and external sources, and defining
meaningful metrics are three of the more prominent chal-
lenges. Aaltonen et al. [8] discuss the data sharing processes
from a range of different standpoints, such as the importance
of understanding the data governance, significance of focusing
on demand side along with the supply side of data-related
research, need of a social science of data in order to investigate
data as a center of social settings. In our exploratory research,
we have the goal to find connections and patterns between
different types of challenges, in order to see how those could
be solved from both technical and business points of view.

Some of the related publications take a data scientist’s
perspective approach. Kim et al. [9] investigate challenges
internally, highlighting issues related to the limited availability
of data, and the low quality of the data collected. Munappy et
al. [10] look at the data management process for deep learning
models, also pointing to limited availability of labeled and
high quality data, and of tools and processes for sharing and
processing of the data. One of the goals of our study is to
unite the technical and business point of views to help those
two worlds be more productive in achieving goals through the
means of data sharing.

Several single case studies are also present: for exam-
ple, Hiiner et al. [11] investigate a case of data sharing in
Beiersdorf, talking about data defects and defining metrics
for product data quality measurement. Gelhaar et al. [12]
explore the motives and incentives of data sharing in industrial
data ecosystems through the model of motives and incentives
being behavior activators. Importance of every ecosystem
participant sharing and value of individual data sharing use
cases are being underlined. Brechtel et al. [13] also discuss
the topic of data sharing for industrial data ecosystems from a
socio-technical perspective, defining the core challenges, such
as data availability, lack of knowledge, poor venture-driven
mindset, unsuitable incentive system, data responsibilities,
poor accessibility of use cases and high initial investments.
In our research, we worked on finding an interplay between
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different areas of industry to enable data sharing across the
boundaries of the fields.

From the business point of view, D’Hauwers et al. [14]
among others define and compare data sharing business
models frameworks for intra- and inter-organizational data
sharing, and state that the core factors influencing data sharing
collaborations are value creation, data governance, as well as
ecosystem trust and data trust. In this paper, we are trying
to assess the business-oriented means related to data sharing
across different areas of industry, and are also figuring out
interactions between the business goals and technology side of
the project by approaching industry representatives from either
side and discussing the cooperations between two approaches.

III. RESEARCH DESIGN

The research presented in this paper is an exploratory
qualitative survey [15], based on interviews with eleven rep-
resentatives of seven different companies with the goal of
investigating the data-related practices. Despite the variety of
domains and interests of these organizations, they are all data-
driven and are exploring data sharing practices suited for their
business. As one of the goals of this study is to find some pat-
terns in the data-related behaviour of companies, an interview
study approach has been selected due to its suitability for such
task [16]. Our research process is inspired by the process steps
proposed by Strandberg [17], with Figure 1 representing the
outline of this study.

A. Interviews

Eleven persons have been contacted for the participation in
the study, each representing one out of seven organizations
in different business domains. We have purposely selected
companies and persons from our industry network, based on
their interest and experience in data-driven businesses. Even
though all interviewees are based in Sweden, the corporations
are all international. Table I contains brief information about
the interviewees; the enumeration is done in chronological
order of the interviews.

B. Data collection

Eleven semi-structured interviews have been conducted
with the selected representatives, during April-May 2023
and March-April 2024. The interviews have lasted 45 to 90
minutes, and were fully online, except 16 which was hybrid
(interviewees and Authors 1 and 4 in one room, Author 2
remote). Authors 1 and 2 have participated in all interviews
and have been the main drivers of the technical and business
parts in the interview, respectively. Authors 3 and 4 have
participated interchangeably.

The interviews followed an interview guide' covering in-
terviewee’s experience and data sharing practices they use,
although loosely followed as long as interviewees provided
relevant information for the study. The interviews have been
recorded and stored locally for the further steps of processing.

Thttps://figshare.com/s/acc4528aaa33ea5b5c5d
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Fig. 1. Graphical representation of the different iterations of the study, inspired by Strandberg [17].
TABLE I
INFORMATION ABOUT THE INTERVIEWEES.
Company ID | Interviewee ID | Interviewee area of interest | Company domain
11 Data Engineer . .
Cl % Engincer Manager Video surveillance
Cc2 12 Physicist and Data Analyst Multi-disciplinary research facility
13 Data Engineer .
e 18 Team Leader in Big Data Outdoor power products
C4 14 Product Manager and Planner | Heavy Transport
15 Product Owner . L
C5 o Product Owner Networking and telecommunications
C6 16 Co-founder and CEO Advanced robotics
110 Al Lead .. . .
Cc7 T TP and Legal Officer Driving management solutions for vehicles

C. Data analysis

For data analysis, the interviews have been transcribed using
a speech-to-text tool, and then sent back to the interviewees
for validation. Then the transcripts were coded separately by
Authors 1 and 2 using a descriptive coding approach: the
core topics and the corresponding quotes by the interviewees
have been highlighted and transformed into the corresponding
codes [18]. After the initial coding process of 11-16, a syn-
chronisation meeting between the Authors 1 and 2 has taken
place, with the help and mentorship and coding validation by
the Author 3, including agreeing on the sufficient saturation of
the codes. As a validation set, [7-I11 were then coded using
the same scheme, and found being sufficient. The resulting
codes have been analyzed and the results of the analysis are
presented in the next chapter.

IV. FINDINGS

During the process of the interviews, we have identified
that the companies whose representatives have agreed to take
part in the research, are indeed heavily data-driven and have
developed data sharing practices over time, whether those are
infrastructures, algorithms or regulations. Due to the rapid
technology development, their practices are also bound to
change, implying the increase in the maturity and knowledge
about data sharing.
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We have split the findings into three core subcategories:
1) the topics related to the organizational part of the process;
ii) the topics that are directly linked to the data and the
technical side of data sharing; and iii) overall challenges
linked to the process as a whole. Figure 3 maps the findings
of the study and relates them to each interview.

We identified two rather distinct types of data, namely
i) the core customer or application data, and ii) the operations
or system monitoring data. In the first category, we find
video streams in the surveillance domain, vehicle positions in
automotive, research experiment data in the research facility
etc. In the second category, we find computational statistics,
system and communication load, control system signals etc.
These data types are discussed in this section.

A. Organizational data sharing aspects

1) Collaboration aspects: Business drivers: Collabora-
tions with other businesses or individual customers are the core
of the data sharing processes in the scope of this study. All the
interviewees have confirmed the importance of collaborating
with other entities in order to increase productivity and to
gain benefits, whether it is financial profit, technology boost
or higher connection to the academia.

The study participants have mentioned that data sharing is
a communication and business enabler, either through their
services and workshops, where the customers could test or
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Fig. 2. Conceptual model of organizational entities involved in data sharing
processes

perform the product diagnostics; or just as a business com-
munication tool, setting a connection between several parties
on their common interests. I3 has said that “We want to make
use of data, act more data-driven than we do today. ... We're
looking forward to more data, even though it brings costs,
we still see the value, and we don’t expect it to decrease,
rather the opposite”, while 12 has pointed out in relation to
their connection with their peers: “We could have more peers
if we could share the data a little bit easier.”. 16 has stated
the importance of conscience of collaborations in relationship
to the data collection itself: “We want to avoid ending up in
these situations where you get something and you can’t really
analyze it and use it in a proper way except for that purpose,
specific purpose.”

Technology drivers: The technological progress is consid-
ered to be one of the key drivers for the better data sharing
techniques, with industrialization and shift to cloud storage as
reasons for the higher data sharing standards, as confirmed by
several interviewees. For example, IS states that the “Things
are getting more and more cloudified, ..., cloud is giving
more opportunities to actually do observations and control
the system compared to if you run on a dedicated box for
compute”, while I1 has mentioned that in general they are
shifting towards more data sharing after learning about the
data-related processes and regulations.

Relationships: Another interesting observation is that all
the seven companies follow the same inter-organizational
model of data sharing: there are two large hubs, companies
themselves and their customers; there are data sharing pro-
cesses inside the companies and between companies and their
customers, directly or via some framework; and then there is
also another data sharing process, between the customers and
individual users, as, for example, with workshops enabling
diagnostics and maintenance for the users for I3, or academia
and students through the academic projects for I2. The concept
of the model is presented in Figure 2, which emerged from
the interviewees’ descriptions of actors involved in their data
collection and sharing processes.

The arrows in the model represent the data flow; however,
some of the challenges stated later in this paper are also
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flowing along the arrows: privacy, geopolitics and cost-related
challenges travelling mostly along the external arrows and data
volumes being represented everywhere.

2) Metrics for the quality assessment: Opinions on how
to measure the quality of data sharing from the business
point of view are different. Some internal key performance
indicators (KPIs) have been mentioned without much detail,
however, the fact of presence of such KPIs already indicates
the importance of high-quality data sharing. I1 has mentioned
feedback assessment as their core metric due to the importance
of the B2C relationships: “For me, it’s quite simple, but you
might not like to hear this, but it’s listening to your customers.
So for me, basically I try to talk with the people who actually
use this data, the people who are extracting value from this
data.”, and 12 has mentioned just having some non-specific
metadata to evaluate the quality of the data they have, as
metadata makes data more understandable. I8 has also outlined
the amount of shares of specific data on a monthly basis.

3) Data ownership: The topic of who owns what data is
important nowadays, especially with new regulations gradually
coming in force, and the interviewees have confirmed this. In
general it has been mentioned that the ownership question is
lighter inside the companies due to lack of legal challenges
from outside. As for the B2B and B2C data sharing processes,
one of the approaches mentioned by I3 is granting the raw
original data ownership to the customer and granting the
processed data ownership to the organization; however, as
specified by IS5, it can sometime be hard to clearly define the
data proxy in their business, for example, with use of end-user
agreements.

16 has also pointed out the importance of differentiating
different ownership-related terms while describing work of
some of their systems: “So everyone owns the data they have
produced and that should be possible to mark it up like owned.
But everyone working in that system should have access and
do their way of aggregation and learning their type of things.
... It’s important to make the distinction, distinction between
owning the data and accessing it and using it.” They further
stress that it is important to be able to provide different types of
data ownership to, for example, the integrators of the products.

Overall, data ownership is considered to be an important
topic by the interviewed representatives and is needed to be
investigated in more detail, potentially from different data
ownership knowledge maturity point of view.

B. Technical data sharing aspects

In this subsection, we present the technology-related side of
data sharing processes. During the interviews, the following
core patterns have been discussed: i) data collection, as in
the initial data sharing process; ii) data maintenance, being
processing and analyzing the collected data, and iii) further
data exploitation, using the results of the work on the data for
the business benefits.

1) Data and platform: Type of data: The data itself that
is being collected by a company defines the data sharing
processes, how and what for the data will be used. All the



interviewees have mentioned a wide variety of data instances
they are collecting, such as user logs, sensor data or equipment
geolocation, forming a large selection of data to be handled
differently.

Infrastructure for sharing: There is a large assortment
of technologies being used for the data collection and ex-
change, usually being some kind of external data collection
mainframes of different complexities with an API in order
to access data, and some form of a data storage, with cloud
solutions (I3, 1IS), local intra-organizational data lakes (I3) or
data mesh (I8) being mentioned as the data aggregation tool.
I1 has mentioned an important requirement for such storage:
”The main tool with working with all of this is to make sure
that the data is structured and well understood and managed
in a database and that every field is documented”.

Data formats: As for the data formats, the answers have
mostly been vague, with snapshots and logs being stored
in some format being mentioned. 16 has pointed out some
important qualities of data in relationship to its format: ”So
it depends on what you plan to use with the data for, but 1
wish we had been using more of this standardized data format
for storages and more of semantic tagging of data.”. 12 has
mentioned their way of sharing data with their customers being
through e-mails or USB-sticks, which entails obvious restric-
tions on the data to be shared. In conclusion, the interviewees
have talked about large variety of technical approaches for data
collection and data formatting of different complexity levels,
indicating potential challenges related to initiating a new data
sharing process.

2) Data maintenance: After the data is collected, the next
step is to start processing it. The importance of the data
cleaning has been acknowledged by some participants, as data
can come ‘dirty’ or incomplete; also, performing such task
manually is very tedious and time-consuming, so there is a
need for automation support to the data cleaning process. As
for the actions to be performed on the data itself, a large variety
of examples have been presented by the interviewees, as the
different approaches are needed in order to solve different
data-related tasks. Some of the notable mentions are encryp-
tion/decryption processes of different kinds for securing the
data: IS has mentioned that “Some customers are completely
happy that we store the data encrypted. Some people want us
to store it in our premises, some people want us to store it
in a bunker with armed guard”; another one that has been
brought up is machine learning algorithms by I2 and 14, as
they provide a big set of applications and are also considered
emerging in the business and technology field, as I2 has stated:
“My general view is that, things are happening so fast, so I
really hope they are in connection with science. I mean Al,
machine learning”. I8 has mentioned the importance of testing
being a part of the data ecosystem as an analysis tool as well
as a data sharing enabler: “I do believe that testing should
be a part of the mesh. I think we need to make it simple for
people to share data and to analyze data quality, to make it
a very simple thing.”.
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C. Data sharing challenges

1) Privacy concerns and the related challenges: GDPR:
All the interviewees have talked about privacy-related issues
as one of the core obstacles for the data sharing process, with
GDPR (General Data Protection Regulation, a European Union
regulation on Information privacy) being mentioned as the core
regulation affecting the data sharing processes, as well as being
a powerful shift instrument. Another core way of regulating
the sensitive data sharing between a business and a customer
is having an end-user agreement or contract regulating what
data is being collected and in what way it is being used, being
mentioned by multiple interviewees, for example, I1 has stated
that “if we reach out to a neighbor of one customer and say
that other customers in your area have these types of cameras,
it cannot be used for that purpose and that’s something my
team is enforcing actively”.

Embedded customer information: Both I10 and I11
discussed the embedded customer information in the driving
data as a privacy challenge. I10 mentioned, “For instance, if
you know the license plate number of a car and you know the
position data, then basically, you know who the owner is or
where the owner was and things like that. So that’s sensitive
information.” Both I10 and 111 mentioned protecting customer
privacy by anonymizing the customer data at the platform
level; and even before they are shared with any actors in the
ecosystem. Synthesizing data can be one solution here, which
is replacing the real data with synthetic data. For example,
reproducing a car registration number as a fictitious number,
thus removing the trace of this data back to the customer.
I10 additionally mentioned a more advanced technique for
anonymizing data called federated learning for protecting
customer privacy while data sharing, entailing using the data to
train the platform at the source regarding operational incidents
and thus using customer data locally to learn about various
driving incidents and send back only the important insights
from those learning back to the platform.

Privacy maturity: I3 has also raised a valid point of im-
portance of privacy maturity on the user end: “One challenge
there is, since we’re working with thousands of partners and
dealers around the globe, and many of these are pretty small
companies, like family owned businesses, their awareness of
what data sharing means in terms of privacy, security, legal
measures is not super high. So we don’t know how they treat
their network security...”

Additionally, the data security or governance policies do
not facilitate safer data sharing opportunities. 17 mentioned
the lack of technical and legal expertise during these policy
formulations as the major barrier to more favorable data
governance policies. As mitigation, I7 pointed out, “By work-
ing very closely with legal, the technology departments can
help develop an ethical framework around the data from the
beginning. This can create a little bit of safety for working
with data.”

2) Data volumes: Throughout the interview process, sev-
eral interviewees have mentioned the topic of how much



data is being shared and stored in a different light. Mostly
the agreement is being reached that the rapidly increasing
data volumes are a driver of the innovation, with several
interviewees mentioning that always growing data sizes lead
to the storage-related challenges; however, 14 has stated the
exact opposite, as the data volumes are still relatively small
for their company: “I would say the data volumes aren’t that
big still. ... I don’t think data speed is that crucial. Actually,
I'm not really sure if the technology from that perspective is
limiting at the moment. I think it’s rather on the application
side that someone needs to do the algorithms to understand
the data.”.

On a contrasting note, I10 mentioned that in their company’s
case, the volume of data is not a challenge. They rather need
to decide which data to keep, saying “It is a very challenging
situation, which data to keep and which ones to throw away,
because basically not all the data is worth keeping based on
their usage purposes.”

3) Geopolitical restrictions: A majority of the organiza-
tions’ representatives we have interviewed have mentioned
their business being global in one way or another, whether it is
a direct presence or an international partnership, e.g. through
user/customer workshops. IS has mentioned the different roles
of geopolitics in their data-driven business: for example, the
different regional regulations (especially the privacy-related
ones) are seen as an obstacle for the business globalization
processes. IS has mentioned a formidable distinction between
data regulations in the US and China, for example, saying that
“You cannot use data collected in the US from a computer in
China, and the other way also”, and 16 has underlined that
“We have for example, customers overseas and right now we
know what we can share with them and so on, but it might
change, you never know. So we take it as it comes and do
the necessary actions when we need to do them; and it’s also
about what we need to share with the customers as well.”
Another notable issue mentioned is the overall geopolitical
state of the world, such as ongoing wars and conflicts affecting
what, how and with whom their data can be shared.

4) Cost of Data: Data-related activities have direct implica-
tions for cost to the company. Data collection, analysis, storage
and sharing — they all incur costs to the company. Hence,
companies tend to assess business-related viability, such as
generating Return on Investment (ROI) from any of their
data-related activities, including data sharing. We received
circumstantial evidence from our interviews regarding this.
For example, 14 has mentioned, “I am a business guy, so my
frustration was more around how do we use the data in order
to do clever stuff to help the customers and for the company
to make money on it?”. This gives a clear indication of the
expectations of the companies from data sharing activities.
After all, data sharing is not considered a charity, similar to
any other activity in a company.

I10 mentioned that the cost of data also includes the
physical or virtual storage for this data, both of which are
expensive. According to 110, “In our case, only one hour of
driving data equals one petabytes of data that includes the
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car’s location, driving behavior, weather details, pictures and
videos of the surroundings. It’s too expensive to keep that. And
sometimes the sensors might be out of sync or there could be
dirt on it or something. So basically it’s not useful information
most of the time.” A remedy for this challenge can be training
the Al and the ML systems to only collect insights regarding
unique operational conditions and discard the rest.

In conclusion to the challenges section, the majority of
the interviewees’ concerns have been related to privacy of
their data and the complexity of maintaining privacy through
the different stages of data sharing. Different practices of
overcoming the legal obstacles are needed to be investigated
in order to make a comparison and more detailed conclusions.

V. DISCUSSION
A. Contrasting the lines of a B2B data ecosystem

All the case organizations illustrate the importance of joint
data management practices in terms of sharing and collab-
orating on data with their partners and customers, similar
to other reports by, e.g., Holmstrom and Bosch [7]. The
inter-organizational business relations underpinning the shar-
ing create what we refer to as B2B data ecosystems, where
data is collected, processed, and passed on through the focal
organization. The organization of I1, e.g., collects diagnostics
data from their video surveillance devices, which is used to
identify potential bugs. In cases where this relates to a third-
party application, such information is passed to enable a rapid
solution.

Using the conceptual model by Runeson et al. [4], all
of the seven case organizations may be characterized as
orchestrators, or platform providers, of their respective data
ecosystem — all with an organization-centric setup where the
orchestrating organization decides what data is shared, and
how. In contrast to an Open Data Ecosystem as those studied
by Runeson et al., data is kept closed within the ecosystem
and is regulated through agreements that include practices
commonly used by similar organizations [19].

The type of data shared is driven and motivated by the
business needs of the orchestrator and, by extension, its
partners, customers, and other potential actors of the data
ecosystem. Understanding this sharing and these relations in
the context of business models was not explicitly investigated
by this first study, but a fruitful topic for future research, along
the lines of, e.g., Chakrabarti et al. [20].

Due to the sensitivity and business criticality of the data,
many of the case organizations raised concerns about the
security and integrity of the data collected and shared in their
ecosystems. Encryption and sovereignty of data pipelines and
platforms for sharing the data is therefore of critical concern
for future infrastructures to support technological progress, and
also an important area for future research, e.g., along the lines
of Altendeitering et al. [21].

Regarding the amount of data shared, the interviewed orga-
nizations generally leaned towards collecting as much data
as possible within the legal frameworks that apply, with a
common rationale that Al-enabled systems require extensive
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training sets. This standing, however, comes with costs and
challenges highlighted in the literature, e.g., relating to anno-
tation, quality assurance, and storage [22].

B. Plausibility of generalization for a data sharing ecosystem

The interviewees have all presented evidence of importance
of data sharing in their business. A uniform data sharing
ecosystem solution that could allow to quickly add new
members, perform various operations with a large variety of
data types would potentially become a big enabler for the data-
related developments. However, how plausible would such
framework be, or is it just a utopia?

Legal challenges would be a large obstacle to consider when
designing such a model. With respect to both internal and
external regulations, the ability of adding such regulations
into the system has to be taken into consideration, but how
feasible is that? For that, data has to be intelligently split into
subcategories, as regulations can differ from field to field, but
are there cases that could cause legal issues just due to the
complexity of the data nature from the legal standpoint? That
is a question that would require a lot of research.

On the other hand, the technical requirements should be
easier to handle. Ability to work with different data formats
is already present in multiple solutions, and processing al-
gorithms would potentially be added by the users, if not
performed outside of the model. Volumes, on the other hand,
could be an issue that should not be overlooked, as speed and
storage capacity would define the efficiency of the data-related
business processes.

However, at the current stage of the study it became
apparent that the technology solutions that the companies
are using are embedded into their workflow, especially when
internal data sharing is being taken into consideration. For
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generalization, solutions need to be fully separable from the
rest of the system in order to build them into the existing data
sharing model, and our observation sets an important question
of defining the requirements of the technologies in order to
fulfil the potential research goal.

This being said, even these eleven interviews have presented
a high number of different techniques and technologies for
data sharing handling, both local or external (with, for exam-
ple, Google and Amazon ecosystems being listed as such by
IS), meaning that the uniform solution for all the data sharing
needs will anyways be a tough task to tackle and should
initially be tailored to the needs and technical possibilities of
a company.

VI. THREATS TO VALIDITY

The study is an exploratory analysis of the phenomenon
of intra-organizational data sharing. As the qualitative survey
relies on the interviews with a small selection of participants,
we make no strong claims about the findings. We have priori-
tized on external validity by selecting interviewees from seven
organizations, rather than multiple representatives from one
organization. Consequently, this reduces the internal validity
as we heavily depend on single person’s perspectives and
opinions to represent one organization. A particular threat
would be the lack of the company representatives holding
strictly technical positions. External validity is threatened
by the interviews being held only with the employees of
companies based in the same country. On the other hand, all
companies operate on an international market, and most of
them with sites in multiple countries. External validity is also
impacted by all the companies already operating in the area
of data sharing, although we have purposefully selected such
companies in order to investigate the existing practices and



challenges. The construct validity, i.e. to what degree there is
a unified view on constructs and definitions of data sharing, is
considered sufficient for this exploratory study, while for the
continued study, a refined understanding of different types of
data might be needed to explain the phenomena. The reliability
of the data collection and analysis is considered good, as
the researchers take turns in interviewing and analysis, as
described in Section III-C.

This being said, as this is an exploratory analysis study, we
do not consider these threats crucial, and will keep those in
mind when conducting the future research.

VII. CONCLUSIONS AND FURTHER WORK

We report the findings from a qualitative survey, comprising
eleven interviews with representatives of data-driven compa-
nies in the context of data sharing. Based on our observations,
data sharing is considered to be an important driver for
businesses, with emerging technologies boosting capabilities
of the companies.

With respect to the technical data, we observed a variety of
technologies being used for the different methods of collecting,
storing, processing and maintaining the data. While the topic
of data sharing might still be fresh, the power of analysis
tools such as machine learning (ML) leads companies towards
developments in the area.

Throughout the coding synthesis, we found out the key
challenges related to the data sharing processes. While being
mostly related to the privacy matters, and while there are some
internal practices established, usually in a way of contracts and
user agreements, external regulations are an important area of
interest and need to be investigated thoroughly in order not to
fall in a legal trap.

As this is an exploratory study, its goal was to serve
as a base for the future, larger study. The potential future
research would be to conduct more interviews with a variety
of different industry representatives in order to perform a full-
scale multiple-case study [16], in order to come to a potentially
more general view on how to design an easily extendable data
sharing framework that could be used universally, which could
serve as a theoretical base for a data sharing platform, solving
the industrial data sharing needs.
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