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Abstract
This dissertation deals with design and characterization of functional structures
for scattering of electromagnetic waves. An abundance of these structures can
be found in nature, such as the structural coloration in the feathers of a pea-
cock, the scales of butterflies and the shell of scarab beetles. Human design of
structures providing specific interactions with electromagnetic waves have a long
history. Today, these structures can be found in everyday products and applica-
tions like the filter of a microwave oven, shaded windows, polarizing glasses and
3D movies. A high demand of functional structures is also found in more ad-
vanced applications such as antenna design, electromagnetic scattering reduction
for stealth applications, and in satellite communication systems.

The dissertation consists of a general introduction and nine scientific pa-
pers, of which the majority have been published in peer-reviewed international
journals. The general introduction sets the stage for the technical details con-
tained in the included papers. Fundamental relations and scattering concepts in
electromagnetic theory are presented, alongside with the approaches for design,
optimization and experimental characterization of functional structures. The
included papers can be divided into two main tracks: Papers I–VI concern satel-
lite communications and Papers VII–IX are related to electromagnetic scattering
characterization and reduction.

In Papers I–V circular polarization selective structures for satellite commu-
nication applications are designed and characterized numerically and experimen-
tally. A novel concept design is presented providing more than double the fre-
quency bandwidth of previous designs. Furthermore, an experimental procedure
and a data post processing scheme are presented for accurate characterization
of circular polarization selective structures. In Paper VI a multiphysics study
of a triaxial weave functioning as a reflector antenna surface is presented. The
electromagnetic scattering properties of the structure are evaluated using numer-
ical simulations and approximation models. These results are combined with an
acoustic study and design guidelines for such space antennas are specified.

In Papers VII–VIII electromagnetic radiation-absorbing materials for scat-
tering reduction applications are evaluated. By using an analytic framework
in canonical scattering problems, and numerical methods in more application
oriented scenarios, two fast computation methods are developed. These meth-
ods are used to evaluate a number of different radiation-absorbing materials in
different scenarios, and provide information of the physical interaction between
electromagnetic waves and scatterers coated with said materials.

Finally, in Paper IX different methods are utilized to locate defects in com-
posite materials. Compressive sensing techniques are implemented to achieve
sub-wavelength resolution of data extracted from experimentally acquired scat-
tered fields. A key point is identifying that the scattering from hidden defects
can be formulated as a sparse inverse scattering problem in some basis.
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Populärvetenskaplig sammanfattning
(in Swedish)
Elektromagnetiska vågor finns överallt runt omkring oss och är en förutsättning
för livet som vi känner det. Det är dessa vågor som ger oss värme från solen, vår
syn och som transporterar information genom våra hjärnor. Konsten att förstå
och kontrollera elektromagnetiska vågor har intresserat många av vår tids största
vetenskapsmän som Isaac Newton, James Clerk Maxwell och Albert Einstein.
På samma sätt som vattenvågor skapas och utbreder sig när en sten släpps i
vatten genereras elektromagnetiska vågor av laddade partiklars acceleration och
utbreder sig genom rummet och tiden med ljusets hastighet. Avståndet mellan
två vågtoppar kallas signalens våglängd och är en viktig parameter som styr hur
vi upplever dessa signaler. Vågor med en kort våglängd på 390–700 nm svarar
mot synligt ljus medan vågor med en våglängd på 5–30mm, som är i fokus i denna
avhandling, är osynliga för våra ögon och kallas för mikro- och millimetervågor.

Det är elektromagnetiska vågor som ligger till grund för det trådlösa kommu-
nikationsnätverk som idag sammankopplar i stort sett hela vår planet. Teknik-
utvecklingen i samhället går framåt med rasande fart och framtiden kommer
med största sannolikhet innebära högre ställda krav på kapaciteten hos trådlösa
kommunikationssystem. För att möta dessa krav krävs ingående kunskap om
underliggande fysik såväl som teknik i form av hårdvara och mjukvara. I denna
doktorsavhandling har dessa kunskaper använts för att dra slutsatser vid design
och karaktärisering av funktionella strukturer för spridning av elektromagnetiska
vågor. Med hjälp av matematik beräknas här hur mikro- och millimetervågor in-
teragerar med sin omgivning. Fysikalisk intuition, matematiska modeller och
kommersiella simuleringsprogram utnyttjas för att designa strukturer som kon-
trollerar hur mikrovågor utbreder sig, där vissa signaler släpps igenom och andra
blockeras eller absorberas.

Nedan följer tre exempel på olika tillämpningsområden där funktionella struk-
turer har designats och karaktäriserats i denna avhandling. Cirkulärpolarisations-
selektiva strukturer har designats för tillämpningar i system för satellitkommuni-
kation. Dessa strukturer möjliggör högre kapacitet i kommunikationslänken mel-
lan en satellit och jorden, vilket kan resultera i snabbare internet i våra mobil-
telefoner. Nästa tillämpning innefattar undersökningar av olika typer av elek-
tromagnetiska absorbenter för smygteknik inom radarsignaturminimering, där
till exempel flygplan och fordon kan anpassas för att inte upptäckas av radar-
system. Nya matematiska modeller och en numerisk approximationsmetod har
i denna avhandling utvecklats som ger insikt i hur dessa absorbenter fungerar.
Ett tredje användningsområde som undersökts är elektromagnetisk karaktäriser-
ing av komposita strukturer, bestående av en sammansättning av olika material.
Denna typ av karaktärisering har använts till icke-förstörande defektdetektering
inuti material, samt utvärdering av elektromagnetiska spridningsegenskaper.
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1 Background and motivation
Electromagnetic waves are present everywhere in our world and are a prerequisite
for life as we know it. These waves provide us with heat from the sun, vision
and transport information through our brains. Understanding and controlling
electromagnetic waves is a topic with a long history. It has intrigued some of
the greatest physicists in history, like Isaac Newton, James Clerk Maxwell and
Albert Einstein [44, 115–117, 128]. Today, these waves are the source of the
wireless communication network that encompasses the whole world.

A functional structure for electromagnetic waves is an object that interacts
with said waves in a purposeful way. An abundance of these structures can be
found in nature, such as the structural coloration in the feathers of a peacock,
the scales of butterflies and the shell of scarab beetles [86]. A multitude of
man made functional structures are utilized in everyday applications, such as the
filter of a microwave oven, tinted windows, polarized camera filters, and glasses
for three-dimensional (3D) movies.

The long history of our ingenuity in designing functional structures for electro-
magnetic waves has its roots in the field of optics, dating back to a few centuries
B.C.E. From these times, early use of lenses for magnification and focusing of
light have been found in Egypt, Babylon and Greece [36]. The succeeding devel-
opment of geometrical optics, treating visible light as rays, in ancient Greece laid
the foundation for scientific studies of reflection and refraction of light [36, 182].
Since then, functional structures have played a key role in optical systems in the
form of prisms, beam splitters, polarization filters, quarter wave plates and other
optical components. In the 1950s, the invention of the laser started an avalanche
of advancements in the field of photonics [17]. To this day, a continuous stream
of novel functional structures for photonics applications have been presented, for
example metamaterials displaying extraordinary optical properties [159].

In the micro- and millimeter wave regime, which is the main frequency region
of interest in this work, rapid development of new concepts and ideas took place
in the late 19th century. After the introduction of Maxwell’s equations [115–117],
the invention of the wireless communication system by Heinrich Hertz [67], the
waveguide by Lord Rayleigh [142], and the radio detection and ranging (radar) by
Christian Hülsmeyer [71] were all presented during a time period of 20 years. In
the wake of the second world war, intense research was carried out in applications
of electromagnetic theory, and functional structures were introduced in a number
of applications. Some examples are: the radar dome (radome) for shielding of
antennas [90] and radiation-absorbing materials (RAMs) [88] for electromagnetic
scattering reduction, see Figure 1. One potential building block for designing
these structures is the frequency selective surface (FSS), also commonly referred
to as frequency selective structure, which was introduced and studied intensively
at that time [127]. Other functional structures put forward were a number of
waveguide microwave components such as filters and directional couplers [136].
In 1962, the world’s first active communications satellite, Telstar 1, was launched
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Frequency selective surface

Radiation-absorbing material

Radar antenna

Figure 1: Functional structures for electromagnetic waves in applications related
to radar technology. To the left and center, functional structures are used as
radomes, and to the right radiation-absorbing materials are used to reduced the
radar cross section of an aircraft.

[72]. During the 1960s and 1970s, advances in satellite performance came quickly
and a new application area for functional structures was established.

Today, these structures are widely used in all previously mentioned appli-
cations. In satellite communication applications polarization diplexers and fre-
quency selective surfaces are used to direct signals and increase the data capacity
of communication systems [9]. In electromagnetic scattering reduction applica-
tions FSSs and RAMs are used to direct and suppress electromagnetic waves [88].
Furthermore, functional structures are used in antenna design in the form of FSSs,
as well as metamaterials and metasurfaces, to acquire desired current distribu-
tions and radiation patterns [40].

As technology advances at an ever increasing pace higher requirements are
specified for communication systems in general. Moreover, the current develop-
ment of the fifth generation mobile networks (5G) is a strong driving force in the
development of new antenna designs and communication systems [145]. The im-
portance of functional structures in this area is evident, as they constitute useful
tools to the antenna and communications system designers. These structures can
be used in designing antennas and communication systems at different levels of
the communication chain, such as at the base stations, hand-held terminals, or
the satellite payload. This is illustrated in Figure 2.

As a result of this constant communication expansion, future satellite commu-
nication (SATCOM) systems require even higher data throughput. One way to
achieve this is by utilizing multiple spot beam systems and frequency/polarization
reuse schemes [9,94], as in Figure 3. In these systems, a circular polarization se-
lective structure (CPSS) can play a key roles as a diplexer, and a polarizer as a
polarization converter.
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Figure 2: Applications of functional structures in different communication sys-
tems. In each transmitting/receiving component in the communication link func-
tional structures can be used to achieve specific radiation properties and increase
the data throughput.
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Spot beam frequency/polarization reuse scheme

Figure 3: Example of a CPSS implemented as a diplexer in a satellite communi-
cation system utilizing a four color frequency and polarization reuse scheme. Here
f1, f2 correspond to two separate frequency bands and RHCP, LHCP correspond
to right/left hand circular polarization, respectively.
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In stealth applications, improvements in the sensitivity of radar systems have
resulted in a demand for more effective radar cross section (RCS) reduction so-
lutions [144]. These radar system improvements are driven by novel processing
techniques such as compressive sensing (CS), machine learning and deep learn-
ing, together with improvements in available computational power from better
processors and random access memory [12, 189]. By designing and optimizing
functional structures using novel approaches, improved filtering and absorption
properties can be achieved. This provides a useful addition to the stealth aspects
of the detection race between the target and the radar sensing system.

In relation to the high demand of novel functional structures, it should be
pointed out that significant amounts of work have already been done in this
field during the last century. However, new possibilities in design and synthesis
of functional structures for electromagnetic waves are materializing since the
computational power available for scientific computations keeps growing. By
combining theoretical insights from previous work in the field with new modeling
and optimization tools, a wide-open playing field of possibilities unfolds. This
marks the starting point of the work presented in this thesis.

2 Electromagnetic theory and
scattering concepts

2.1 Fundamental theory and equations
All classical electromagnetic phenomena are governed by Maxwell’s equations.
When combined with the equation of the Lorentz force and Newton’s second
law of motion, these equations provide a complete description of the classical
dynamics of interacting charged particles and electromagnetic fields [74]. In the
time domain, these equations read

∇× E(r, t) = − ∂B(r, t)
∂t

, (2.1)

∇×H(r, t) = ∂D(r, t)
∂t

+ J (r, t), (2.2)

∇ ·D(r, t) = ρ(r, t), (2.3)

∇ ·B(r, t) = 0, (2.4)

where E,B,H,D,J are real valued vector fields and ρ is a real valued scalar
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field, defined as

E(r, t) Electric field intensity, [V/m],
B(r, t) Magnetic flux density, [Vs/m2],
H(r, t) Magnetic field intensity, [A/m],
D(r, t) Electric flux density, [As/m2],
J (r, t) Current density, [A/m2],
ρ(r, t) Charge density, [C/m3].

Charge density ρ and current density J are the sources in Maxwell’s equations.
It can be seen that (2.1)–(2.4) contain four unknown vector fields, each with
three spatial components, resulting in a total of 12 unknowns. But the fact that
(2.3)–(2.4) can be derived from (2.1)–(2.2), using the equation of continuity of
charge, implies that (2.1)–(2.4) consist of six independent equations. In order
to achieve a fully determined system of equations constitutive relations can be
utilized [92]. These relations couple the electric and magnetic flux densities to
the electric and magnetic fields by an operator F(·) acting on the fields

{D,B} = F{E,H}. (2.5)

The mapping (2.5) has to satisfy certain requirements or physical assumptions to
correspond to a realistic model, such as causality [187]. Generally, this relation
consists of a temporal convolution relating the coupled fields. By the addition of
the constitutive relations, which contain six equations, Maxwell’s equations are
no longer underdetermined and a single solution can be found.

In many cases the sources of an electromagnetic problem display time har-
monic behaviour, for example time harmonic currents feeding an antenna or
time harmonic acceleration of charge. Provided that linear media are consid-
ered, Maxwell’s equations can be simplified by applying a Fourier transform and
thus expressing (2.1)–(2.4) in the frequency domain, where the unknown fields
are represented by complex valued vectors [181]. Using the time convention ejωt

the (physical) time domain fields are acquired from the frequency domain fields
through the relation

E(r, t) = Re{E(r, ω)ejωt}. (2.6)
The transition to the frequency domain implies that time derivatives take the
form ∂

∂t
→ jω, and Maxwell’s equations can then be written as

∇×E(r, ω) = −jωB(r, ω), (2.7)
∇×H(r, ω) = jωD(r, ω) + J(r, ω), (2.8)
∇ ·D(r, ω) = ρ(r, ω), (2.9)
∇ ·B(r, ω) = 0, (2.10)

where E,B,H,D,J are the frequency domain fields related to E,B,H,D,J
through (2.6). One significant simplification implied from solving Maxwell’s equa-
tions, for time harmonic fields, in the frequency domain is that the constitutive
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relations take the form of a dyadic multiplication. In anisotropic media, where
no coupling between (E,D) and (H,B) exists, the constitutive relations take
the form

D(r, ω) = ε0εr(ω) ·E(r, ω), B(r, ω) = µ0µr(ω) ·H(r, ω), (2.11)

where ε0 ≈ 8.854 · 10−12 F/m is the free space permittivity, µ0 = 4π · 10−7 H/m
is the free space permeability, εr(ω) is a 3 × 3 relative permittivity dyadic and
µr(ω) is a 3 × 3 relative permeability dyadic. In homogeneous, isotropic media
the constitutive relations simplify further and the material dyadics are given by
εr(ω) = εr(ω)I, µr(ω) = µr(ω)I, where I is the identity dyadic. The constitutive
relations in (2.11) then take the form

D(r, ω) = ε0εr(ω)E(r, ω), B(r, ω) = µ0µr(ω)H(r, ω). (2.12)

In a source free region, containing a homogeneous isotropic material characterized
by the permittivity ε(ω) = ε0εr(ω) and the permeability µ(ω) = µ0µr(ω), (2.7)–
(2.10) can be reformulated as the Helmholtz vector wave equation

∇2E(r, ω) +
(
ω

c0

)2
E(r, ω) = 0, (2.13)

∇2H(r, ω) +
(
ω

c0

)2
H(r, ω) = 0. (2.14)

The solution of (2.13)–(2.14) is a propagating wave that travels with the speed of
light c = 1/√ε0εrµ0µr. In vacuum this corresponds to c0 = 299 792 458m/s. At
each point in space the electric and magnetic fields oscillate in directions orthog-
onal to the direction of propagation. There are two types of very simple solutions
of Maxwell’s equations in a source-free region: the plane and the spherical waves.
The plane wave solution is given by

E(r, ω) = E0(ω)e−jkk̂·r, H(r, ω) = ηk̂ ×E0(ω)e−jkk̂·r, (2.15)

where k̂ is an arbitrary real-valued unit vector, andE0(ω) is an arbitrary complex-
valued vector, satisfyingE0(ω)·k̂ = 0. Here k = k0

√
εr(ω)µr(ω) is the wave num-

ber of the material, k0 = √ε0µ0 is the vacuum wave number, η = η0
√
µr(ω)/εr(ω)

is the wave impedance of the material, and η0 =
√
µ0/ε0 ≈ 376.7 Ω is the vacuum

wave impedance. The spherical wave solution is defined in a similar manner

E(r, ω) = V (r̂, ω)e−jkr

r
, H(r, ω) = ηk̂ × V (r̂, ω)e−jkr

r
, (2.16)

where r̂ is the unit vector in the radial direction and V (r̂, ω) is an arbitrary
complex-valued vector, satisfying V (r̂, ω) · r̂ = 0 [92]. Illustrations of these
waves are presented in Figure 4. In Paper VII, a more elaborate solution of
Maxwell’s equations is utilized to characterize scattering from spherical objects
using spherical vector waves [53,56].
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Figure 4: Spherical electromagnetic waves radiating from a point source can
be seen in the illustration to the left. Far away from the source radiated waves
propagate as plane electromagnetic waves, as depicted to the right.
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ẑ x̂

ŷ
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Figure 5: Polarization of a plane wave propagating in the ẑ-direction. To the
left an elliptically polarized wave is illustrated, in the middle a circularly polarized
wave is shown and to the right a linearly polarized wave is illustrated.

As an electromagnetic wave propagates in space in the ẑ-direction the electric
field will oscillate in a plane orthogonal to k̂ = ẑ at a given location z. This
oscillation traces a pattern in the plane, referred to as the plane of polarization.
The most general polarization state is elliptical, and two specific polarization
states commonly identified are linear polarization (LP) and circular polarization
(CP), illustrated in Figure 5. Linear polarization can be described as E0 =
Exx̂+ Eyŷ, where Exx̂ correspond to horizontal polarization (HP) and Eyŷ to
vertical polarization (VP). Circular polarization is described asE0 = E0x̂±jE0ŷ,
where right hand circular polarization (RHCP) is given by E0 = E0(x̂− jŷ), and
left hand circular polarization (LHCP) is given by E0 = E0(x̂+ jŷ). In Figure 6
LP and CP waves propagating in the ẑ-direction are presented as a function of
space at a fixed time t = 0.
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ẑ

t > 0

x̂

ŷE
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Figure 6: Plane waves propagating in the ẑ-direction plotted as a function of
the distance z at a given time t = 0. A VP wave is presented to the upper left,
a HP wave is presented to the upper right, an LHCP wave is presented to the
lower left and an RHCP wave is presented to the lower right.

2.2 Electromagnetic scattering concepts
Electromagnetic scattering theory is the framework of how electromagnetic fields
interact with objects. When defining a scattering problem it is common to sep-
arate the total fields E(r), H(r) into incident fields Ei(r), H i(r) and scattered
fields Es(r), Hs(r) according to

E(r) = Ei(r) +Es(r), H(r) = H i(r) +Hs(r). (2.17)

If the incident fields are known and the scattered fields are unknown the problem
of calculating the unknown fields is referred to as a direct scattering problem [92].
Conversely, if the scattered fields are known but the sources of the scattered fields
are unknown, the problem is referred to as an inverse scattering problem [33].

Far away from the scattering source, in the far field region, the scattered fields
constitute of transverse field components and no radial part. The definition of
this region is given in [92] and here the far field amplitude of the scattered electric
field is defined as

F (r̂) = lim
r→∞

rejkrEs(r). (2.18)

Similarly, the scattered electric field can be determined from the far field ampli-
tude F (r̂) by the relation

Es(r) = e−jkr

r
F (r̂). (2.19)
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We define the incident field as a plane wave Ei(r) = E0ejkk̂i·r, propagating
in the k̂i-direction with the observation direction r fixed and non-parallel to
the direction of propagation. A mapping from the incident field E0(r) to the
scattered far field amplitude F (r̂) is given by

F (r̂) = S(r̂, k̂i)E0(r), (2.20)

where S(r̂, k̂i) is the scattering dyadic. Another useful scattering property is the
differential scattering cross section ∂σ/ ∂Ω(r̂, k̂i), which can be expressed in the
scattering dyadic as

∂σ

∂Ω(r̂, k̂i) = 4π |F (r̂)|2

|E0|2
= 4π|S(r̂, k̂i) · p̂i|2, (2.21)

where the unit vector p̂i is defined as

p̂i = E0
|E0|

. (2.22)

In this work, the scattering cross section in the backscattering direction, referred
to as the monostatic radar cross section (or RCS), is of main interest. It takes
the form

σRCS = ∂σ

∂Ω(−k̂i, k̂i) = 4π |F (−k̂i)|2

|E0|2
= 4π|S(−k̂i, k̂i) · p̂i|2. (2.23)

2.3 Network theory and the scattering matrix
When solving Maxwell’s equations the electric and magnetic fields are given at
all points in space. This commonly results in large quantities of information and
gives a complete description of the scattering scenario under study. However, in
many cases we are only interested in the voltage or current at a set of terminals,
the power flow through a structure, or some other type of terminal quantity.
In these cases, the concept of network theory is a useful tool for simplifying a
scattering problem and to place focus only on relevant quantities of interest [136].
This topic has its roots in low frequency applications where circuit theory is
applicable. Here, the voltage and current are identified with respect to a terminal
pair, and objects are modeled as lumped impedance elements displaying reactive
and resistive properties. In a microwave system, the concept of voltages and
currents can be applied individually for each propagating mode in a guided wave
system, such as a waveguide, or a free space propagation system [113].

The scattering dyadic introduced in (2.20), relating the incident electric field
E0(r) to the far field F (r̂), is a useful tool for analytic investigations of scat-
tering problems concerning scatterers of arbitrary shape enclosed by free space
or some other homogeneous, isotropic medium. A representation that is more in
accord with direct measurements, and with the ideas of incident, reflected and
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transmitted waves, is given by the scattering matrix [136]. The scattering matrix
relates the voltage waves incident on the ports to those reflected from the ports.
For some components and circuits, the scattering parameters can be calculated
using network analysis techniques. Otherwise, the scattering parameters can be
measured directly with a vector network analyzer (VNA), described further in
Section 6. The scattering matrix of an N -port network is

V −1
V −2
...
V −N

 =


S11 S12 · · · S1N

S21
. . .

...
...

. . .
...

SN1 · · · · · · SNN



V +

1
V +

2
...
V +
N

 , (2.24)

where V −i , i = 1, 2, ..., N is the amplitude of the scattered wave voltage at port i
and V +

j is the amplitude of the incident wave voltage at port j. The scattering
matrix elements are defined as

Sij = V −i
V +
j

∣∣∣∣∣
V +

k
= 0 for k 6=j

. (2.25)

This means that Sij is given by the ratio between the scattered wave voltage V −i
at port i and the incident wave voltage V +

j at port j, when all other ports are
terminated with matched loads [136].

3 Analytic and numerical modeling of
scattering problems

The complexity associated with solving Maxwell’s equations for scattering from
an object implies that analytic closed form solutions can only be obtained in a
number of canonical scenarios [180]. Two approaches that are heavily utilized to
solve complex electromagnetic problems that can not be treated analytically are:

• discretize the problem and use full wave simulations,

• utilize approximations to simplify the formulation of the problem.
These two methods are described in this section, alongside an approach to solve
certain scattering problems analytically.

3.1 Analytic solutions to scattering problems
3.1.1 Scattering from layered planar structures
One of the most simple wave propagation problems is scattering from a planar
stratified structure with layers of homogeneous, isotropic materials. The follow-
ing material is classical and can to a large extent be found in [131]. However, the
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combination of multilayer structures with thin admittance layers is used exten-
sively in Papers VII–VIII included in the thesis, which motivates the inclusion
of a more detailed description here. This type of problem is solved by matching
the tangential electric and magnetic fields on both sides of each interface of the
structure. By iterating through all interfaces of the structure the total reflection
coefficient Γ and transmission coefficient T can be determined.

Consider an incident linearly polarized plane wave propagating along the ẑ-
direction in a homogeneous, isotropic medium. The electric and magnetic fields
of the wave are given by E(z) = x̂E(z), H(z) = ŷH(z). The wave impinges
at normal incidence to the boundary of a second medium, as in Figure 7. The
tangential fields at each side of the interface can be represented as forward and
backwards traveling waves as

E = E+e−jkz + E−ejkz, E′ = E′+e−jkz + E′−ejkz,

H = 1
η
E+e−jkz − 1

η
E−ejkz, H ′ = 1

η
E′+e−jkz − 1

η
E′−ejkz. (3.1)

If an admittance sheet is located at the interface, this implies the boundary
conditions

n̂× (E′ −E) = 0, n̂× (H ′ −H) = JS = YSn̂× (E′ × n̂), (3.2)

where JS = YSn̂× (E′× n̂) is the surface current density at the interface, which
can also be represented as the product of a surface admittance and the tangential
electric field. These relations can be written in matrix form(

E
H

)
=
(

E′

H ′ + YSE
′

)
=
(

1 0
YS 1

)(
E′

H ′

)
, (3.3)

which can be expressed in the forward and backward propagating fields as(
E+
E−

)
=
(

1
τ

(
1 ρ
ρ 1

)
+ YSη1

2

(
1 1
−1 −1

))(
E′+
E′−

)
. (3.4)

The first matrix of the final expression in (3.4) is recognized as the ordinary
matching matrix at an interface in [131], where the reflection coefficient ρ and the
transmission coefficient τ at an interface, illuminated from the left, are identified
as

ρ = η′ − η
η′ + η

, τ = 2η′

η′ + η
, (3.5)

and where the wave impedance in the two regions are η = η0
√
µr/εr, η′ =

η0
√
µ′r/ε

′
r. If the interface is illuminated from the other side, the reflection co-

efficient ρ′ and the transmission coefficient τ ′ are defined in the same way. In
conclusion, an admittance layer at a planar interface between two media is treated
by adding the second matrix in (3.4). Propagation of the fields through a slab
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up to the next interface is modeled by the matrix relation(
E′1+
E′1−

)
=
(

ejk1l1 0
0 e−jk1l1

)(
E2+
E2−

)
, (3.6)

where ki = 2π/λi is the wave number in the material, and li is the physical thick-
ness of the slab. If a layered structure is backed by a perfect electric conductor
(PEC) the impedance of that region is ηPEC = 0, resulting in that the reflection
coefficient at the interface is ρ = −1 and the transmission is τ = 0.

Now we are ready to treat the case of any given number of slabs cascaded after
each other, as in Figure 8. The field matching condition for a setup consisting of
M layers, is given by

E1,± = M1P1M2P2 · · ·PM−1MMPMMM+1E
′
M+1,± = AE′M+1,± (3.7)

where Mi are matching matrices at each interface i on the form (3.4) and Pi are
propagation matrices on the form (3.6). The total transmission coefficient and
reflection coefficient of the stratified structure are

Γ1 = A21/A11, T = 1/A11, (3.8)
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where A11, A12, A21 and A22 are the matrix elements of the 2 × 2 matrix A in
(3.7).

The framework just described can be extended to treat oblique incidence. The
main difference in comparison to the case of normal incidence is that the fields
have to be divided into TM and TE components, parallel and orthogonal to the
scattering plane of each interface, defined in Figure 9. When a wave impinges
on each interface i in Figure 8 at an oblique angle θi−1 the transmitted wave is
refracted according to Snell’s law [131], which can be rearranged to determine
the refraction angle θi as

θi = sin−1
(
ni−1 sin θi−1

ni

)
. (3.9)

The refractive index in region i is given by ni = √εr,iµr,i, and the refraction
angle θi is determined in each region i = 1, 2, ...,M + 1 given an initial incidence
angle θ0. The wave impedances and the propagation factors in (3.1)–(3.6) are
modified with consideration to the TM and TE components according to

ηi →


ηTM,i = ηi

kz,i
ki

ηTE,i = ηi
ki
kz,i

,
e±jkiz → e±jkz,iz = e±jkiz cos θi , (3.10)

where the z-component of the wave vector ki is given by kz,i =
√
k2
i − k2

t,i, and
the transverse component of the wave vector is given by kt,i = ki sin θi. A numer-
ical implementation of this oblique scattering scheme is utilized in Paper VIII
for extracting the reflection coefficient of different RAMs at a number of oblique
angles of incidence. This data is imported as a reflection dyadic into a physical
optics (PO) solver for RCS simulations of axially symmetric scatterers [52,165].

3.1.2 Scattering from layered non-planar structures
For electromagnetic scattering from more general layered, non-planar objects it
is uncertain if an analytic solution can be found. If an analytic formulation of a
scattering problem can be formulated (or not) depends strongly on the geometry
of the scatterer. If the geometry can be described in a set of coordinates where
separation of variables of the partial differential equation (PDE) is possible, this
type of solution can be found [149]. Some geometries where analytic solutions
can be found are spheres, cylinders and ellipsoids [22,149,171].

The approach used in this type of scattering problems is based on expanding
the known incident field and the unknown scattered field in a set of orthogonal
vector waves suitable to the specific geometry. These vector waves are typically
constructed from special functions. The tangential fields are then matched at
each interface in the same way as in the previous section for planar stratified
structures. The incident field is described by the known expansion coefficients
an, and the expansion coefficients describing the scattered fields fn are unknown.
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Figure 9: TM and TE waves in the scattering plane of an interface between two
media.

Provided that the scatterer consists of linear materials, there is a linear relation
between the two sets of expansion coefficients

fn =
∑
n′

Tnn′an′ , (3.11)

where the infinite dimensional matrix Tnn′ is called the transition matrix (or the
T-matrix) of the scatterer. In Paper VII in this work, the problem of scattering
from a PEC sphere coated by different kinds of RAMs is solved using this kind
of analytic expressions.

3.2 Full wave simulation methods
Full wave simulations of an electromagnetic problem consist of modeling the in-
teraction of electromagnetic fields with physical objects and the environment.
In order to determine the fields in this interaction, computationally efficient ap-
proximations to Maxwell’s equations are used to discretize the analytic problem
into a finite number of points where the fields or currents are evaluated [37].
Different numerical approximations and types of discretization (also referred to
as meshing) are utilized depending on which type of computational method that
is used. In each mesh element, the fields or currents are evaluated using a simple
functional dependence of the spatial variation. For instance, a linear or higher
order approximation is commonly utilized.

One of the predominant methods in computational electromagnetics (CEM)
is the method of moments (MoM). It is heavily used in open-region electromag-
netic problems such as wave scattering and antenna radiation [32, 75]. In this
method, radiating and scattering structures are replaced by surface currents and
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the surfaces of objects are divided into wire segments and surface patches. The
unknown scattered fields are computed using the Green’s function and Sommer-
feld’s radiation condition. The method is very effective for simulating PEC or
homogeneous penetrable objects. The fact that only the surfaces of objects are
meshed imply reduced simulation requirements in many problems when compared
to alternative methods.

An alternative approach is given by the finite difference method (FDM), which
is a numerical method for converting PDEs of a boundary-value problem into a
set of algebraic equations that can be used to compute an approximate solution
to the problem [75]. This method was used to develop the finite difference time
domain method (FDTD), which is heavily used in CEM problems of penetrable
scatterers, inhomogeneous media and wideband simulations. The formulation of
this method uses cuboidal mesh elements, which implies that a fine mesh has to
be used in order to accurately model the geometry of curved scatters. In FDTD a
volume enclosing the scattering objects and its surroundings needs to be meshed.

A third CEM method, based on approximating the solution of a partial dif-
ferential equation instead of the differential operators, is given by the finite ele-
ment method (FEM). The unknown fields are discretized using a finite element
mesh, and the mesh elements typically consist of triangular elements for surfaces
and tetrahedrons for volume meshes, although other types of elements such as
cuboids are available [37]. This method is very well suited for simulating bounded
electromagnetic problems such as waveguides and cavities, but also plane wave
propagation through inhomogeneous media such as scattering from functional
structures.

Different numerical methods have been used in the papers presented in the
thesis depending on the applications. The choice of which software and solver
to use in each project was made with respect to the properties of the solvers, as
well as the functionality and flexibility of each software. In Papers I–V CPSS
were simulated using the frequency domain finite integration technique (FIT)
solver in Computer Simulation Technology Microwave Studio (CST MWS) [48–
50,55]. This metod is similar to the FEM in terms of meshing and the numerical
formulation [38, 183]. In Paper VI a triaxial carbon fiber weave was simulated
using the 2D low frequency and 3D full wave FEM solvers in Comsol Multiphysics
[54]. The 2D axially symmetric FEM solver in Comsol Multiphysics was utilized
in Paper VIII for simulating RCS of different objects [51]. Finally, in Papers VII
and IX the MoM solver in Feldberechnung für Körper mit beliebiger Oberfläche
(FEKO) was used for benchmarking experimental results and in-house simulation
results of the scattering from small scatterers [53,66].

3.2.1 Simulations of scattering from planar structures
When simulating the scattering of planar functional structures consisting of peri-
odic elements, illuminated by a plane wave, commercial numerical software com-
monly utilize Floquet’s theorem to model the geometry with a unit cell enclosed
by periodic boundary conditions in the plane of the structure, see Figure 10.
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Figure 10: Functional structure consisting of periodic layers (left) modeled
numerically by a unit cell (right).

The theorem states that the solution of a partial differential equation with pe-
riodic coefficients will have a periodic solution with the same periodicity as the
coefficients [58]. In our case this implies that the induced currents on each ele-
ment, given by a row index q and a column index m, of a periodic lattice can be
represented as

Iqm = I00e−jβqDxsxe−jβmDysy , (3.12)

where I00 is the current on the center element, β is the wave number of the
incident wave, Dx and Dy is the inter-element spacing in the x̂ and ŷ-directions
of the lattice, and sx, sy are components of the excitation incidence direction
ŝ = sxx̂+syŷ+szẑ. This type of formulation implies that the simulated structure
will have infinite extent in the xy-plane and is illuminated by a plane wave. In
most cases this approximation accurately models the scattering from a structure
of finite size illuminated by an antenna, even though the illuminating signal may
not be a plane wave. This is shown in Section 6, where a single layer FSS is
experimentally characterized and the results are compared to simulations.

The structure is excited by Floquet ports on each side of the device under test
(DUT) generating an incident plane wave with a desired polarization state and
incidence direction, typically user defined by the polar angle θ and the azimuth
angle φ. When analyzing the reflection and transmission properties of such a
system it is common to represent the scattering problem as a four port network,
introduced in Section 2.3. Each port corresponds to one out of two polarization
states, preferably orthogonal to each other. For example, a scattering scenario
using horizontal and vertical linearly polarized excitations can be modeled using
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Figure 11: Typical simulation setup of a planar functional structure.
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where port 1 and 2 are located on each side of the scatterer and are excited by
X or Y polarized waves, defined in Figure 11. The superscript + indicates waves
entering the port, and − indicates waves leaving the port. Different notation
is used in the literature depending on if the ports on one side of the DUT are
referred to as one single port containing two separate polarization states (as
in Figure 11) or if these ports are labeled with individual port numbers (as in
Paper VI in this work).

3.2.2 Simulations of scattering from non-planar structures
When simulating scattering from non-planar functional structures a unit cell can
not be defined in the same way as in the planar case and a different approach is
taken. For periodic non-planar structures, the whole geometry of the scatterer is
often implemented in a numerical solver and brute force simulations are carried
out, typically by a cluster of workstations. If the geometry under study con-
tains symmetries, this can be utilized to significantly reduce the computational
complexity of the problem. However, the fact that the geometry itself contains
symmetries does not directly imply that the electromagnetic scattering problem
will have the same symmetry. Since this type of scattering problems are vector
valued the symmetry must hold with respect to both the geometry and the exci-
tation. In Paper VIII RAMs are applied to axially symmetric scatterers to reduce
the monostatic RCS, and the symmetry of the problems is utilized as simulations
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are carried out using axially symmetric simulation models. An alternative way
to reduce the complexity and computation time of a problem is to use approxi-
mation methods suitable for the specific scenario. The approximation methods
used in this thesis are presented in Section 3.3.

3.3 Approximation methods
Full wave simulations can yield high accuracy if carried out correctly, but a
disadvantage with these methods is that the scaling of required random access
memory and simulation time with respect to frequency becomes problematic
for electrically large structures [37]. In [19] it is shown that, in a simulation
at the wave frequency f of a 3D system of fixed spatial extent, the number of
floating point operations and the memory requirements scales as O(f4) in all
of the methods mentioned in Section 3.2 (MoM, FEM and FDTD). If a two-
dimensional (2D) simulation system is considered, the MoM scales as O(f2) and
the FEM and FDTD scales as O(f3) [19, p. 224].

Also, if an electrically small structure is to be optimized through hundreds or
thousands of design iterations, it is of significant interest to reduce the required
simulation time for each iteration as much as possible. An alternative simula-
tion approach which can achieve this goal is to use approximations to simplify
the problem. Different approximations are of interest depending on if the low-
or high-frequency response of a scatterer is required, and the specific problem
dictates if an approximation can be accurately utilized or not.

3.3.1 Circuit models
Network theory can be used to simulate plane wave scattering from planar struc-
tures by describing the system as a transmission line, where each layer and inter-
face of the structure is modeled using equivalent circuit parameters [136]. This
approximation is valid if the transverse structure of each layer is small with re-
spect to the wavelength, which is equivalent to referring to the method as a low
frequency approximation. Although, this method is also often utilized in FSS
design where larger resonant elements on the order of a wavelength in size are
used. The details of this method lies in relating physical geometries to effec-
tive circuit parameters through full wave simulations or variational expressions.
In [113] the equivalent circuit parameters have been derived for a number of con-
ducting obstacles. Circuit models result in fast optimizations, where thousands of
evaluations are carried out in a number of seconds. The described approximation
method was used in Paper III in this work to optimize a wideband CPSS [50,166].

3.3.2 Homogenization
A different low frequency approximation method can be derived from homoge-
nization theory, which studies the effect of rapid oscillations in the coefficients
PDEs [119]. In [57] it is shown that by introducing separate microscopic and
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a macroscopic length scales, and letting the microscopic length scale tend to
zero, the microscopic oscillations will average out resulting in a simpler macro-
scopic PDE that is solved. In electromagnetic problems, homogenization can
be utilized to calculate effective material parameters of objects with microscopic
structure [91,162,163].

This method is utilized in Paper VI, where the effective conductivity dyadic of
a triaxial weave is studied. By implementing a low frequency simulation model of
the periodic geometry under study the transverse and longitudinal conductivity
homogenization parameters (σeff,xy and σeff,z) are determined from the expression

〈J(r)〉 = 1
A

∫∫
Ω

[σ(r)(E0 −∇V (r))] dxdy = σeff · 〈E(r)〉 , (3.14)

where E0 is a static applied electric field, −∇V (r) is the induced field in the
structure, A is the area of the 2D unit cell, Ω is denoting the conductive part of
the unit cell, and the effective conductivity tensor can be written as

σeff =

 σeff,xy 0 0
0 σeff,xy 0
0 0 σeff,z

 . (3.15)

The advantage of this method is that the effective material parameters de-
termined from the microscopic homogenization formulation can be used as input
parameters for macroscopic simulations, thus potentially reducing the complexity
of the problem [54]. A number of problems where homogenization techniques are
of interest are described in detail in [119]. Some examples are: electric conduc-
tivity problems, magnetotransport, elasticity, thermoelectric and thermoelastic
problems.

3.3.3 Physical optics (PO)
As previously mentioned, when the scatterer under study is many wavelengths in
size in relation to the incident wave the computational requirements of numerical
calculations increase rapidly in comparison to that of smaller scatterers [37]. To
this end, high frequency approximations can be introduced to reduce the com-
putational complexity of the problem of interest. If the radius of curvature of
the scatterer is larger than a few wavelengths in size the tangent plane approx-
imation can be utilized locally at the surface of the scatterer. This implies that
at each point of the surface the tangential fields are treated as if the surface is
flat and of infinite extent, simplifying the evaluation of the surface integral of
the tangential fields. These results are then used to determine the scattered far
field. Many applications of this technique exist in optics, electrical engineering
and applied physics and the method is referred to as PO [167]. It is an interme-
diate method between geometrical optics, which treats electromagnetic waves as
rays, and full wave electromagnetism [37]. An advantage of this method is that
the simulation complexity and computation time does not significantly increase



22 Part I: Introduction and Research Overview

with frequency as in the previous methods [5]. Drawbacks of PO is that it does
not model edge diffraction and the accuracy of the method is reduced for scat-
tering in directions other than the specular direction [5]. Modified versions of
PO have been presented throughout the years where these problem have been
successfully addressed, utilizing physical theory of diffraction (PTD) or other
techniques [122,178].

In Paper VIII in this work, the PO approximation is used to calculate the
monostatic RCS of axially symmetric scatterers coated by RAMs, illuminated
by a plane wave incident along the axis of rotation. Here comparisons are made
between simulations using the PO approximation and full wave simulations.

4 Functional structures for electromag-
netic waves

4.1 Frequency selective structures
An FSS is the archetypical example of an electromagnetic functional structure.
All FSSs can be divided into two groups of structures: band stop FSSs and
band pass FSSs [127, 186]. As the names imply, a band stop FSS ideally reflects
or absorbs waves in a given frequency range, whereas a band pass FSS ideally
reflects or absorbs waves for all frequencies except in a given frequency range
where most waves are transmitted. A conceptual sketch is presented in Figure 12
where the relative power transmitted T is shown as a function of frequency for
a band pass and a band stop FSS, respectively. Most FSSs consist of single
or multiple layers of periodic lattices of conductive elements or apertures and
dielectric slabs and other design components. In [127] the history and design of
frequency selective structures (there referred to as frequency selective surfaces)
are described in detail.

Due to the wave nature of electromagnetic fields, a simple band pass FSS can
be constructed from a single dielectric slab as in Figure 13. The structure will
transmit most of an incident wave when the electrical thickness is d√εr = nλ0/2,
n = 1, 2, ... and the wave impinges at normal incidence [131]. This property is
utilized in radome design for shielding of antennas from weather as well as wear
and tear from the surroundings [90], where composite materials of fiber glass are
commonly used. In the last half century radome designs utilizing FSSs have been
proposed, such as the work in [134,135].

Simulated transmission and reflection of a dielectric slab are presented in
Figure 14. The relative permittivity of the slab is εr = 4 and the slab thickness
d = λ0/4, where λ0 is the center wavelength of operation which for f0 = 10GHz
corresponds to 3 cm. It can be seen that at the center frequency the structure is
transparent to incident waves in both TE and TM polarization, and when oblique
incidence angles are considered the transmission window of the FSS starts to drift
in frequency.
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Figure 12: Conceptual sketch of the operation of a band stop FSS (left) and a
band pass FSS (right), where the relative transmitted power T = |T |2 is presented
as a function of frequency f .

A fundamental band stop FSS design with improved filtering performance is
realized if conducting strips, or other resonant elements, of length λ0(2n− 1)/2,
n = 1, 2, ... are arranged in a periodic lattice as in Figure 15. Adjusting the
width of the strips w and the period in the vertical and horizontal directions Px,
Py tunes the filtering properties of the structure. This type of single layer FSSs
typically have relatively narrow bandwidth with respect to some reference level
in reflection. Nevertheless, wider bandwidth can be achieved if multiple periodic
lattices and dielectric slabs are cascaded after each other [127]. Designing an FSS
typically results in a trade-off between desired bandwidth, stability with respect
to angle of incidence variations and the physical thickness of the structure with
respect to the wavelength of operation. If the elements of the periodic lattice
are either rotated or folded up on each other, the period of the structure can
be reduced. This typically leads to improved stability with respect to angle of
incidence variations [127]. In Figure 16 simulation results are presented of a
dipole array FSS designed to operate at about f0 = 10GHz, where the width of
the strips is w = 0.2mm, the length of the strips is lxy = 15.3mm, the thickness
of the strips is t = 0.05mm and the horizontal and vertical periods of the lattice
are Px = 10.4 cm and Py = 17.3 cm, respectively.

Although the strips only occupy about 2% of the physical area of the struc-
ture, almost all power is reflected at the center frequency of operation for ver-
tically polarized incident waves. This effect can be explained by the fact that
the FSS consists of an infinite number of elements that radiate in phase at the
center frequency of operation, thus resulting in destructive interference with the
incident wave in transmission. It can also be seen that the horizontally polarized
waves perceive the structure as transparent over the frequency range of interest.
This type of diplexing between waves of different polarization is a feature that
has many applications, especially in satellite communication systems [73], and is
discussed further in Sections 4.2–4.3.
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Figure 13: The geometry of a half wavelength dielectric slab FSS is presented
to the left and a corresponding aircraft nose radome is presented to the right.
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Figure 14: Simulation results of a planar dielectric slab acting as an FSS. The
upper plots show the TM transmission and reflection and the lower plots the TE
transmission and reflection.
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Figure 15: Geometry of a dipole array band stop FSS.

6 7 8 9 10 11 12 13 14
Frequency (GHz)

3.0

2.5

2.0

1.5

1.0

0.5

0.0

S
X

X
21

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

6 7 8 9 10 11 12 13 14
Frequency (GHz)

90

80

70

60

50

40

30

20

10

0

S
X

X
11

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

6 7 8 9 10 11 12 13 14
Frequency (GHz)

30

25

20

15

10

5

0

S
Y

Y
21

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

6 7 8 9 10 11 12 13 14
Frequency (GHz)

10

8

6

4

2

0

S
Y

Y
11

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

Figure 16: Simulation results of a dipole array band stop FSS, illuminated in
the plane of incidence φ = 0◦ at different oblique angles θ.
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If the strips are PEC and made infinitely thin, Babinet’s principle can be
used to extract the scattering properties of the complementary structure, which
would correspond to an infinitely thin PEC sheet with a periodic lattice of slots
as in Figure 17. This principle states that: “The diffraction pattern from an
opaque body is identical to that from a hole of the same size and shape except for
the overall forward beam intensity” [20]. Simulation results of the slotted array
are presented in Figure 18, where it can be seen that the transmission of the
horizontal polarization in the slotted case is almost identical to the reflection of
the vertical polarization in the strip case, and vice versa. This type of structure
transmits waves polarized orthogonal to the slots when the length of the slots is
lxy = λ0(2n − 1)/2, n = 1, 2, ... and completely reflects waves polarized parallel
to the slots. In the same manner as in the strip FSS scenario it can be seen in
Figure 18 that, even though the slots correspond to about 2% of the physical area
of the structure, almost 100% transmission is achieved at the center frequency
of operation for waves polarized orthogonal to the slots. When comparing the
results in Figure 14 and Figure 18 it can be seen that the slotted dipole array
FSS achieves a much sharper roll off at the edges of its transmission peak, and
a better reflection outside the transmission band, in comparison to the dielectric
slab.

Novel FSS designs have been presented in the last two decades utilizing dif-
ferent concepts to achieve superior performance in comparison to classical FSS
designs. In [1, 4, 6–8, 14–16, 102, 150, 154] different band pass FSS designs based
on miniature resonant elements are presented. Higher order filter characteristics
are achieved by cascading a single resonant FSS layer with multiple layers of sub
wavelength lattices, resulting in wide bandwidth and significant stability with
respect to angle of incidence variations. The geometrical parameters of the mi-
croscopic structures of these layers can be connected to effective capacitances and
inductances based on variational expressions. In [113] effective network param-
eters are derived for a number of non-resonant structures. This type of circuit
modeling can also be applied to a resonant structure, but the main strength of
the method lies in simplifying complex designs to be optimized in a fast circuit
model.

Another design approach that has been recently investigated is to design
FSS elements with an extent in the direction of propagation of incident waves
[11, 97–100, 109, 110, 139–141, 192]. These structures are commonly referred to
as three-dimensional frequency selective structures (3D-FSS). A 3D-FSS typi-
cally comprises a two-dimensional periodic array of multimode cavities, where
the mode coupling with the surrounding space can be controlled to obtain a de-
sired frequency response. In [139] an overview of the characteristics of recently
published 3D-FSSs was presented. There it is concluded that by utilizing the
third dimension when designing an FSS, the stability with respect to angle of
incidence variations can be significantly improved in comparison to classical 2D
resonant FSSs. A different approach to improve the angle of incidence stability
of the FSS performance was investigated in [104], where an FSS is constructed
from two complementary resonant structures, arranged closely together.
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Figure 17: Geometry of a slotted dipole array band pass FSS.
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Figure 18: Simulation results of a slotted dipole array band pass FSS, illumi-
nated in the plane of incidence φ = 0◦ at different oblique angles θ.
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ẑ

k̂ i

E

k̂ i

k̂ r

i E r

k̂ t

E tE i

x̂

ŷ
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Figure 19: Conceptual sketch of a strip grid structure (left) and an electro-
magnetic polarizer (right). The strip grid reflects signals polarized parallel to
the grids and transmit signals polarized orthogonal to the grids. The polarizer
transforms incident LP signals to CP and vice versa, where the handedness of
the CP signals depend on the polarization of the incident LP signal.

4.2 Polarization selective structures
As was shown in the previous section, an FSS typically interacts differently with
electromagnetic waves depending on the polarization state of the incident signal.
If the same response is desired for different polarizations, the FSS is composed
of isotropic materials and/or symmetrical conductive layers. In Paper VI in this
work, a porous triaxial weave is designed to have the same electromagnetic be-
havior as a solid reflector, i.e. reflect all signals with minimum return loss (RL),
but improved mechanical properties. In some applications, for instance when
different polarizations are used for different communication channels, it is desir-
able to separate signals of orthogonal polarization from each other and direct the
separated signals in different directions. This can be achieved with a polarization
selective structure. In linear polarization, selectivity between vertically and hor-
izontally polarized signals is achieved by a single layer strip grid of metal wires
as in the left illustration in Figure 19. Incident signals polarized parallel to the
wires induce strong currents in the grid and the signal is reflected. Meanwhile,
signals polarized orthogonal to the grids induce practically no currents in the
grid and the signal is transmitted. In order to achieve said properties the grid
should consist of thin wires with a spacing smaller than λ/2. This type of struc-
ture is utilized in a dual grid reflector for satellite communication (SATCOM)
applications [13,132,146], typically operating in the Ku or Ka bands.

As stated in Section 1, it is common in SATCOM applications to utilize CP
instead of LP. One way to transmit CP signals from a feed horn in a SATCOM
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reflector system is to excite an LP signal and in the feed chain utilize an electro-
magnetic polarizer to convert the LP signal to a CP signal with either LHCP or
RHCP depending on the polarization state of the LP signal [73]. This is achieved
by decomposing the incident wave into two orthogonal LP components and then
imparting different phase shifts to these two components to achieve the desired
sign of phase quadrature. Some different polarizer designs commonly introduced
in the feed chain include septum polarizers, pin polarizers, ridged-waveguide
polarizers and corrugated polarizers, all of which work along the principles of
transforming guided waves (propagating waveguide modes) between LP and CP
or vice versa [73,179].

The same type of polarization conversion can be achieved for waves prop-
agating in free space with a structure similar to an FSS. By cascading multi-
ple layers of anisotropic sheets oriented such that a different insertion phase is
introduced to each LP component, an LP wave is converted to CP, and vice
versa [47,63,87,93,95,127] as in the right illustration in Figure 19.

The performance of a polarizer is typically evaluated based on the insertion
loss (IL) of incident signals and the polarization state of the converted signal,
quantified as axial ratio (AR), these performance measures are defined in detail
in Section 4.3. In recent years, a multitude of novel polarizer designs have been
put forward operating both in transmission [3, 43, 76, 77, 79, 80] and in reflection
[41,42,59,60]. In most of these cases the desired electromagnetic properties of the
polarizer is to achieve a wide bandwidth with low IL and AR, and stability with
respect to angle of incidence variations. At the same time, the structure should
be as thin as possible with respect to the wavelength of the incident signal, and
be composed of space compliant materials.

4.3 Circular polarization selective structures
In the same manner as for a linear polarization selective structure (LPSS), a
CPSS reflects one handedness of CP and transmits the orthogonal polarization.
Designing polarization selective structures for CP is a current key challenge in
satellite communication applications [73, p. 710]. The design and characteriza-
tion of this type of structures constitutes a large part of the novel work presented
in this thesis, and thus a description of previous works and design choices related
to CPSSs are outlined in detail in this section.

In [125,147] theoretical characteristics of CPSSs were defined, and it was con-
cluded that all CPSSs can be divided into four classes depending on its transmis-
sion and reflection properties. These classes are described in detail in Figure 20,
and can be summarized as: if the handedness of the transmitted signal is un-
changed, the CPSS is symmetric. If the reflection and transmission properties of
the CPSS are maintained when the transmitter and receiver are interchanged, the
CPSS is reciprocal. In order to achieve a structure with nonreciprocal scatter-
ing properties, nonreciprocal materials must be used such as magnetized ferrite
crystals. Due to their weight, radiation sensitivity and outgassing [27], this type
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Figure 20: The four possible types of a LCPSS, characterized with respect to
the polarization state of the transmitted and reflected signals in relation to the
polarization state of the incident signal.

of materials are not well suited for space applications. The most common type
of CPSS is reciprocal and symmetric, and it is shown in [125, 147] that these
structures have the following properties:

1. The CP wave reflected by a CPSS will be of the same polarization as the
incoming wave.

2. The CP wave transmitted by a CPSS will be of the same polarization as
the incoming wave.

3. CP selectivity cannot be achieved by an infinitely thin surface.

This puts constraints on the polarization state of the reflected and transmitted
signals; it also implies that a CPSS must have a finite thickness.

The scattering properties of main interest when characterizing the perfor-
mance of a CPSS are: the RL of the co-polarized reflected signal, the IL of the
co-polarized transmitted signal, and AR of the transmitted and reflected sig-
nals. For a left hand circular polarization selective structure (LHCPSS), these
quantities are defined in dB as

RL = −20 log10(|SLL
11 |), ARr = 10 log10

(∣∣∣∣ |SLL
11 |+ |SRL

11 |
|SLL

11 | − |SRL
11 |

∣∣∣∣) , (4.1)

IL = −20 log10(|SRR
21 |), ARt = 10 log10

(∣∣∣∣ |SRR
21 |+ |SLR

21 |
|SRR

21 | − |SLR
21 |

∣∣∣∣) , (4.2)
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where the subscripts r and t represent reflection and transmission, respectively.
The AR is a measure of the polarization state of a signal, where 0 dB corresponds
to a perfectly circular polarization state and as AR grows this corresponds to an
increasing ellipticity of the polarization. A result of this definition is that a
linearly polarized wave will have an infinite AR in dB. An alternative definition
to the AR also commonly used is the cross polarization discrimination (XPD) in
CP, defined for an LHCPSS as

XPDr = 20 log10

(
|SLL

11 |
|SRL

11 |

)
, XPDt = 20 log10

(
|SRR

21 |
|SLR

21 |

)
. (4.3)

The fractional bandwidth of a CPSS is commonly determined with respect to
some requirements on the RL, IL, ARr and ARt. In [9] requirements based on
integration of a CPSS in a satellite communication system were put forward

RL < 0.5 dB, ARr < 0.78 dB, (4.4)
IL < 0.5 dB, ARt < 0.78 dB. (4.5)

In the literature [2, 3, 76–78] relaxed requirements of

RL < 1.0 dB, ARr < 3.0 dB, (4.6)
IL < 1.0 dB, ARt < 3.0 dB, (4.7)

are also used when designing and characterizing CPSSs. These requirements are,
to the knowledge of the author of this work, not based on a specific application
scenario.

Throughout the last 60 years, a multitude of CPSSs have been presented.
The first design was presented in 1966 by Pierrot [133] and is based on a periodic
lattice of thin wires bent in the shape of a crank, as in Figure 21. This type
of structures based on resonant wires are in this work referred to as classical
CPSSs. When the total length of the wires is an integer of a half wavelength
l = 2lxy + lz = nλ/2, n = 1, 2, ..., and the length of the wire component in the
direction of propagation is lz = λ/4, CP signals will rotate either along or against
the structure and strong currents will be induced in the vertical and horizontal
wires. For example, if the structure in Figure 21 has a total element length of
l = λ and is illuminated with an LHCP wave the currents in the vertical and
horizontal wire components will be in phase and the signal will be reflected. If the
structure is illuminated by an RHCP wave the currents will be out of phase and
cancel out, resulting in the signal being transmitted, as can be seen in Figure 22.

Simulation results of the Pierrot CPSS are presented as a function of fre-
quency in Figure 23, for different angles of incidence θ in a fixed incidence plane
φ = 90◦. The design parameters of the structure, originally found in [103], are
presented in Table 1. In order to reduce the unit cell size, the wire elements
were rotated 45◦ with respect to the unit cell boundaries. It can be seen that the
bandwidth of the CPSS with respect to the requirements in (4.4)–(4.5) is about
10% and the filtering performance quickly deteriorates at oblique angles of inci-
dence. In [49] it was demonstrated that the performance of the Pierrot CPSS is
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Figure 21: Two different arrangements of a Pierrot LHCPSS consisting of a pe-
riodic lattice of crank wires. To the left the elements are arranged in a horizontal
and vertical manner, and to the right the individual elements are rotated 45◦ in
order to fit the elements closer together.
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Figure 22: Induced currents on an element of a Pierrot LHCPSS illuminated
by an RHCP and LHCP plane wave at the center frequency of operation.
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Figure 23: Simulation results of the Pierrot CPSS. The RHCP IL is presented
in the upper left plot, and the corresponding ARt is presented in the lower left
plot. The LHCP RL is presented in the upper right plot, and the corresponding
ARr is presented in the lower right plot.

also strongly affected by the choice of incidence plane that is considered. By eval-
uating the scattering characteristics of a CPSS for all angles of incidence (θ, φ)
at discrete frequencies, an alternative way of evaluating a CPSS is achieved [49],
see Paper II in this work. The plane of incidence sensitivity of the Pierrot CPSS
is demonstrated in Figure 24, where the angle of incidence θ = 30◦ is fixed and
the plane of incidence is varied.

Different realizations and variations of the Pierrot CPSS have been presented
the last eleven years [61,105,106,152,153]. The first experimental verification of
a Pierrot CPSS was presented in 2006 [61]. The CPSS consisted of a periodic
lattice of metal wires threaded through a slab of Rohacell, and in this work
IL and ARt were characterized. Recently, a different realization of the Pierrot
CPSS consisting of two printed circuit boards interspaced by a Rohacell core and
connected by copper vias was manufactured and characterized experimentally
both in reflection and transmission [152], and good agreement between simulated
and measured results were observed. In [105,106] different versions of the Pierrot
CPSS were realized by printing patterns on a flexible substrate that was folded
into a corrugated shape.
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Figure 24: Simulation results of the Pierrot CPSS. The RHCP IL is presented
in the upper left plot, and the corresponding ARt is presented in the lower left
plot. The LHCP RL is presented in the upper right plot, and the corresponding
ARr is presented in the lower right plot. The RL curves for φ = 0◦, 90◦ are on
top of each other, and the same is true for the RL curves for φ = 180◦, 270◦.

Another classical CPSS presented in 1988 by Tilston [174,175] consists of two
Pierrot-like elements arranged closely together, making the parallel wires in the
propagation direction act as a twin wire transmission line. In order to achieve
a strong resonance in the structure, the transmission line part of the structure
should have an electrical length of λ0/2, in combination with a physical length
of lz = λ0/4. This can be achieved either by embedding the wires in a dielectric
cylinder as in Figure 25, or by shaping the twin wires as helices [103]. The
total physical length of each bent wire in the Tilston CPSS is 3λ0/4 and the
corresponding electrical length is λ0. Simulation results of a Tilston CPSS are
presented in Figure 26, where it can be seen that the structure has a similar
bandwidth as the Pierrot design, but the angle of incidence stability is slightly
improved. In Paper II the angle of incidence sensitivity of the CPSS performance
is studied in detail for these two designs alongside with other CPSSs.

The third classical CPSS presented by Morin in 1990 [123–125] is another
modification of the Pierrot CPSS. In this design, the resonant elements are in-
terconnected and form wire helices at a 45◦ angle with respect to the horizontal
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Figure 25: Geometry of the Tilston CPSS.

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

In
se

rt
io

n
lo

ss
(d

B
)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

R
et

u
rn

lo
ss

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

A
x
ia

l
ra

ti
o

tr
an

s.
(d

B
) θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

A
x
ia

l
ra

ti
o

re
fl
.
(d

B
) θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

Figure 26: Simulation results of the Tilston CPSS. The RHCP IL is presented
in the upper left plot, and the corresponding ARt is presented in the lower left
plot. The LHCP RL is presented in the upper right plot, and the corresponding
ARr is presented in the lower right plot.
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direction, as in Figure 27. The length of the horizontal and vertical wire com-
ponents is lxy ≈ λ0/4 and the wire component in the direction of propagation
is lz = λ0/4. Simulation results of the Morin CPSS are presented in Figure 28,
where it can be seen that the structure has a similar bandwidth as the Pierrot
design, but the angle of incidence stability is improved in the Morin CPSS.

In the last decade, a number of novel CPSS designs have been presented based
on the concept of cascading a polarizer, see Section 4.2, a strip grid and a second
polarizer [2,76,78]. The principle of operation of this structure is the following: an
incident CP wave is transformed to an LP wave and depending on if the incident
wave was RHCP or LHCP the LP wave is either reflected or transmitted of the
strip grid at the center. The transmitted LP wave is then transformed back to
CP. In [78] CP selectivity is achieved over a wider bandwidth of approximately
27% at 3 dB AR.

A more thorough overview of most CPSS designs presented up to date is
presented in Paper III in this work. The current key challenges in CPSS design
is to achieve: wider bandwidth with respect to the requirements in (4.4)–(4.7),
and improved stability with respect to angle of incidence variations compared to
previous designs. Ideally, these performance properties should be achieved by a
relatively simple structure with a small thickness with respect to the wavelength
of the incident signals. The most wideband CPSS presented up to date is pre-
sented in Paper III in this work and is based on cascaded anisotropic sheets of
meander lines, where each consecutive layer is rotated with respect to the inci-
dent signal. This type of structure achieves a bandwidth of approximately 45%
and shows significant improvements in stability with respect to angle of incidence
variations compared to previous designs [50,166]. An alternative design utilizing
the same concept of operation is presented in Paper V, where operation in dual
frequency bands is achieved [107,108].

Table 1: Design parameters of classical CPSSs simulated in this work.

CPSS lxy lz ltot a Px Py εr w

Pierrot 13.6 7.5 34.7 0.2 13.3 11.9 - -
Tilston 16.4 7.1 23.5 0.1 12.5 12.5 4.3 0.7
Morin 10.9 7.5 29.3 0.1 4.2

√
2lxy - -
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Figure 27: Geometry of the Morin CPSS.

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

In
se

rt
io

n
lo

ss
(d

B
)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

R
et

u
rn

lo
ss

(d
B

)

θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

A
x
ia

l
ra

ti
o

tr
an

s.
(d

B
) θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

8 9 10 11 12
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

A
x
ia

l
ra

ti
o

re
fl
.
(d

B
) θ=0 ◦

θ=10 ◦

θ=20 ◦

θ=30 ◦

Figure 28: Simulation results of the Morin CPSS. The LHCP IL is presented
in the upper left plot, and the corresponding ARt is presented in the lower left
plot. The RHCP RL is presented in the upper right plot, and the corresponding
ARr is presented in the lower right plot.
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Figure 29: CPSS based on cascading a polarizer, a strip grid and a second
polarizer. An incident LHCP wave is transformed to a HP wave that is trans-
mitted by the strip grid, and an LHCP wave is transformed to a VP wave that
is reflected by the strip grid.

4.4 Radiation-absorbing materials
Radiation-absorbing materials (also commonly referred to as electromagnetic ab-
sorbers or RAMs) are, as mentioned in Section 1, structures that minimize the
reflection and transmission of electromagnetic waves at certain frequencies [149].
These structures have a wide range of applications, such as to create a “quiet
zone” for experimental characterization of antennas and electromagnetic scatter-
ing characterization of a device under test [68], or to minimize the electromag-
netic scattering from the scatterer itself [88, 149]. The physical process behind
the functionality of electromagnetic absorbers is that radiated power associated
with a propagating electromagnetic wave is transformed into heat inside the ab-
sorber. This is typically achieved by using materials with significant dielectric
losses or magnetic losses. Depending on the application, different requirements
are imposed on the properties of the absorber. Just as in the case of FSSs a
thicker absorber, with respect to the wavelength of incident waves, can in gen-
eral achieve a wider bandwidth and better absorption properties [127]. This was
proven by Rozanov in [148], where a physical bound was derived relating the
absorber thickness to the maximum achievable bandwidth of the structure with
respect to a predefined reference level. This physical limitation is formulated
through the relation

∆λΓ0 ≤ 172d(1 + γm/(Ad)), (4.8)

where ∆λ is the absolute wavelength bandwidth of the absorber with respect to
Γ0, the minimum allowed RL in dB, γm/A is the magnetic polarizability per unit
area, and d is the absorber thickness.

In applications where absorbers are used to create a quiet zone, the thickness
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Figure 30: Examples of electromagnetic absorbers.

of the absorber does not neccesarily need to be small and it is then common to use
pyramidal foam absorbers doped with carbon, such as in the rightmost structure
in Figure 30 [185]. These absorbers typically provide a relatively wide bandwidth
and high attenuation for waves impinging at oblique angles of incidence. In other
applications, such as RCS reduction, it is common that the thickness and weight
of the absorber shold be kept at a minimium [88, 149]. In those cases it is more
common to utilize a planar absorber backed by a PEC. Some examples of simple
absorbers commonly used are: thin magnetic absorbers designed from ferrite
and carbonyl iron [88], foam material absorbers loaded with carbon resulting
in conductivity losses [149], a Salisbury screen consisting of a resistive sheet
located quarter of a wavelength from a PEC [151], and graded index absorbers of
multiple layers of carbon doped foam with gradually increasing conductivity [88],
see Figure 30.

Typical design and performance characteristics are presented for a Salisbury
absorber and a single layer foam absorber (referred to as a Dällenbach absorber)
in Figures 31–32. The Salisbury absorber consists of a thin resistive sheet, with
surface admittance matched to the free space wave impedance YS = 1/η0, located
a distance λ0/4 from a PEC ground plane, where λ0 is the center wavelength of
operation of the absorber. The foam absorber consists of a conductivity loaded
low permittivity material with thickness λ0/4 and relative permittivity εr = ε′r−
jε′′r (f) = 1.1− j1.12f0/f , where ε′′r was determined through a simple optimization
where the bandwidth of the absorber was maximized with respect to the reference
level RL < −10 dB for ε′r = 1.1 and d = λ0/4. In Figure 32 it can be seen that the
Salisbury absorber has a relatively narrow bandwidth and the center frequency
of operation is shifted at oblique angles of incidence. The Dällenbach absorber
has a much wider bandwidth with respect to the reference level RL < −10 dB,
but also displays a shift in the RL at oblique angles of incidence.
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Figure 31: Electromagnetic absorbers used in this work. To the left a Sal-
isbury screen is presented and to the right is a Dällenbach absorber based on
conductivity loss.
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Figure 32: Simulation results of a Salisbury absorber (left) and a Dällenbach
absorber (right) for TE and TM illumination. Both absorbers have the thickness
d = λ0/4.

Many novel absorber designs have been presented in the last decades targeting
different performance requirements, see for example [34,39,45,62,81–84,101,111,
143, 164, 173]. Minimizing the thickness to bandwidth ratio of the absorber and
at the same time achieve stable performance for oblique angles of incidence,
both in TE and in TM, are common desirable performance features in absorbers
[127]. These properties can for example be approached by utilizing resonant
structures [62], non-resonant layers of resistive sub-wavelength patches [81–84],
metamaterials [39, 101], or by implementing a high impedance surface in the
absorber to reduce the thickness to bandwidth ratio of the structure [34,45,111,
164]. If the ground plane of the absorber is replaced by an FSS, a combination
of an absorber and a frequency selective structure is achieved. These pass band,
or radome absorbers (rasorbers), operate as an ordinary absorber except in a
given frequency band where the structure is transparent to incident signals [126].
A rasorber can also be designed by utilizing the concept of 3D-FSSs as was
introduced in Section 4.1 [96,160].
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4.5 Additional types of functional structures
4.5.1 Metamaterials
The functional structures designed and characterized in this work are all evalu-
ated and categorized with respect to their transmission and reflection properties.
A different way of categorizing these structures is to determine their effective elec-
tric and magnetic material parameters ε and µ. This can for example be done
using the homogenization technique presented in Section 3.3.2, where the macro-
scopic properties of a material are extracted. Some exotic materials have been
designed in the last two decades that display peculiar properties, which can be
modeled by negative permittivity and/or permeability [161,168]. These materials
are referred to as metamaterials and typically consist of a periodic arrangement
of resonant elements on a length scale smaller than the wavelength [28,190,191].
Some interesting effects and applications of this type of materials are:

• Near zero refractive index, causing electromagnetic waves to travel with
nearly zero phase velocity [24].

• Negative refraction, causing electromagnetic waves to refract in a direction
opposite to that of ordinary materials [168].

• Chiral metamaterials, displaying negative refraction for one circular po-
larization. Given the chirality of a material is strong enough, negative
refraction may occur for one circularly polarized wave, while for the other
circular polarization the refractive index remains positive [177,188].

• Electromagnetic bandgap metamaterials (EBM) that inhibit wave prop-
agation at certain frequencies. This type of metamaterials are based on
periodic structures with a periodicity on the order of the wavelength. In
theory, these structures are based on the same concept of operation as band
stop FSSs, but can also be periodic in three dimensions.

• Metamaterial lenses, also refered to as perfect lenses, being able to repro-
duce not only the traveling waves associated with the object but all the
evanescent waves as well [28].

• Metamaterial antennas, where metamaterials are used to achieve unusual
wave propagation and radiation fetaures [46].

One drawback with metamaterials is that the relative bandwidth over which nega-
tive material parameters are achieved is limited to a few percent as a consequence
of the Kramers-Kronig relations [65]. Furthermore, losses in metamaterials are
common and can cause problems for specific applications [46]. The development
of metamaterial functional structures is outside of the scope of this thesis. Still,
the design and optimization techniques used in this work could also be applied
to this kind of design problem. For more information on metamaterials and their
applications, see for example [24,26,28,46,168,184].
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Figure 33: Desired surface impedance (left) and a sketch of a corresponding
metasurface antenna (right).

4.5.2 Metasurfaces
A potential problem with metamaterials is the losses of electromagnetic waves
propagating through these structures. An alternative approach to achieve the
exotic scattering properties associated with metamaterials with reduced loss is
to utilize thin surfaces of metamaterials, also referred to as metasurfaces [137].
In the same way as FSSs, metasurfaces consist of a periodic array of resonant
elements. The classification of what is referred to as a metasurface or an FSS
varies depending on the field of research, but one distinction typically made is
that a structure is referred to as a metasurface if the periodicity of the structure
is much smaller than the wavelength [69]. From this perspective, the miniature
element FSSs in Section 4.1 and the non-resonant CPSS in Papers III–V could
all be referred to as cascaded metasurfaces. A different classification of metasur-
faces is presented in [137]. There it is stated that the main difference between
FSSs and metasurfaces is that metasurfaces require both electric and magnetic
responses in the structure, which can be modeled as electric and magnetic surface
susceptibilities.

Metasurfaces can be used in a number of applications, such as in miniaturized
cavity resonators, waveguiding structures, controllable surfaces, RAMs, antennas
and biomedical devices [25,69]. By using the surface equivalence principle, desired
field distributions can be achieved by utilizing electric and magnetic polarizable
elements in the design of such surfaces [137].

Metasurfaces may under certain conditions support surface wave propagation
[112]. This is a useful feature which is currently being utilized in antenna design.
Here the properties of the metasurfaces are modeled by its surface impedance,
which can be tailored to vary globally across the surface. Some examples of
antennas, based on this concept, with interesting features are: CP broadside
antennas with anisotropic modulated metasurface [120], isoflux CP antennas [121]
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Figure 34: Reflectarray consisting of printed elements on a dielectric substrate
backed by a ground plane.

and Luneburg lens antennas [21]. In these designs, the global periodicity of the
metasurfaces is broken and the local elements are rotated and modified to achieve
desired surface impedance variations, as in the antenna sketch in Figure 33. For
further information regarding the principles and current research of this type of
structures, see for example [21,25,69,112,120,121,137].

4.5.3 Reflectarrays
A category of antennas similar to metasurfaces is reflectarray antennas. The
designation reflectarray antennas refers to the class of radiating structures that
are comprised of an array of elements reradiating impinging energy from one or
more radiating feeds that are located in free space [158], as in Figure 34. This
type of antennas combine advantages of phased arrays and reflector antennas.
They consist of a flat or slightly curved reflecting surface covered by reflecting
elements of varying size, shape and orientation. In the same way as in some
metasurfaces, this kind of local variation of the reflecting elements is utilized to
achieve the desired global radiation properties of the whole reflectarray surface.

Some advantages of reflectarrays in comparison to traditional parabolic re-
flectors are the simplicity of using a planar structure in favor of a doubly curved
structure for deployment purposes, and the possibility of designing the main beam
to tilt at a large angle (> 50◦) from its broadside direction [70]. Additionally,
low-loss electronic phase shifters can be incorporated into the elements for wide
angle electronic beam scanning [176]. These properties make reflectarrays suit-
able for contour beam applications, for example to provide a specified coverage
area of Earth.

The main disadvantage of reflectarray antennas is the inherent narrow band-
width associated with the reflecting elements, as well as the differential spatial
phase delay. The bandwidth generally cannot exceed much beyond ten percent
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depending on the element design, aperture size, focal length and other design
factors. Extensive overviews and future challenges related to reflectarrays and
its applications can be found in [35,70,158].

5 Design and optimization of functional
structures

5.1 Design of functional structures
The design process of a functional structure can be described in a number of
steps. The procedure used throughout this thesis to develop functional struc-
tures is outlined in Figure 35. First, the desired transmission and reflection
properties of the structure are specified. A common secondary goal when de-
signing a functional structure is to keep the thickness of the structure as small
as possible with respect to the design wavelength. Thicker structures tend to
display deteriorating performance at oblique incidence angles. Also, the period
of the structure should be kept smaller than λ0/2 in order to avoid grating lobes
at oblique angles of incidence [127].

Next, relevant previous works are evaluated and from this information the
concept of operation of the functional structure is chosen. In most cases, some
similar technology exists that can be used as a starting point when designing
a novel functional structure. If for example narrow band filtering character-
istics of first order are required, a single layer resonant structure is a possi-
ble candidate due to its simple design and small thickness with respect to the
wavelength of incident waves. If higher order filtering characteristics are to be
achieved, the spacing between subsequent resonant layers should be at least λ0/4
to avoid higher order mode coupling between adjacent layers [127]. This will
most likely result in a relatively thick structure and thus it is common to con-
sider other solutions for structures with higher order filtering performance. An
alternative design strategy to achieve higher order filtering performance with-
out significantly increasing the thickness of the structure was introduced in Sec-
tions 4.1 and 4.3. This method is based on cascading multiple non-resonant layers
with sub-wavelength patterns with resonant layers of sub-wavelength periodic-
ity [1,4,6–8,14–16,102,150,154]. Another alternative design approach introduced
in Section 4.1 is to design FSS elements extending in the direction of propaga-
tion of incident waves [11, 97–100, 109, 110, 139–141, 192]. These structures are
commonly referred to as 3D-FSSs.

After the physical concept of operation of the structure has been specified, a
choice is made whether the functional structure should be optimized as a simple
concept design, using only freely hanging conductive elements in free space, or as
a realistic design based on materials suited for the application. One advantage
with initially evaluating the performance of a functional structure using a concept
design is that the optimal performance of the structure can be investigated. As
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Figure 35: Flow chart for designing functional structures.

a consequence, this extra step in the design process implies that a re-design of
the structure needs to be carried out when the compliant materials are added
to the structure. Specifications from the application of the functional structure
commonly affect the choice of materials at this point of the design process [73].

Next, the structure is optimized in numerical software. The organization of
this particular step is described in detail in Section 5.2. After thorough opti-
mizations, typically involving hundreds or thousands of design iterations, the
functional structure is evaluated with respect to the initial desired performance
properties. If the structure is not able to fulfill these requirements, the whole
process is repeated. Either the design requirements are redefined, or a different
design concept is utilized.

5.2 Optimization of functional structures
When a design candidate has been identified, according to the procedure in the
previous section, it is optimized in a number of steps. A penalty function F
is introduced and minimized to achieve desired performance properties of the
functional structure. This function is designed to take all relevant performance
properties into account by some kind of product or summation over the scatter-
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Figure 36: A visual example of the penalty function F in (5.1) here cor-
responding to the green area in the illustration. The performance function
hi,j = h1,1 = h2,1 is integrated over two separate frequency bands with respect
to p = 1 and a reference level defined by li,j = l1,1 = l2,1.

ing measures of interest, represented by a number of performance functions hi,j
defined for j = 1, 2, ..., N scattering measures in i = 1, ...,M separate frequency
bands. The performance functions are positive, real valued, and can be repre-
sented in either linear scale or in dB. They can be formulated either in linear
or circular polarizations, and are compared to specified performance threshold
levels li,j . The general form of the total penalty function is

F =
M∑
i=1

N∑
j=1

ai,j
∆Ωi

∫
Ωi

|gi,j |p ·H(gi,j) df, (5.1)

with
gi,j = hi,j(f)− li,j , (5.2)

where hi,j are the performance functions of interest, li,j are the thresholds under
which the integrands are zero, Ωi are the regions of integration specified by the
frequency bands i = 1, 2, ...,M , ai,j are the weights of the performance functions
and H is the Heaviside (or unit step) function. The functions gi,j are raised to
the power of p, where p is a positive number affecting the penalization of the
performance functions. A visual example of a penalty function F is presented in
Figure 36.

If the optimization problem of interest is convex a single optimum solution can
be found [23]. Unfortunately, most optimization problems related to functional
structures are non-convex, with multiple local minima in the parameter space.
To this end other non-covex optimization algorithms are utilized in a number of
steps [18]. In Figure 37 a common optimization procedure for functional struc-
tures is presented. If the functional structure consists of many design parameters
it can be useful to utilize a circuit model for fast optimization, where thousands
of evaluations are carried out in a number of seconds or minutes. When the
optimization requirements are met, the structure is implemented in a full wave
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Figure 37: Optimization flow chart for functional structures.

simulation model for further optimization. Often a discrepancy is observed be-
tween the scattering properties of the approximate circuit model and full wave
simulations. This discrepancy can be caused by higher order mode excitation not
accounted for in the circuit model, approximations in the variational expressions
used to derive the circuit parameters, or other factors. Nevertheless, the cir-
cuit model optimization often results in an adequate starting point for full wave
optimization.

When designing complex structures, which can prove difficult to optimize us-
ing a circuit model, the full wave optimization procedure is broken down into
several steps. For example, in Computer System Technology Microwave Studio
(CST MWS) a number of built-in optimization algorithms such as particle swarm,
genetic algorithms, Nelder-Mead simplex algorithm and trust region framework
algorithm can be used [172]. An efficient approach is to start with an algo-
rithm with a very wide search area in the multidimensional parameter space
under study. When a parameter region has been identified that yields promising
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results, which can take hundreds to thousands of iterations, a more narrow opti-
mization algorithm such as the Nelder-Mead simplex or trust region framework
can be utilized. Relatively coarse mesh settings are utilized to reduce the time
required for each design evaluation. If the built-in optimization algorithms of the
commercial software are not sufficient, external optimization schemes can be ar-
ranged. In this setting, only the simulations are carried out in the computational
software. Meanwhile, the evaluation of the design performance with respect to
a penalty function and the generation of updated design parameters are carried
out externally, for example in matrix laboratory (MATLAB®).

Finally, when the optimization requirements of the full wave model are met,
the structure is simulated once more using a much refined mesh to verify that
mesh convergence is achieved by the optimized design. As was mentioned in
Section 5.1, many functional structures consist of single or multiple sheets of
conducting elements, and use dielectric materials mainly for low permittivity
spacers and thin substrates to give physical stability to the design. In these
cases, it can be fruitful to initially exclude any dielectric and magnetic materials
and make a simplified concept design, see Figure 35. Later, at the end of the
design process, when the desired performance properties have been achieved the
dielectric materials are added and the structure is re-optimized and fine tuned.

6 Experimental characterization of
functional structures

6.1 Characterization of electromagnetic material
properties

The responses of a material to electromagnetic fields are determined in essence by
three constitutive parameters: permittivity ε, permeability µ and conductivity σ.
The methods used to determine these parameters generally fall into the categories
of resonant methods and non-resonant methods [31]. Resonant methods are
based on placing a sample inside a cavity and observing the change in resonance
frequency. The sample could also constitute a key part of the resonator itself.
These methods are primarily used to characterize the electromagnetic properties
of materials at a single frequency or a number of discrete frequencies [31]. For
this reason, resonant methods have not been used in this work. Non-resonant
methods on the other hand are used to acquire electromagnetic properties over
a frequency range from the impedance and wave velocities in a material. These
parameters can be evaluated by investigating the reflection and transmission
properties of a material.

Two methods based on reflection only are open-circuited reflection and short-
circuited reflection. In these methods, a sample is placed next to the aperture
of an open- or short-circuited waveguide probe arrangement and the reflection of
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Figure 38: Experimental setups for characterizing a planar DUT. To the left is
a rectangular waveguide setup and to the right is a free space setup.

incident signals from the sample is evaluated. The information acquired can be
used to evaluate one, but not all of the material parameters. Reflection methods
are well suited for characterizing conductive materials [31]. In methods based
on both reflection and transmission, the material is placed in between two ports
of a waveguide, and the reflected and transmitted signals are acquired. The
waveguide of these methods could consist of for example a coaxial waveguide,
rectangular waveguide or circular waveguide. This type of method is well suited
for penetrable materials where some transmission of incident signals through the
sample occurs.

Experimental characterization using non-resonant methods is typically carried
out using a VNA. This instrument treats the experimental setup as an electrical
network. It generates an excitation which is incident at the sample and collects
the transmitted and reflected signals in the form of network parameters [136].
A VNA typically operates in the frequency domain, transmitting signals of one
frequency at a time using a small carrier bandwidth. By stepping through the de-
sired frequency range one point at a time, the scattering parameters as functions
of frequency are evaluated. For our purposes, this instrument is used for mea-
suring the transmission and reflection coefficients of a device under test (DUT).

6.2 Characterization of functional structures
When characterizing functional structures, the main parameters of interest are in
most cases not the material parameters ε, µ, σ but rather the reflection, transmis-
sion and absorption properties of the structure. Since the material parameters are
typically extracted from the reflection and transmission properties of a material,
the same type of measurement methods can be utilized for functional structures
as for electromagnetic material characterization. The two most commonly used
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Figure 39: Waveguide setup for experimental characterization of a planar device
under test.

methods for characterizing functional structures are presented in Figure 38, where
to the left a rectangular waveguide setup is presented and to the right a free space
setup is presented. The two methods both have their strengths and weaknesses,
discussed further below.

A concept sketch of a waveguide measurement setup is presented in Figure 39.
The device under test is inserted between two waveguide sections connected to
a VNA through coaxial to waveguide adapters. Some advantages associated
with using a waveguide setup are that a controlled environment with high signal
strength is achieved, and that the location of the DUT can be determined to
very high accuracy. This information is of importance to achieve an accurate
calibration when extracting material parameters of a DUT through for example
the Nicolson-Ross-Weir algorithm [129]. Another advantage associated with a
waveguide setup is that the size of the sample is relatively small in comparison to
a free space setup. Due to the PEC boundary conditions present at the sides of
a waveguide, the periodicity of the DUT should match the size of the waveguide.
The elements of the sample should be symmetric order for the corresponding
free space periodic structure to be reconstructed correctly by the imaging of the
sample with respect to the PEC boundary conditions. If the sample does not
match the waveguide, an adapter section of different cross section can be used.
A potential problem with characterizing functional structures in a waveguide
system is that small irregularities in the sample or the waveguide will, due to
the PEC boundary conditions inside the structure, be present in each element of
the reconstructed periodic structure. This can cause amplification of the errors
associated with these irregularities.

A sketch of a free space measurement setup is presented in Figure 40. Here
the DUT is placed in between a transmitting (Tx) and a receiving antenna (Rx).
If single polarized antennas are used the relative orientation of the antennas
determine if the co- or cross polarization scattering coefficients are evaluated. If
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Figure 40: Free space setup for experimental characterization of a planar device
under test.

the co-polarized reflection is to be evaluated the reflected signal is received by the
transmitting antenna. But if the cross polarized reflection is to be evaluated both
antennas are placed on one side of the DUT and the reflected signal is received
by the second antenna. If dual polarized antennas are utilized, cross polarized
signals can be received by the transmitting antenna and no rearrangement of the
system is needed. This flexibility of dual polarized antennas comes at a price of
reduced XPD with respect to single polarized antennas. The distance between
the antennas is chosen such that the DUT is outside of the reactive near field of
the antennas, but not so far away such that the edges of the DUT are illuminated
by the main beam of the antennas. One way to avoid edge illumination is to use
dielectric lenses to focus the signals at the center of the DUT and achieve plane
wave propagation [155]. These lenses are typically many wavelengths in size and
can become large at X-band and lower frequencies.

Some advantages associated with free space measurements are: measurements
are non-destructive and contactless, samples do not have to be machined to fit a
specific aperture, and problems arising from higher order mode excitation from
uneven samples are not as severe as in waveguide measurements [31]. The last
property is a consequence of the fact that in a free space setup, an area of the
DUT is illuminated which means that local defects and variation can, to some
extent, average out in the total scattering from the DUT. On the other hand,
unwanted curvature of the sample can be a source of error in a free space setup
since relatively large samples are used. Also, the sample has to be aligned with
respect to incident signals. This is typically done using some kind of sample
holder or fixture.

In this work, free space setups similar to that in Figure 38 have been used for
characterization of CPSSs, see Papers III–V. Reasons for using this type of setup
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are: the flexibility of being able to rotate the orientation of the transmitting
and receiving antennas with respect to the DUT, and to have the possibility
of evaluating the transmission and reflection at oblique angles of incidence by
simply turning the sample or moving the antennas.

6.3 Post processing of experimental data
A common problem with microwave measurements is that the received signals
contain not only the desired boresight scattering information, but also multipath
scattering components from the surroundings, resulting in a noisy signal. By
applying electromagnetic absorbers as in the free space setup in Figure 38 the
undesired scattering can be reduced. An additional way to mitigate this problem
is to apply an inverse fast Fourier transform (FFT) to the measured data and
observe the results in the time domain. The time domain resolution δt of a set
of measurement data is related to the measured frequency bandwidth as

δt = 1
∆f , (6.1)

where ∆f is the frequency bandwidth of the measurements. Provided that the
spatial separation between the DUT and the sources of the undesired scattering
is large enough these separate signals can be resolved and separated in the time
domain. A window function can then be applied to filter the signals [30]. This
method is commonly referred to as time gating [138]. A consequence of (6.1) is
that time gating can not be applied to single frequency measurement data. A
flexible and useful window function used heavily in Papers III–V and IX is the
cosine-tapered Tukey window, defined as

w(x) =



1
2

(
1 + cos

(
2π
r

(x− r/2)
))

, 0 ≤ x < r/2

1, r/2 ≤ x < 1− r/2

1
2

(
1 + cos

(
2π
r

(x− 1 + r/2)
))

, 1− r/2 ≤ x ≤ 1

(6.2)

where x is a normalized vector and the parameter r is the ratio of the cosine-
tapered section length to the entire window length with 0 ≤ r ≤ 1. For r = 0 a
rectangular window is achieved and for r = 1 a Hann window is returned, which
is simply a vertically shifted cosine window

w(x) = 1
2

(
1− cos (2πx)

)
. (6.3)

In Figure 41 the vertically co-polarized transmission coefficient SYY
21 of an empty

free space setup at Ku-band, as in Figure 38, is presented. To the left the signal is
presented in the time domain with a Tukey window function. Here the normalized
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Figure 41: Experimental results of the co-polarized transmission coefficient
SYY

21 of an empty free space setup. To the left the signal is presented in the time
domain with a Tukey window function, where the normalized magnitude of the
signal is plotted as a function of distance. To the right the frequency domain
signals are presented before and after applying time gating.

magnitude of the signal is plotted as a function of distance. To the right the
frequency domain signals are presented before and after applying time gating
with a Tukey window with r = 0.5. In these results a significant improvement in
signal quality can be seen after the time gating has been applied.

In order to acquire the relative power transmitted and reflected of a DUT,
measured S-parameters are normalized with a reference measurement according
to

Skl,rel
ij =

Skl,DUT
ij

Skl,ref
ij

, (6.4)

where k, l = X,Y are the polarization state of the received and transmitted signals
and i, j = 1, 2 describe which antenna is receiving and transmitting the signals.
In transmission, a suitable reference corresponds to measuring the transmission
coefficient of the empty setup. In reflection, a relevant reference scenario is the
reflection coefficient of a conducting test panel of the same size and shape as the
DUT. The co-polarized transmission coefficient of a split ring band stop FSS is
presented in Figure 42. The period between the elements is 3.3mm, the thickness
of the split rings and the width of the gap 0.3mm, and the structure is printed on
an FR4 substrate with thickness 0.36mm. The structure was optimized to have
maximum reflection for vertically polarized signals at f = 15GHz. In Figure 42
it can be seen that after applying the time gating and normalization with a
reference measurement the experimental curve is almost exactly on top of the
simulated curve from CST MWS.
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Figure 42: Simulated and measured transmission coefficient of a split ring band
stop FSS, where the green curve is measured raw data, the blue curve represents
measured, time gated data and the red curve is simulated data.

7 Inverse scattering problems and com-
pressive sensing

In most problems discussed up to this point, focus has been on calculating the
scattered fields from different structures given that the geometry and material
parameters of the scatterer, as well as the incident fields, are known. This is
referred to as a direct scattering problem. The opposite problem is also of great
interest, where the scattered fields are known and the sources of these fields
are to be found or characterized. This type of problem is referred to as an
inverse scattering problem [92]. Applications of inverse scattering problems can
be found in a number of areas of technology. Some examples are: in tomography
to image and diagnose human organs without surgery [10], in geophysics for oil-
and ore prospecting [85], and in non-destructive testing of materials [89]. In
electromagnetic theory, inverse problems can be divided into two groups: search
of spatial and time-dependent distributions of field sources, and search of shapes
and structures of bodies affecting electromagnetic field distribution [89]. The first
group include antenna synthesis, where a desired radiation pattern is known and
the currents needed to generate such pattern are found. The second group include
material characterization and security scanning, where material characteristics
of observable objects, or information of hidden objects, are extracted from the
scattered fields.

In general, inverse scattering problems have a tendency to be more complex
than direct scattering problems. This is a consequence of the fact that in most
inverse scattering problems the mapping between the scattered and incident fields
is non-linear, while a direct scattering problem, including linear materials, can
be modeled using a linear mapping. Depending on the formulation of the specific
inverse problem, a number of techniques and approximations can be used to
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y xΦ

=

Figure 43: Matrix relation where an unknown sparse source signal x is deter-
mined from a known sampled signal y using the linear mapping Φ.

simplify the problem and find a solution. For example, in Paper IX hidden
defects are located in planar composite panels by using field reconstruction in
the Fourier domain, commonly referred to in literature as time reversal, digital
beam forming (DBF), aperture synthesis, back propagation, back projection or
migration technique [169,170].

An alternative reconstruction method is to formulate the relation between the
measured field and unknown source currents as a linear mapping, and utilize a
minimization with respect to some norm. A technique based on this theory that
is used in Paper IX is compressive sensing (also referred to as CS) [66]. In this
method, the strategy is to model the mapping between the data and unknowns
by a rectangular matrix, and where the unknown vector has only a few non-zero
entries, as in Figure 43. Consequently, the detection of small-scale defects and
inhomogeneities, which in practice should result in few non-zero entries, are ap-
plications suitable for CS techniques. Furthermore, the theory behind CS states
that, if adapted to a sparse problem, the sought after solution can be recovered
using far fewer samples than what is classically required by the Nyquist theo-
rem [114], allowing for a potentially reduced measurement time as the number of
required data samples decreases. The potential of CS has resulted in fast develop-
ment in a variety of applications related to electromagnetics [114] such as: array
synthesis [130], antenna diagnostics [118], direction-of-arrival estimation [29] and
ground penetrating radar [64].

8 Conclusions
In this thesis, functional structures for electromagnetic waves have been designed,
characterized and evaluated. A physical understanding of the interaction between
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electromagnetic waves and different structures has been achieved by the use of
electromagnetic scattering theory. This knowledge was used to design and opti-
mize structures with respect to predefined performance requirements, to exper-
imentally and numerically evaluate the scattering properties of said structures,
and to find unwanted defects in composite materials. The relatively wide scope
of this thesis is a consequence of the power of the underlying theory of electro-
magnetic scattering. Novel solutions to problems in different applications have
been found by understanding the physical interactions of the fields and objects,
as well as which approximations that could be utilized depending on the specific
problem.

Circular polarization selective structures for satellite communication appli-
cations have been designed and characterized numerically and experimentally in
Papers I–V. Three novel designs have been presented, all of which provide unique
performance properties with respect to previous designs. The first structure dis-
plays improved stability with respect to incidence variations, the second structure
provides more than double the frequency bandwidth of previous designs, and the
third structure operates in dual frequency bands. An accurate method to exper-
imentally characterize said structures has been presented, together with a data
post processing scheme. In Paper VI, the electromagnetic scattering properties
of a triaxial weave functioning as a reflector antenna surface have been evaluated
using numerical simulations and approximation models. This information was
used in collaboration with a parallel acoustics study to define design guidelines
from a multiphysics perspective.

Radiation-absorbing materials for scattering reduction applications have been
evaluated and utilized for RCS minimization. The impact of curvature on the
performance of these structures has been evaluated in Paper VII using an ana-
lytical framework for canonical scatterers. In Paper VIII, two fast computation
methods for axially symmetric scatterers have been presented. These methods
were used to evaluate a number of different radiation-absorbing materials in dif-
ferent scenarios, and the type of problems suitable for using these methods have
been identified.

Finally, different techniques have been utilized for defect detection in compos-
ite materials in Paper IX. Information in experimentally acquired scattered fields
is used to find these defects, and by implementing compressive sensing techniques
sub-wavelength resolution is achieved in the processed data. The key point of
the method is identifying that the scattering from the defects can be formulated
as a sparse inverse scattering problem in some basis.

9 Research outlook and future work
The mathematical framework modeling the interaction of electromagnetic waves
with obstacles is a powerful tool for designing new functional structures. In fact,
a significant amount of novel functional structures and antennas presented today
are generated using mathematical calculations or theoretical intuition stemming
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from the underlying equations. As technology advances at an ever increasing
pace, the demand for functional structures in communications and scattering re-
duction applications is growing rapidly. Furthermore, advances in computational
resources imply new possibilities in design and synthesis of functional structures
for electromagnetic waves, as well as antennas.

A number of possibilities and ideas for continuing the work presented in this
thesis have materialized during the four years I have spent on this work. The
combination of circuit models for fast optimization and full wave optimization
models with carefully assigned penalty functions can be used to create novel in-
teresting structures with desired scattering properties. This is especially useful
in the development of novel FSS and CPSS designs. Another point well worth in-
vestigating is whether similar performance levels of those presented in Papers III
and V can be achieved using lower numbers of layers in the designs. To reduce
the design complexity is a key factor in the design of functional structures for spe-
cific application purposes. Furthermore, the experimental procedure presented
in Paper IV can be used for accurate characterization of future designs.

Regarding the multiphysics analysis of the triaxial weave presented in Pa-
per VI, a continuation suggested by the contractor RUAG Space is to evaluate
the electromagnetic and acoustic implications of utilizing two stacked triaxial
weaves with a relative rotation. This was investigated from an electromagnetic
perspective in [156, 157] where it was concluded that this type of arrangement
would result in a global quasi-periodicity for certain relative orientations. Com-
plemented by a similar acoustics study, this work could be used for further mul-
tiphysics investigations.

The work presented in Papers VII–VIII have resulted in a wide range of sim-
ulation tools for designing and characterizing RAMs. The main strength of these
tools is that application oriented geometries, such as axially symmetric scatter-
ers, can be simulated with RAM coatings for RCS minimization. Also, the speed
of the PO solver implies that a great number of scenarios can be evaluated in
short periods of time. An additional way to further verify the accuracy of the
presented methods is to manufacture prototypes of some scatterers and perform
experimental characterizations. A continuation of this work includes designing
novel RAMs using the presented methods, as well as characterizing and simulat-
ing the scattering from different objects coated with absorbers.

Finally, the experimental setup and data post processing for defect detection
in composite panels, presented in Paper IX could be further improved. The
CS technique that is utilized to improve the dynamics range of the setup is
currently operating on single frequency data. However, experimental data have
been acquired over a wide bandwidth in order to be able to utilize time gating
in the post processing. If all this information from different frequencies could be
evaluated simultaneously in the CS algorithm the performance of the setup could
be further improved in terms of both speed and dynamic range.
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Abstract
A circular polarization selective structure (CPSS) reflects one handed-

ness of circular polarization and transmits the other. We present a resonant
CPSS consisting of closely spaced wire helices. Simulation results demon-
strate that the design can operate over ±20◦ angle of incidence variation
and has a bandwidth of about 10% at normal incidence. A suggested de-
sign case is presented, where the CPSS is implemented in a shared aperture
circular polarization offset reflector antenna for satellite communication in
the Ku-band uplink of Australia at 17.3GHz < f < 18.1GHz.

1 Introduction
The satellite communication situation of today consists of crowded geostationary
orbits, where the aperture of each satellite is very limited. The antennas used
in this type of applications are in general large, bulky reflector antennas, thus
to optimize the aperture use of satellites is an important task. A space antenna
aperture can be shared by using separate frequency bands for up- and downlink
communication. To improve the aperture sharing further it is a desirable feature
to separate signals of different polarization in separate channels [5, p.282]. Po-
larization selectivity is easily achieved for linear polarizations by utilizing a grid
surface of parallel metal vanes arranged closely together, referred to as a linear
polarization selective surface (LPSS) [2]. Incident signals polarized parallel to the
vanes are reflected and signals polarized orthogonal to the vanes are transmitted.
This type of surface can be implemented in a satellite communication system,
either as a shared aperture reflector antenna by backing a curved LPSS with
a solid reflector, where the front surface reflects one polarization and the back
surface reflects the orthogonal polarization [2], or as a flat polarization diplexing
surface.

To design polarization selective structures for circular polarization (CP) is
a current key challenge in satellite communication applications [5, p.710]. In
[7, 9] theoretical characteristics of CPSSs are defined, where it is concluded that
there are four possible types of circular polarization selective structures, which
are described in detail in Figure 1. In order to manufacture a structure with
nonreciprocal scattering properties, nonreciprocal materials must be used (such
as magnetized ferrite crystals). Due to their lack of practicality, this type of
materials are not well suited for space applications. The most common type of
CPSS is reciprocal and symmetric, it can be shown from theory [7, 9] that this
type of design have the following properties:

1. The CP wave reflected by a CPSS will be of the same polarization as the
incoming wave.

2. The CP wave transmitted by a CPSS will be of the same polarization as
the incoming wave.

3. An infinite CPSS can not be made of an infinitely thin surface.
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Figure 1: The four possible types of an LHCPSS, characterized with respect to
the polarization state of the transmitted and reflected signals in relation to the
polarization state of the incident signal.

This puts constraints on the polarization state of the reflected and transmitted
signals, it also implies that a CPSS must have a finite thickness. Different CPSS
concept designs have been presented through the last 40 years in [6, 8, 11] and
based on resonant structures. Different implementations of CPSSs are discussed
in [10] where a structure based on the concept in [8] was manufactured. A
weakness the designs in [6, 8, 10, 11] all have in common is instability of the
circular polarization purity with respect to the angle of incidence.

An ideal, reciprocal, symmetric left hand circular polarization selective struc-
ture (LHCPSS) can be represented by a 4 × 4 scattering matrix in circular po-
larization

SCP =


SRR

11 SRL
12 SRR

13 SRL
14

SLR
21 SLL

22 SLR
23 SLL

24
SRR

31 SRL
32 SRR

33 SRL
34

SLR
41 SLL

42 SLR
43 SLL

44

 =


0 0 e−jφt 0
0 e−jφr 0 0

e−jφt 0 0 0
0 0 0 e−jφr

 , (1.1)

where φr, φt ∈ R are the phase terms of the reflected and transmitted signals,
SLL

22 is the co-polarized reflection of an incident left hand circular polarization
(LHCP) wave and the other S-parameters are defined in the same way.

In this paper, we present a CPSS design with improved stability with respect
to the angle of incidence compared to previous results. This type of robustness
is of major importance when implementing a CPSS in a satellite communication
system, either as a curved surface in a circularly polarized shared aperture reflec-
tor antenna, or as a flat circular polarization diplexer [10]. Our design is based
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Figure 2: CPSS concept design in [6]. The unit cell structure is presented to
the right and the corresponding periodic structure to the left. The green and
yellow sides of the unit cell represent periodic boundary conditions.

on the concept in [6] with crossed bent wires of infinite extent in two dimensions,
kept in place by a foam material. A concept design case of our structure is demon-
strated in a shared aperture circular polarization reflector antenna operating in
the Ku-band uplink of Australia at 17.3GHz < f < 18.1GHz.

2 Design
The CPSS presented in [6] consists of bent wires in the shape of helices arranged
in a periodic array as in Figure 2. By arranging two of these helices close to each
other in one unit cell, our novel CPSS design presented in Figure 3 is achieved.
The side length of the unit cell in Figure 3 is approximately λ0/4 and the length
of the wire components in the direction of propagation, the z-direction, is about
λ0/4, resulting in a total length of each wire inside the unit cell of λ0/2. The fact
that the side length of the unit cell is smaller than λ0/2 minimizes the risk of
grating lobes from the CPSS. The wires have a diameter of about 0.1mm and are
made of a metallic material such as copper or aluminum. A low permittivity, low
loss, foam material, εr = 1.17, tan(δ) = 0.0017, suitable for space applications
is added as support to the structure. A full wave, frequency domain, simula-
tion model implemented in Computer Simulation Technology Microwave Studio
(CST MWS) for optimization is presented in Figure 4, where the optimization
parameters of the model (a, d, lxy and lz) are depicted. The simulated CPSS is
of infinite extent in the xy-plane and is modeled using a unit cell with periodic
boundaries.

When an electromagnetic wave impinges on the structure currents are first
induced in the horizontal components of the wires in Figure 3 (the part of the
structure closest to the incoming wave). When the wave is propagating through
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Figure 3: Our novel CPSS concept design. The unit cell structure is presented
to the right and the corresponding periodic structure to the left. The green and
yellow sides of the unit cell represent periodic boundary conditions.
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Figure 4: CPSS design implemented in a commercial software. The direction
of normal incidence of the structure is in the ẑ-direction. The length of the
wire components in the xy-direction is lwire

xy = lxy − d and the length of the wire
components in the z-direction is lwire

z = lz, resulting in a total length of each of
the two wires in the unit cell of about λ0/2. The background material consists
of a low permittivity foam, the wires are made of copper, and the wire diameter
is approximately 0.1mm.
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Figure 5: The absolute value of the normalized currents induced on the wires
of the CPSS when illuminated at normal incidence (θ = 0◦). If the structure is
illuminated by an LHCP wave strong currents are induced in the horizontal and
vertical wire components and the signal is reflected. If the structure is illuminated
by an RHCP wave weak, uniformly distributed currents are induced in the wires
and the signal is transmitted.

the structure currents are induced in the vertical components of the wires in
Figure 3 (at the back of the structure). If the polarization of the propagating
wave is LHCP the polarization is rotating in a direction along the structure,
which implies that the induced currents in the structure add up and the wave is
reflected, as in the left illustration in Figure 5. If the the polarization state of the
wave is right hand circular polarization (RHCP) the polarization is rotating in a
direction opposite to the structure, this implies that the induced currents cancel
each other and the wave is transmitted, as in the right illustration in Figure 5.

The physical explanation of why the CPSS concepts in [6, 8, 10, 11] are rela-
tively unstable with respect to variations in the angle of incidence is as follows.
An incident signal induces currents in the wire components in the direction nor-
mal to the CPSS, and the radiation from this part of the structure carries a
strong cross polarization component. This results in a degeneration of the polar-
ization purity of the circularly polarized signals, which is commonly measured as
cross polarization discrimination (XPD) or axial ratio (AR). Our concept design
in Figures 3–4 utilizes the fact that the two wires at the center of the unit cell
run parallel to each other in the direction of propagation. If these wires are close
enough to each other they act as a twin wire transmission line and their radiation
contributions cancel each other out [3, Ch.4], as in Figure 6. This implies that
even if the incident wave is propagating at a slightly oblique angle of incidence
towards the CPSS the circular polarization XPD is still high.
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Figure 6: The maximum amplitude of the normalized currents induced in the
z-direction on the wires of the CPSS when illuminated at an oblique angle of
incidence (θ = 30◦). The paired blue and red colors of the wires corresponds to
currents flowing in opposite directions along the parallel wires. By placing these
wire components close to each other they act as a twin wire transmission line
and the radiation from this part of the structure is minimized.

3 Results
The design was implemented in a Ku-band uplink scenario, 17.3GHz < f <
18.1GHz, with the performance requirements defined in [1] and used in [10]:

1. Insertion loss and return loss better than 0.5 dB.

2. Axial ratio of the reflected and transmitted signals better than 0.78 dB.

In the optimization of the structure the parameters presented in Figure 4 were
varied using the built-in optimization tools in CST MWS to minimize the opti-
mization integral

1
f2 − f1

f2∫
f1

(ARrefl + ARtrans + RL + IL) df, (3.1)

here f is the frequency, ARrefl is the axial ratio of the reflected signal for incident
LHCP, ARtrans is the axial ratio of the transmitted signal for incident RHCP,
RL is the return loss for LHCP and IL is the insertion loss for RHCP. Simulation
results of the optimized design are presented in Figure 7 where the requirements
in [1] are fulfilled up to 20◦ angle of incidence. If the axial ratio requirement
is relaxed to XPD > 20 dB (axial ratio < 1.7 dB) the structure can operate at
up to 30◦ angle of incidence. The diameter of the wires (a) is 0.06mm, the side
length of the unit cell (lxy) is 4.54mm, the length of the wires in the direction
of propagation (lz) is 3.86mm and the drilled hole in the foam (d) is 0.60mm in
diameter. The design is scalable with respect to the center frequency of operation
in the same manner as previous resonant designs in [6, 8, 10,11].

If the relative permittivity of the foam is introduced as a variable in the op-
timization process (εfoam

r ∈ [1.04, 1.25]) the performance of the structure can be
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Figure 7: Simulation results of the CPSS design at different angles of incidence,
in the plane φ = 135◦. Upper left is the LHCP return loss, and lower left is
the corresponding axial ratio. Upper right is the RHCP insertion loss, and lower
right is the corresponding axial ratio. The black solid lines represent the design
requirements defined in [1], and the black dashed lines represent the relaxed
requirements of XPD > 20 dB, corresponding to AR < 1.7 dB.

maximized at an oblique angle of incidence. When the support material permit-
tivity is increased in the optimization process the AR curves for oblique angles
of incidence such as θ = 20◦, 30◦ are shifted down, compared to the results in
Figure 7. This is an interesting feature, although materials with εr corresponding
to the optimized concept design might be inappropriate for space applications.

A parametric study was performed to analyze the electromagnetic stability
of the CPSS and to characterize the dependency between the geometrical pa-
rameters of the structure and the circular polarization XPD. The side length of
the unit cell lxy was varied and the results in Figure 8 show that this parameter
is mainly affecting the return loss of the structure. The insertion loss and the
axial ratio of the transmitted and reflected signal are shifted slightly when lxy is
varied.

The length of the wire components in the direction of propagation (lz) was
varied, the results in Figure 9 show that when lz is increased the resonance
frequency is shifted down. This follows from the fact that the center frequency
of operation of the structure is given by lz ' λ0/4. When the wire diameter
(a) is increased the IL of the CPSS is slightly increased and the RL and AR
are almost unaffected. From an electromagnetic perspective infinitely thin wires
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Figure 8: Simulation results of the CPSS design at normal incidence, where
the side length of the unit cell (lxy) is varied. Upper left is the LHCP return
loss, and lower left is the corresponding axial ratio. Upper right is the RHCP
insertion loss, and lower right is the corresponding axial ratio. The black solid
lines represent the design requirements defined in [1], and the black dashed lines
represent the relaxed requirements of XPD > 20 dB, corresponding to AR <
1.7 dB.

of the CPSS are desirable to minimize the insertion loss. However, to achieve
structural and thermal stability of the design, a lower limit of the wire diameter
is taken into consideration, the value of which is a subject of further analysis.

If the diameter of the holes in the support material (d) is varied the results
are slightly affected in the sense that the ARtrans and ARrefl curves are shifted
apart. If the normal components of the wires are seen as a twin wire transmission
line, an increase in d results in an increase of the characteristic impedance of this
part of the structure, which implies a mismatch of the CPSS impedance to the
surrounding vacuum.

A coarse mesh, with about 12 000 tetrahedral elements, was used for the opti-
mization of the model. With this mesh setting, 6 GB of memory is used and one
simulation of the structure at the polar incidence angles θ = {0◦, 10◦, 20◦, 30◦}
finishes in around 30 minutes. The optimized simulation model was then checked
for convergence by greatly decreasing the mesh element size. The fine mesh set-
ting was using smaller tetrahedral elements and an improved element size tran-
sition ratio, resulting in a mesh of around 110 000 elements, using 12 GB of
memory and finishing in about 2.5 hours. Almost no discrepancy was found
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Figure 9: Simulation results of the CPSS design at normal incidence where
the wire length in the propagation path (lz) is varied. Upper left is the LHCP
return loss, and lower left is the corresponding axial ratio. Upper right is the
RHCP insertion loss, and lower right is the corresponding axial ratio. The black
solid lines represent the design requirements defined in [1], and the black dashed
lines represent the relaxed requirements of XPD > 20 dB, corresponding to AR
< 1.7 dB.

when comparing the results with the different mesh settings.
To evaluate the performance of the CPSS for all possible incidence angles

(θ, φ), defined in Figure 10, at the center frequency of operation f0 the structure
was illuminated with a plane wave of LHCP/RHCP at the front side of the
structure for each combination of θ = 0◦, 5◦, ..., 85◦ and φ = 0◦, 5◦, ..., 355◦. The
performance of the structure with respect to RL, IL, ARrefl, or ARtrans was
plotted on a half sphere, where the performance at each incidence direction is
represented by the color of a pixel. Blue colors correspond to low values in the
dB scale, which indicates good performance, while red colors correspond to high
values in the dB scale, indicating poor performance. If we observe this half
sphere from above the circular polarization selectivity of the CPSS is plotted
as polar contour plots for all incidence angles when the structure is illuminated
from the front side. The radius of the polar plot corresponds to sin θ so that
the cartesian coordinates are x = sin θ cosφ, and y = sin θ sinφ, with the z-axis
pointing towards the reader.

The mentioned method of evaluating the performance of a CPSS for all inci-
dence angles is described in detail in [4], where it is shown that the polarization
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Figure 10: Definition of the spherical angles of incidence (θ, φ) of a device under
test. The RL, IL and XPD of all CPSS designs presented to date depend strongly
on both the polar angle of incidence θ and the plane of incidence φ.

selectivity of all resonant CPSS designs is strongly dependent on the incidence
direction (θ, φ) of the incoming signal. The results in Figure 11 indicate that, for
a constant polar angle θ, the performance of the structure varies noticeably with
φ. Some planes of incidence (constant φ) are better than others in the sense that
the deterioration of the ARtrans and ARrefl for an increased polar angle (θ) has
different magnitude. This particular design shows the best performance at the
incidence plane where φ = 135◦. The high degree of symmetry of the unit cell
structure implies that the response of the structure at oblique angles of incidence
is independent of the sign of θ, as can be seen in Figure 11. If the structure is
designed to operate at normal incidence this implies an angular stability of 40◦
at the incidence plane of φ = 135◦ with respect to the predefined requirements
in [1].

When the performance of the novel CPSS in Figure 11 is compared to that of
the designs by Pierrot, Morin and Tilston [6,8,11] in [4] it can be concluded that
the stability of the performance with respect to variations in (θ, φ) is significantly
improved in the novel CPSS. The fact that the parallel wires act as a transmission
line improves the performance at oblique angles of incidence θ, and the high level
of symmetry of the structure implies that the performance variation with respect
to φ is suppressed.

4 Manufacturing and application
When designing for space applications the materials used have to be able to
withstand vibrations at take-off, impacts of micrometeoroids and debris, vacuum,
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Figure 11: Simulation results of the CPSS for front side illumination at the
center frequency of operation f = 17.7GHz. The left plots show the return loss
and the polarization purity of the reflected signal and the right plots correspond to
the insertion loss and the polarization purity of the transmitted signal. The black
solid lines represent the design requirements defined in [1], the black dashed lines
represent the relaxed requirements of axial ratio XPD > 20 dB, corresponding to
AR < 1.7 dB, and the white circles correspond to θ = 10◦, 20◦, 30◦.

thermal cycling and radiation [5]. This puts heavy constraints on the materials
of having a low thermal expansion coefficient, a high Young’s modulus and low
weight. From an electromagnetic perspective the most important material prop-
erties are the dielectric loss, typically a loss tangent around 0.001 is desirable,
and the conductive loss in the metal components of the structure which should
be minimized. Our simulated CPSS design in Figure 4 could be manufactured
by using a low permittivity foam, such as Rohacell, as a stabilizing background
material. By drilling holes in the foam with a diameter given by the simulation
parameter d thin copper or aluminum wires could be threaded through the holes
to create the full periodic structure.

Our CPSS could be implemented in a shared aperture CP offset reflector an-
tenna as in Figure 12 (a), where the front reflector is a left hand circular polariza-
tion selective structure (LHCPSS) and the back reflector is a right hand circular
polarization selective structure (RHCPSS) [10]. This system could operate in the
Ku-band, either in the downlink frequency range (11.7 GHz < f < 12.5 GHz) as a
transmitting system or in the uplink frequency range (17.3 GHz < f < 18.1 GHz)
as a receiving system. To realize this type of CPSS, a curved reflector could be
manufactured from a low permittivity core and two dielectric panels. Copper
wires could then be threaded through drilled holes in the structure to create a
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Figure 12: Concepts of satellite communication applications of CPSSs in the
Ku- and Ka-bands. To the left the CPSS is implemented as curved surfaces in a
shared aperture reflector antenna and to the right as a flat polarization diplexer.

curved CPSS. The offset angle of the front reflector α and the illumination angle
from the feed θ0 in Figure 12 (a) imply that the CPSS will operate at oblique
angles of incidence in this application.

Another possible CPSS application is presented in Figure 12 (b), where the
CPSS is used as a flat circular polarization diplexer with a solid reflector antenna
[10] operating in the Ka-band, either in a downlink scenario (19.2GHz < f <
20.2GHz) as a transmitting system or in an uplink scenario (29GHz < f <
30GHz) as a receiving system. In this implementation the full CPSS does not
need to be illuminated, as was the case in the previous implementation in Figure
12 (a). The fact that the diplexing surface is flat implies that the CPSS does not
need to be curved in this application, which greatly improves the electromagnetic
stability of the structure compared to a curved implementation. The magnitude
of the design angle of incidence θ0 and the incidence angle variations in the
illumination of the CPSS depend on the antenna system design.

Both applications in Figure 12 (a)–(b) indicate that a CPSS that is imple-
mented in a satellite communication system is required to operate at oblique
angles of incidence. Stability with respect to the incidence angle θ and the inci-
dence plane φ are crucial properties of a CPSS to be implemented in a realistic
communication scenario.

5 Conclusions
A CPSS concept design based on closely spaced wire helices has been presented.
The design was optimized using full wave simulations in a commercial software.
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Simulation results demonstrate an improved stability with respect to variations
of the incidence angle and a comparable bandwidth to previous resonant CPSS
designs in [6, 8, 10, 11]. The design is scalable with respect to the frequency of
operation and can be tuned to have maximum performance at an oblique angle
of incidence. A parameter study was performed to analyze the key parameters
of the CPSS, the design is relatively robust with respect to variations in the wire
length or the wire position of the unit cell.

Two possible applications of our design have been suggested, where the CPSS
could be implemented either in a shared aperture reflector antenna system in
the Ku-band, or as a polarization diplexing surface in the Ka-band. A general
conclusion is that to implement a CPSS in a space antenna system implies high
demands on the CPSS to be robust with respect to its design parameters and the
angle of incidence.

The choice of manufacturing procedures and materials will be studied further,
along with experimental verification of the presented structure. The physical
limitations of the design parameters will be examined from a space qualification
perspective. Our concept design is a good candidate in the development of cir-
cular polarization diplexers and shared aperture CP reflectors for narrow band
applications in future satellite communication systems.
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Abstract
A circular polarization selective structure (CPSS) reflects one handed-

ness of circular polarization and transmits the other. In this paper the
performance of a number of classical CPSS designs has been evaluated at
the center frequency of operation for all possible spherical incidence an-
gles. The results are presented in a compact way using two dimensional
contour plots to represent the return loss, insertion loss and polarization
purity of the transmitted and reflected signals. The results indicate that
all CPSS designs presented up to date have preferred incidence planes of
operation. The existence of geometrical symmetries in the designs affect
the performance stability of the structures with respect to oblique angles
of incidence. Applications of CPSSs in satellite communication systems,
for example as a circular polarization dual aperture antenna or a circular
polarization diplexer, require the structures to operate at wide ranges of
oblique angles of incidence, making this type of analysis crucial for future
development and evaluation of circular polarization selective structures.

1 Introduction
A strong driving force in the current development of satellite communication
systems is the constant demand of increased data rates. Different schemes for
increasing the communication link capacity of a satellite system have been identi-
fied such as utilizing higher frequency bands, enhanced power budgets, frequency
and polarization reuse schemes, and polarization diplexing [1,4,10,11]. To achieve
polarization selectivity is a simple task for linear polarizations [2], where a con-
ductive strip grid acts as a polarization filter and reflects signals polarized parallel
to the strips, while signals polarized perpendicular to the strips are transmitted.
To achieve circular polarization selectivity is a more complicated task. Several
structures have been proposed, among which three classical designs by Pierrot,
Tilston, and Morin [7,8,13] are given extra attention in this paper. These designs
are based on resonant structures, typically a quarter wavelength in thickness rel-
ative the propagation path, with less than 10% bandwidth and high sensitivity
to angle of incidence variations.

A more broad band solution is presented in the cascading concept [5, 6, 9],
which combines two circular-to-linear polarizers with a wire grid reflecting only
one linear polarization. An even more broadband design is presented in [12] where
meander line sheets are stacked close to each other, at a distance of λ/8, each with
a rotation of 45◦ with respect to the previous layer. In [9] the performance of finite
arrays of different classical CPSS designs was analyzed using an in-house method
of moments (MoM) code. It is concluded that future development of CPSSs need
to improve the performance at oblique angles of incidence, and that one way to
achieve this is to design CPSSs with a two fold rotational symmetry. Up to date,
the performance of most CPSS designs have been evaluated simply by plotting
the return loss (RL), insertion loss (IL), and the transmission and reflection
polarization purity, expressed either as axial ratio (AR) or cross polarization
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discrimination (XPD), all as functions of frequency. This type of plots give a very
limited insight in the performance of the structures as a function of the spherical
angles of incidence (θ, φ). It has been concluded that the performance of the
classical resonant CPSSs deteriorate at oblique angles of incidence, however, no
information has previously been presented on the dependence of the performance
of the structures with respect to which plane of oblique incidence angles that is
considered.

2 CPSS performance analysis
The classical, resonant, CPSS designs by Pierrot, Tilston and Morin are stud-
ied at all possible incidence angles at the center frequency of operation (f0 =
12.7 GHz). The performance of these designs is compared to that of a realistic
design of the resonant two fold symmetrical CPSS presented in [3]. By illuminat-
ing the structures with a plane wave of LHCP/RHCP at the front/back side, the
full (4×4) scattering matrix in circular polarizations (SCP) of the structures is de-
termined. By repeating the procedure for each combination of θ = 0◦, 5◦, ..., 85◦
and φ = 0◦, 5◦, ..., 355◦, a database of scattering data is generated for the device
under test (DUT). When generating the result plots from this scattering database
each incidence angle (defined by a θ, φ combination) corresponds to a point on a
half sphere, as is illustrated in Figure 1. In this point a color coded pixel repre-
sent the performance of the DUT as RL, IL, ARr, or ARt in dB, where indices r
and t correspond to reflection and transmission, respectively. If we observe this
half sphere from above, as in Figure 1 the circular polarization selectivity of the
DUT is plotted as polar contour plots for all incidence angles when the structure
is illuminated from the front side. The radius of the polar plot corresponds to
sin θ so that the cartesian coordinates are x = sin θ cosφ, and y = sin θ sinφ, with
the z-axis pointing towards the reader, as is shown in Figure 1. If the structure
instead is illuminated from the back side the same half sphere can be defined and
the performance of the DUT is plotted in the same manner, where the z-axis is
pointing out of the paper for both front and back illumination.

The geometry of each of the CPSSs that were studied is presented in Figure 2,
and the values of the design parameters are presented in Table 1, where the wires
in the first three models are modeled as perfectly conducting wires hanging in
free space. The wire radius is denoted a, w is the wire separation, the length
of the wire component in the x-direction is denoted lx and the length of the
wire component in the z-direction, which is typically about λ/4 in all designs
described in this paper, is denoted lz. In the Pierrot and the double Morin
designs the period of the unit cell in the horizontal and vertical direction are
denoted Px, Py and in the Tilston and Morin designs the periods Px, Py are
defined as the diagonals of the unit cells in Figure 2. In the Tilston design εr is
the relative permittivity of the dielectric cylinder and in the double Morin design
εr corresponds to the relative permittivity of the background material that the
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Figure 1: Description of how the result plots are generated. Each direction of
incidence corresponds to a combination of the angles θ, φ. The performance at
each incidence angle of a device under test can be plotted on a half sphere for front
side illumination and another half sphere for back side illumination. By viewing
the color coded sphere from above a contour plot is realized, where each point on
the disc corresponds to the performance of the CPSS at a specific combination
of θ, φ. The white circle corresponds to the points (θ = 50◦, φ ∈ [0, 2π)).
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Figure 2: Four resonant CPSSs that have been implemented in a commercial
computational software for simulation. To the far left is the Pierrot design, next
is the Tilston design, after that is the Morin helix design and finally to the far
right is the double Morin design presented in [3].

wires are threaded through. In the double Morin design losses are included to the
background material tan(δ) = 0.0017 and to the metal wires which are modeled
as copper wires with σ = 5.8 · 107 S/m.

Each design was optimized with respect to the requirements defined in (2.1)
to minimize the total penalty function P for normal incidence:

P = 1
(f2 − f1)

f2∫
f1

(RL + IL + ARr + ARt) df, (2.1)

where the frequencies of optimization f1, f2 were defined such that the center
frequency of operation should be f0 = 12.7Ghz corresponding to the satellite
communication downlink Ku band. Once the optimum designs were found the
scattering data for all incidence angles were generated.
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Table 1: Design parameters of the studied CPSSs in millimeters.

CPSS lxy lz ltot a Px Py εr w

Pierrot 9.46 6.00 15.5 0.29 12.4 12.1 - -
Morin 8.77 5.94 15.7 0.10 12.4 3.11 - -
Tilston 13.8 5.89 19.7 0.10 11.6 11.2 4.38 0.3
Dbl. Morin 6.05 5.37 14.4 0.04 14.4 14.4 1.17 0.3

3 Results
A full wave frequency domain solver is utilized and the CPSSs are modeled as
single unit cells, corresponding to two dimensional periodic structures of infinite
extent. A tetrahedral mesh is utilized, where the Pierrot design consists of 44
000 mesh elements, utilizing 6 Gb of RAM and finishing the full set of simula-
tions (18× 72 = 1296 simulations) in approximately 96 hours, corresponding to
4.5 minutes per simulation. The Morin and double Morin designs consist of ap-
proximately the same number of mesh elements as the Pierrot design, they have
roughly the same memory requirements and finishes the full set of simulations in
approximately the same time. The Tilston design consists of roughly the same
number of mesh elements as the other designs. Due to the fact that it has a larger
unit cell than the others, with a side length of approximately half a wavelength,
it finishes the full set of simulations in approximately 200 hours, which is about
twice the computational time of the other designs.

The output data consist of scattering matrices corresponding to all possible
combinations of the incidence angle (θ) and incidence plane (φ), at a great num-
ber of frequency points in a predefined frequency range. The white circles in
Figures 3–6 indicate θ = 10◦, 20◦, 30◦, and all values are in dB. The solid black
contours in Figures 3–6 are the design requirements defined in [1] (0.5 dB for re-
turn loss and insertion loss, 0.78 dB for axial ratio, corresponding to 27 dB XPD),
and the dashed black contours are the relaxed requirements for the axial ratio
(1.74 dB, or 20 dB XPD).

The results of the Pierrot design in Figure 3 indicate that the performance is
very limited to a specific plane of incidence (φ ≈ 45◦), but it can also be seen that
the AR curves for transmission and reflection are not optimal in the same plane
of incidence. This indicates that the performance of this design is not sufficient
at oblique angles of incidence. When comparing the results for front and back
illumination in Figure 3 it is seen that the results are mirror images of each other
with respect to the plane at φ = 45◦. This is due to the particular rotational
symmetry of the geometry. Note that the insertion loss is mirror symmetric for
front and back illumination, which is explained by reciprocity (insertion loss is
the same regardless of which side is illuminated).
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Figure 3: Simulation results of the Pierrot CPSS at the center frequency of
operation f = 12.7 GHz. The four leftmost plots correspond to front side illu-
mination and the four rightmost plots correspond to back side illumination. For
each illumination scenario the left plots show the return loss and axial ratio of
the reflected signal, and the right plots correspond to the insertion loss and axial
ratio of the transmitted signal.

 Return loss (dB)      Insertion Loss (dB)       Return loss (dB)        Insertion Loss (dB)

Axial ratio refl. (dB) Axial ratio trans. (dB)   Axial ratio refl. (dB)   Axial ratio trans. (dB)

Figure 4: Simulation results of the Morin CPSS at the center frequency of
operation f = 12.7 GHz. The four leftmost plots correspond to front side illu-
mination and the four rightmost plots correspond to back side illumination. For
each illumination scenario the left plots show the return loss and axial ratio of
the reflected signal, and the right plots correspond to the insertion loss and axial
ratio of the transmitted signal.
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 Return loss (dB)      Insertion Loss (dB)       Return loss (dB)        Insertion Loss (dB)

Axial ratio refl. (dB) Axial ratio trans. (dB)   Axial ratio refl. (dB)   Axial ratio trans. (dB)

Figure 5: Simulation results of the Tilston CPSS at the center frequency of
operation f = 12.7 GHz. The four leftmost plots correspond to front side illu-
mination and the four rightmost plots correspond to back side illumination. For
each illumination scenario the upper and lower left plots show the return loss and
axial ratio of the reflected signal, and the upper and lower right plots correspond
to the insertion loss and axial ratio of the transmitted signal.

The results in Figure 4, corresponding to the Morin design, have a much larger
blue region than the Pierrot design, which implies that this design provides an
improved stability with respect to the angle of incidence. The Morin CPSS also
has a preferred plane of incidence (φ ≈ 0◦) corresponding to the orientation of
the wire helices, and it can be seen that also in this design the axial ratio curves
for transmission and reflection are not optimal in the same plane of incidence.
In [9] it was concluded that the two-fold symmetry of the Tilston design improves
the stability with respect tot the angle of incidence. In Figure 5 this is verified
by the fact that the axial ratio curves are aligned. The great improvement in the
insertion loss of the Tilston design compared to the Pierrot, and Morin comes
from the fact that the Tilston unit cell is larger than the others, which implies a
more sparse periodic structure.

The three classical CPSS designs discussed above were compared to a realistic
design case of the double Morin CPSS presented in [3] and the results of this
design are presented in Figure 6. This design possess the two fold rotational
symmetry as the Tilston design, but the axial ratio curves are not completely
aligned in this design. This might be due to the fact that the axial ratio curves
of the Morin design in Figure 4 are mirror symmetric with respect to each other.
One can also notice that out of the four designs this structure has the largest
region of blue-green color in its axial ratio patterns. This implies an improved
stability with respect to oblique angles of incidence, and also to variations with
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Figure 6: Simulation results of a realistic design case of the CPSS presented
in [3] at the center frequency of operation f = 12.7 GHz. The four leftmost plots
correspond to front side illumination and the four rightmost plots correspond to
back side illumination. For each illumination scenario the left plots show the
return loss and axial ratio of the reflected signal, and the right plots correspond
to the insertion loss and axial ratio of the transmitted signal.

respect to the plane of incidence φ. It can be seen that the realistic design has
reduced performance with respect to the insertion loss when compared to the
ideal, lossless, designs. This is to be expected, both from the fact that losses are
added to the model and as a consequence of placing two Morin helices in one
unit cell and thus adding more material to the design.

When implementing a CPSS in a satellite communication system, either as
a circular polarization dual aperture antenna or as a flat circular polarization
diplexer, the structure must be aligned with respect to the offset angle of the feed
antennas such that the CPSS is illuminated in its preferred plane of operation.
Also, one has to consider that the optimum plane of incidence of the CPSS can
be different depending on if the structure is illuminated from the front or the
back side.

4 Conclusions
Classical CPSS designs by Pierrot, Tilston and Morin have been analyzed, to-
gether with a realistic double Morin design, at all possible angles of incidence.
The results of the study are plotted in a compact and illustrative way, using
two dimensional polar contour plots, at the center frequency of operation of the
structures. The results indicate that all CPSS designs have preferred planes of
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incidence, and at oblique angles of incidence the response of a structure can be
different depending on from which side the structure is illuminated. The Pierrot
design has a very limited angular region of operation in comparison to the other
designs. Together with a traditional CPSS analysis, where the performance is
plotted as a function of frequency for fixed angles of incidence, this type of study
provides a complete performance evaluation of both classical CPSS designs and
future concepts. It reveals strengths and weaknesses of the structures that were
previously unaccounted for.
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Abstract
We present a non-resonant circular polarization selective structure based

on multiple layers of stacked meander line sheets arranged closely after each
other. The structure has a total thickness of 13.5mm (0.68 wavelengths at
center frequency 15GHz) and is realized by cascading printed circuit boards
interspaced with a low permittivity foam material, and the different layers
are bonded together with thin layers of adhesive spray. A design procedure
is presented that can be used to optimize the proposed structure based on
its target band of operation. Based on this method, an optimized design
has been simulated and the structure shows a return loss and insertion loss
better than 0.5 dB, and axial ratio in transmission and reflection better
than 0.78 dB, over a fractional bandwidth of 45.8% at normal incidence,
fully covering the Ku-band 12–18GHz. The functionality of the structure
has been verified experimentally through measurements, both in reflection
and transmission, with a total bandwidth of 42.0%, covering 86.7% of the
Ku-band. The simulated performance at oblique angles of incidence shows
significant improvements when compared to classical resonant circular po-
larization selective structures.

1 Introduction
The constant demand for increased data rates in satellite communication sys-
tems is a strong driving force in the development of new technology [15, 24].
Meanwhile, the physical aperture of a satellite available for the communication
payload, such as communication antennas, receivers and transmitters, is very
limited. This implies that a crucial task to achieve maximum performance of a
communication satellite is to optimize the use of the available aperture. In recent
years, different schemes have been identified to increase the data throughput of
a satellite communication system, and it has been shown that the total through-
put can be significantly improved by utilizing polarization- and frequency reuse
schemes [4, 5, 15,24,27].

Polarization reuse can be achieved in linear polarization simply by separating
signals using a strip grid of conducting wires, where signals polarized parallel
to the wires are reflected and signals polarized perpendicular to the wires are
transmitted [5]. In satellite communication systems, it is preferable to utilize
circularly polarized signals, which eliminates the problem of aligning receiving
antennas with the polarization of the incident signals. This implies that it is
crucial to be able to filter signals of different circular polarization (CP). Unfortu-
nately, this is not as easy as filtering signals of linear polarization. It was proven
in [26] that in order for a structure to possess circular polarization selectivity,
it has to have an extent in the direction of propagation of the incident signal.
In this paper, the focus is set on structures that possess circular polarization
selectivity both in transmission and reflection.

Many circular polarization selective structures (CPSS) have been presented
over the last 50 years. The first design was presented by Pierrot in 1966, and
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is based on a periodic array of one wavelength long resonant wires bent in the
shape of a crank, and it has a bandwidth of about 10% at normal incidence [23].
This type of structure has been realized in different shapes, using innovative
manufacturing techniques, and measured in transmission in [11,19,20] and both
in transmission and reflection in [27]. Recently, a similar structure was presented
in [25], where the concept behind the Pierrot element is utilized to create a
reciprocal CPSS molecule. In 1991, Tilston presented a resonant structure based
on two one half wavelength long wires connected with a transmission line with
physical length of a quarter wavelength and electrical length of half a wavelength
[34]. The bandwidth of this structure is comparable to the Pierrot design, but
it shows a slightly improved stability with respect to variations in the angle of
incidence. Another resonant design, based on continuous wires bent in the shape
of helices, was presented by Morin in 1996 [22].

A common remark on these structures, which we refer to as classical resonant
CPSS designs, is that they all have a relatively narrow bandwidth and their
performance deteriorate at oblique angles of incidence. In [26], these designs were
evaluated and it was concluded that structures that possess a two-fold rotational
symmetry possess an improved stability with respect to the angle of incidence.
This idea was utilized in [10], where a modified version of the Morin CPSS in
[22] consisting of closely spaced helices was presented. The bandwidth of this
design is comparable to previous resonant CPSS, about 10%, but a significant
improvement in angular stability is achieved.

As opposed to the classical resonant designs, a non-resonant CPSS concept
realized by cascading two polarizers and one linear polarization diplexer is pre-
sented by Joyal and Laurin in [16–18]. Each polarizer consists of three layers of
printed meander lines, leading to a total of seven layers including the wire grid
diplexer. The improvement in bandwidth of this structure is significant com-
pared to the classical designs. The total thickness of this structure is 24mm,
which corresponds to 1.5 wavelengths (1.5λ0) at the center frequency of 19GHz,
and it shows a 3 dB axial ratio fractional bandwidth of 26%. However, for every
layer that is introduced the insertion loss of the CPSS increases, and the fact that
the structure is relatively thick with respect to the wavelength of the incident
signal is undesirable. An alternative design utilizing the same concept (polarizer,
grid diplexer, polarizer) was recently presented in [2,3], where a wider bandwidth
and an improved angle of incidence stability are achieved compared to [16–18].
However, this requires a more complex structure composed of ten substrates and
fourteen printed layers, which negatively affects the overall insertion loss. Also,
the axial ratio of this design is on the order of 4–5 dB, which does not meet the
strict requirements of satellite communication systems.

In the last ten years, novel resonant CPSS designs without conducting vias
have been presented. In [33] a three layer CPSS utilizing coupling through L-
shaped traces is demonstrated, and in [32] a structure consisting of two closely
spaced layers of split ring resonators is introduced. Recently, a multilayer CPSS
consisting of tensor impedance surfaces was presented in [29]. All these designs
provide a very narrow bandwidth, but the structures can be made very thin with
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respect to the center wavelength of operation.
Structures possessing circular polarization selectivity have also been devel-

oped for optical frequencies. A design for visible light based on rotating dipoles
is presented in [36], where it is shown that the performance of the structure im-
proves with the number of layers, but only transmission results are given. In [12],
another design for optical frequencies is presented, consisting of metal helices at-
tached to a substrate. This structure has a wide bandwidth but the helices
become very large when scaled to microwave frequencies, where each spiral has
an electrical length corresponding to multiple wavelengths of the incident signal.
Also, the performance of this structure was only investigated in transmission.

It can be concluded that all the circular polarization selective designs satisfy-
ing strict demands presented up to date have a relatively narrow frequency band
of operation, and are sensitive to variations in the angle of incidence, especially
the resonant structures based on bent wire cranks [26]. In [9], it was shown
that, at oblique angles of incidence, the performance of a CPSS is also strongly
dependent on what incidence plane is considered, and that the classical designs
like those by Pierrot, Tilston, and Morin all have a preferred incidence plane of
operation. This implies that to meet the high requirements for satellite com-
munication applications, a novel CPSS should have a wide bandwidth and show
significant stability with respect to variations in the angle of incidence. Also,
a CPSS with multiple incidence planes of operation would improve the design
freedom of the feed placement when implementing the structure in a satellite
communication system.

In this paper, we present a thorough analysis of a novel non-resonant CPSS
that was first presented in [31]. This design possesses a significantly improved
bandwidth compared to previous designs and it shows promising stability with
respect to variations in the angle of incidence. Simulation data indicate that, due
to the high degree of symmetry of the structure, the design has multiple incidence
planes of operation. This is a useful feature when implementing a CPSS in a
satellite communication system. Our novel design is based on a material concept
first presented in [35] for a polarization rotator, and is similar to the structure
in [16–18], with an electrical design based on rotating meander lines enabling
the use of fewer layers, resulting in a thinner multilayer structure than [18]. The
bandwidth of our design is presented in Table 1, where a performance comparison
to some of the CPSSs presented up to date is presented, based on the design
requirements from [4, 28]. Since not all designs were made with these strict
requirements in mind, we also present results for relaxed requirements to give a
fair comparison. The bandwidth of most competing designs is mainly limited by
high insertion loss, especially with respect to the strict design requirements in
Table 1.

The paper is organized as follows: in Section 2, the theory of designing a
CPSS from linear elements is presented. By calculating the scattering matrix
components of cascaded linear grids with a relative rotation, and transforming
the scattering matrix to a circular polarization representation, the functional-
ity of the structure is derived. In Section 3, our novel design is presented and
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Table 1: Bandwidth over which each CPSS satisfies all requirements: IL and
RL better than 0.5 dB, and ARt and ARr better than 0.78 dB, or the relaxed
requirements of IL and RL better than 1.0 dB and ARt and ARr better than 3.0
dB.

Reference Simulated/ Bandwidth Bandwidth Thickness
measured strict (%) relaxed (%)

Fusco [11] measured 0.0 2.0 0.25λ0

Lopez [19] measured 0.0 < 5.0 0.25λ0

Sanz-Fernandez [27] measured 7.0 11.0 0.25λ0

Ericsson [10] simulated 8.0 20.0 0.25λ0

Joyal [18] measured 3.0 26.0 1.50λ0

Abadi [2] simulated 0.0 <20.0 0.23λ0

Tarn [33] measured 0.0 <5.0 0.18λ0

Present work simulated 45.9 56.1 0.68λ0

measured 42.0 53.7

its possible applications in satellite communication systems are discussed. The
optimization scheme that was used to generate the end design is described in Sec-
tion 4, and simulation results of the optimized design are presented in Section 5.
An experimental verification of the functionality of the structure is presented in
Section6, and some concluding remarks are given in Section 7.

2 Circular polarization selectivity from
linear elements

The archetypical linearly polarized element is a strip. The reflection coefficient
of a periodic arrangement of strips, illuminated perpendicularly to the surface,
is dependent on the polarization of the incident field. This type of scattering
problem can be modeled using transmission line theory, where the strip grid is
modeled as a lumped capacitance or inductance utilizing approximate expressions
in [21, p.227]

L ≈ µ0a

2π ln
(

2a
πw

)
, C ≈ 4ε0a2π ln

(
2a
πd

)
, (2.1)

where a is the period of the strips, w is the strip width, and d is the gap between
the strips, as can be seen in Figure 1. The permeability and permittivity of
vacuum are denoted by µ0 and ε0, respectively. These expressions are valid when
a� λ, and more or less complicated correction terms can be found in [21], but the
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Figure 1: Equivalent circuit models for scattering against infinitely thin metal
strips [30], where the direction of propagation is given by k̂. In the scenario at
the top, where the incident electric field is polarized parallel to the strips, the
structure is perceived as a shunt inductance and in the case at the bottom, where
the magnetic field is polarized parallel to the strips, the structure is perceived as
a shunt capacitance.

range of possible L and C is characterized rather well by these simple formulas.
In general, the reflection coefficient for a transmission line with characteristic
admittance Y0 which is shunted with an admittance Y is

r = Y0 − (Y + Y0)
Y0 + Y + Y0

= −Y/(2Y0)
1 + Y/(2Y0) , (2.2)

where Y = 1/(jωL) for an inductive strip and Y = jωC for a capacitive strip.
For a plane wave impinging on the strip grid at normal incidence, we have Y0 =√
ε0/µ0 = 2.65mS.
Assume a linearly polarized element, with zero thickness in the z-direction,

with reflection coefficients rx and ry in its principal polarizations x and y modeled
by an inductance L and a capacitance C

rx = Y0 − (Y0 + 1/(jωL))
Y0 + Y0 + 1/(jωL) = − 1

1 + jωL2Y0
, (2.3)

ry = Y0 − (Y0 + jωC)
Y0 + Y0 + jωC = − jωC/(2Y0)

1 + jωC/(2Y0) . (2.4)

Given zero thickness, the transmission coefficients are then tx,y = 1+rx,y. When
tilting the element at an angle ϕ from the x-axis, the scattering matrix in linear
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polarization is given by

SLP
grid =


SXX

11 SXY
11 SXX

12 SXY
12

SYX
11 SYY

11 SYX
12 SYY

12
SXX

21 SXY
21 SXX

22 SXY
22

SYX
21 SYY

21 SYX
22 SYY

22



=


cosϕ − sinϕ 0 0
sinϕ cosϕ 0 0

0 0 cosϕ − sinϕ
0 0 sinϕ cosϕ



rx 0 tx 0
0 ry 0 ty
tx 0 rx 0
0 ty 0 ry




cosϕ sinϕ 0 0
− sinϕ cosϕ 0 0

0 0 cosϕ sinϕ
0 0 − sinϕ cosϕ

 , (2.5)

where each entry in the matrix is defined as Sklmn = Ekm/E
l
n0, Ekm is the total

outgoing field at port m with the polarization k and Eln0 is the incident field
from port n with the polarization l, and when all other ports are not excited and
terminated with their characteristic impedance. The scattering matrix in circular
polarization, using the IEEE standard [14, p.61–77], ejωt time convention, and
defining the z-axis as pointing from port 1 towards port 2, can be identified as

SCP =


SRR

11 SRL
11 SRR

12 SRL
12

SLR
11 SLL

11 SLR
12 SLL

12
SRR

21 SRL
21 SRR

22 SRL
22

SLR
21 SLL

21 SLR
22 SLL

22



= 1
2


1 −j 0 0
1 j 0 0
0 0 1 j
0 0 1 −j



SXX

11 SXY
11 SXX

12 SXY
12

SYX
11 SYY

11 SYX
12 SYY

12
SXX

21 SXY
21 SXX

22 SXY
22

SYX
21 SYY

21 SYX
22 SYY

22




1 1 0 0
−j j 0 0
0 0 1 1
0 0 j −j

 . (2.6)

By combining the expressions (2.5)–(2.6) and collecting the results, we get the
following representation of the scattering matrix in circular polarization

SCP
grid = rx − ry

2


e−2jϕ 0 0 e−2jϕ

0 e2jϕ e2jϕ 0
0 e2jϕ e2jϕ 0

e−2jϕ 0 0 e−2jϕ



+ rx + ry
2


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

+


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 . (2.7)

The ideal scattering matrix for a symmetric left hand circular polarization selec-
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tive structure (LHCPSS) is

SCP =


SRR

11 SRL
11 SRR

12 SRL
12

SLR
11 SLL

11 SLR
12 SLL

12
SRR

21 SRL
21 SRR

22 SRL
22

SLR
21 SLL

21 SLR
22 SLL

22

 =


0 0 e−jφt 0
0 e−jφr 0 0

e−jφt 0 0 0
0 0 0 e−jφr

 , (2.8)

where φr is the phase of the reflection coefficient, and φt is the phase of the
transmission coefficient. The expression (2.8) clearly cannot be achieved with
a single surface, but we are now ready to motivate our concept design. For
simplicity, assume that ry = 0 and rx = r, so that

SCP
grid = r

2


e−2jϕ 1 1 e−2jϕ

1 e2jϕ e2jϕ 1
1 e2jϕ e2jϕ 1

e−2jϕ 1 1 e−2jϕ

+


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 . (2.9)

Now, assume we have two sheets separated a distance d with the relative rotation
ϕ, both with the reflection coefficient |r| � 1. In the single scattering approxi-
mation, the total reflection coefficients from the left, with reference plane at the
left-most sheet, can then be written

SRR
11 = r

2
(
1 + e−2jkde−2jϕ) , (2.10)

SRL
11 = SLR

11 = r

2
(
1 + e−2jkd) , (2.11)

SLL
11 = r

2
(
1 + e−2jkde2jϕ) , (2.12)

where the exponential e−2jkd corresponds to the two-way delay between the
sheets. A bounce diagram for the co-polarized reflection and transmission of
the sheets, illuminated by an LHCP wave, is presented in Figure 2. For a sym-
metric structure, these expressions also apply to the S22 elements. By choosing
the separation and relative rotation of the sheets according to

kd = ϕ = π/4 (2.13)

we can achieve polarization selectivity in reflection, since then SLL
11 is maximized

and SRR
11 is minimized. Furthermore, it can be seen that by choosing the positions

and rotations according to
kd = −ϕ = π/4 (2.14)

we can achieve polarization selectivity in reflection for the orthogonal polariza-
tion, which corresponds to taking the mirror image of the previous CPSS. In
addition, we can reduce the cross-polarization terms in reflection if more strip
grid sheets are added. The theory of weak interaction can hence predict po-
larization selectivity in reflection and low cross polarization, but predicts no
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1 + r
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2e−2jkde2jϕ
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Figure 2: Bounce diagram for the co-polarized reflection and transmission from
two linearly polarized layers with a relative rotation of ϕ, illuminated by an
LHCP wave.

selectivity in transmission. This can be seen in (2.9), where the co-polarized
transmission coefficients SRR

21 and SLL
21 are identical. Furthermore, reducing the

cross-polarization terms by adding more layers to the structure, might result in
a degradation of the insertion loss. Polarization selectivity in transmission is a
higher order effect that can be anticipated by power conservation and extinction:
if LHCP is being highly reflected (|SLL

11 |2 ≈ 1), the maximum transmission is
bounded by |SLL

21 |2 ≤ 1 − |SLL
11 |2 − |SRL

11 |2 − |SRL
21 |2 � 1. In the same manner,

if the co-polarized reflection of RHCP in (2.10) is minimized (|SRR
11 |2 ≈ 0) it

follows that |SRR
21 |2 is maximized, given that the cross-polarized reflection and

transmission are both small (|SLR
11 |2 + |SLR

21 |2 ≈ 0).
The main parameters defining the performance of an LHCPSS, defined in

[4], are presented in (2.15)–(2.18): the transmission and reflection parameters
insertion loss (IL) and return loss (RL), defined as the ratio of the incident
power and the transmitted power in co-polarization (RHCP), and the ratio of
the incident power and the reflected power in co-polarization (LHCP), and the
axial ratio (AR) of the transmitted and reflected signals, which is a measure of
the polarization purity of a circularly polarized wave

IL = −20 log10(|SRR
21 |), (2.15)

RL = −20 log10(|SLL
11 |), (2.16)

ARt = 20 log10

(∣∣∣∣ |SLR
21 |+ |SRR

21 |
|SLR

21 | − |SRR
21 |

∣∣∣∣) , (2.17)

ARr = 20 log10

(∣∣∣∣ |SRL
11 |+ |SLL

11 |
|SRL

11 | − |SLL
11 |

∣∣∣∣) . (2.18)

After investigating the circular polarization selective properties of multiple
layers of strip grids, a five layer setup seems to yield a good trade-off in the
transmission and reflection performance of the structure. The layout of the con-
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λ0/8
λ0/8

Figure 3: Concept design of a multilayer strip grid CPSS. The layers are cas-
caded with a separation of λ0/8 and each layer is rotated 45◦ relative to the
previous layer. The black line correspond to the polarization direction of an
LHCP wave at a fixed time.

cept design is presented in Figure 3, where grids of thin strips are modeled in free
space, and the simulated transmission and reflection of the structure is presented
in Figure 4, where the strip width is 0.1mm, the strip separation is 5mm, the
relative rotation is 45◦ and the separation between the layers is 2.5mm (corre-
sponding to λ0/8 at the center frequency of operation f = 15GHz).

More design freedom is obtained by considering meandered strips, as in Fig-
ure 5, where each strip is bent in a meandering line and the amplitude of the
meandering can be used to obtain effective L and C in a broader range than
what is possible with straight strips. Also, by introducing individual design pa-
rameters of each layer, and of the separation between the meander line sheets,
the bandwidth of the CPSS can be greatly improved.

3 CPSS design and applications
When designing for space applications, the considered device needs to be able to
withstand a harsh environment, involving vacuum, thermal cycling, and radiation
[1, Ch. 4]. Furthermore, to reach the strict design requirements associated
with satellite communication applications, it is imperative to use materials with
low thermal expansion coefficients and low electromagnetic loss, typically a loss
tangent around 0.001 is desirable. A realistic design of the multilayer meander
line CPSS is realized by printing metal wires on thin teflon substrates through
a standard etching process. The substrates are separated by low permittivity
spacers, consisting of Rohacell HF31, and the substrates and spacers are bonded
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Figure 4: Simulation results for a five layer strip grid CPSS. The RHCP inser-
tion loss and the LHCP return loss are presented in the left graph, and the RHCP
axial ratio in transmission and the LHCP axial ratio in reflection are presented
in the right graph. The layers are separated a distance of λ0/8 and rotated 45◦
with respect to the previous layer.

d2
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Figure 5: Concept design of a multilayer meander line CPSS. The layers are
cascaded symmetrically with the separations d1, d2 and each layer is rotated 45◦
relative to the previous layer.
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Table 2: Material parameters of the meander line CPSS.

Material Permittivity Loss tangent Thickness

Rohacell HF31, spacers 1.043 0.0017 d1 and d2

Arlon DiClad 880, substrates 2.170 0.0009 0.127mm
Copper, conducting lines σ = 58 MS/m 18µm

Table 3: Geometrical parameters of the meander line CPSS.

Parameter P d1 d2 h0 h1 h2

Value (mm) 5.20 2.61 3.81 2.44 0 2.83

Parameter w0x w0y w1 w2x w2y –

Value (mm) 0.46 0.58 0.21 0.25 0.17 –

together using an adhesive spray 3M Scotch-Weld 76. The main characteristics of
the adhesive spray are that it is suitable for the materials to be joined, and that
it has a long curing time [1], thus making it possible to readjust the alignment of
the materials before they are completely fixed. The material parameters of the
mentioned materials are presented in Table 2. Information on the electromagnetic
properties and the thickness of the adhesive layers were not available in the design
phase of this work.

A unit cell was introduced to simulate the electromagnetic response of a pla-
nar test panel of infinite extent in commercial softwares. The design parameters
of the CPSS can be seen in Figure 6 and its values are given in Table 3, where
P is the side length of the unit cell, the thickness of the innermost spacers is d1,
whereas the outer spacers have thickness d2. The rest of the parameters describe
the meander lines, where index 0 denotes the center layer, index 1 the intermedi-
ate layers (diagonal lines), and index 2 the outermost layers. The parameters wij
correspond to the width of the meander line segments of layer i, in the direction
j. The height h1 is zero since there is no meandering in the diagonal lines, which
is a result of multiple optimization iterations of the structure. The total thick-
ness of the structure is approximately 13.5mm, which at the center frequency
of operation 15GHz corresponds to 0.68λ0. An exploded view of the unit cell
geometry is presented in Figure 7, and the optimization scheme that was used
to generate the final design, and the numerical implementation of the simulation
model, are described in more detail in Sections 4–5.

Two possible satellite communication applications of a CPSS are identified
in [28], where a CPSS could be implemented either as curved surfaces in a CP
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Figure 6: A unit cell of the meander line CPSS design, where the design pa-
rameters used in the design optimization process are marked out. The design is
symmetric if excluding the center layer which implies that the design parameters
of the back layers are the same as those of the first two layers.

version of the DGR presented in [5], or as a flat CP diplexer. The angles of
operation of the CPSS depend on the application, and on parameters of the full
reflector antenna system such as the ratio of the focal length and the diameter
of the reflector (commonly referred to as f/D ratio). Typically, both the DGR
and the diplexer applications require the CPSS to be able to operate at oblique
angles of incidence up to 20◦−40◦ depending on the application. However, relaxed
requirements can be considered at high angles of incidence due to the tapering
at the edge of the beam illuminating the CPSS. In this type of applications, it is
also crucial to consider the orientation of the CPSS with respect to the antennas
illuminating the structure, so that the CPSS is illuminated in its preferred plane
of oblique incidence.

4 Optimization scheme
The CPSS design was optimized using a three-step process, as can be seen in
Figure 8. First, an analytical model implemented in Python was used to find the
parameter region of interest for further local optimization (see www.python.org
and www.scipy.org). The code uses transmission line theory to model the low
permittivity foam and the substrates as propagation matrices, and each inter-
face between the different materials is modeled as a matching matrix [7]. The
meander line sheets are modeled as lumped reactances by using explicit formulas
for the effective capacitance and inductance of meander lines in [13], which were
implemented in [6]. The whole structure is thus described by a cascaded sys-
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Figure 7: Exploded view of the meander line CPSS implemented for optimiza-
tion in a commercial software, with realistic, lossy, materials suitable for space
applications. The metal wires are printed on substrates that are separated by low
permittivity spacers, and the substrates and spacers are bonded together using
thin adhesive films.

tem of T -matrices, which can easily be transformed to yield the total scattering
matrix S of the CPSS structure. This implementation only considers one mode
for each polarization and does not include the effect of higher order modes from
coupling between subsequent layers of the CPSS. Depending on the geometry of
the structure under study, this might cause a discrepancy between the analytic
model and full wave results. The parameters were optimized using the SciPy
optimization package routine fmin, which is a downhill simplex algorithm, by
minimizing a penalty function of the form

F = 1
f2 − f1

f2∫
f1

(a1ARr + a2ARt + a3RL + a4IL) df, (4.1)

where f is the frequency and ai are weights assigned in the optimization process.
ARr and RL are the axial ratio and return loss of the reflected signal for incident
LHCP, ARt and IL are the axial ratio and insertion loss of the transmitted
signal for incident RHCP, and all these quantities are defined in decibels. A few
thousand design candidates were generated in a few minutes, and a more detailed
discussion of the analytical model is presented in [31].

The found parameter values were then imported from the python model into
a full wave simulation software, Computer Simulation Technology Microwave
Studio (CST MWS), where further optimization was performed at a reasonable
accuracy and speed. The trust region framework optimizer was used to find
the best design in a local parameter space, where the parameters were typically
varied ±20 % with respect to the initial design. A tetrahedral mesh was utilized
consisting of about 35 000 elements, using 2.4 GB of RAM on a dual core Intel
Core i7, 3.5GHz workstation, and finishing one design simulation in 17 minutes.
About a hundred designs were generated in one full optimization iteration of 28
hours. In some design cases, a few iterations of this full wave optimization were
necessary to reach the goals, using different weights ai and frequency bands in
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Figure 8: Optimization scheme, utilizing an analytical model implemented in
Python and full wave simulation models in CST MWS.

the penalty function F . Finally, the resulting design was verified using a finer
simulation mesh, leading to longer simulation times.

5 Simulation results
The meander line CPSS design was simulated in CST MWS, as a unit cell model,
in the full wave frequency domain solver that utilizes Floquet mode analysis. At
the design stage, the electromagnetic properties and the thickness of the adhesive
layers were unknown to the authors, but these layers were expected to be very
thin, and thus the adhesive layers were excluded from the simulation model.
In Figures 9–10 simulation results after multiple optimization iterations using
the analytic model, referred to as design 1, are presented alongside simulation
results after multiple optimization iterations in CST MWS, referred to as design
2. Good agreement between the analytic model and full wave simulations of
design 1 can be seen in RL, but the IL and AR in reflection and transmission
deviate. This difference is mainly due to the previously mentioned higher order
mode excitations that are not considered in the analytic model.

The mesh convergence of the final design was investigated, and it was con-
cluded that the results had converged to an accuracy of 0.02 dB with respect
to IL, RL, and AR, when using a mesh consisting of 75 000 mesh elements,
corresponding to 16 steps per wavelength mesh setting. A simulation with the
described settings was using 10 GB of RAM and finishing one simulation in about
one hour. When comparing the simulation results using the finer mesh setting
to the results generated in the optimization scheme, which used 35 000 mesh
elements, corresponding to 12 steps per wavelength mesh setting, a deviation
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Figure 9: Simulation results of the multilayer CPSS at normal incidence. The
solid and dashed curves correspond to simulation results from the analytic model
and from CST MWS after optimization in the analytic model. The dash-dotted
and the dotted curves correspond to simulation results from CST MWS after
full wave optimization using a normal mesh and a finer mesh for verification,
respectively. In the left plot is the RHCP IL, and in the right plot is the AR
of the corresponding transmitted signal. The solid black lines are the design
requirements defined in [4].
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Figure 10: Simulation results of the multilayer CPSS at normal incidence. The
solid and dashed curves correspond to simulation results from the analytic model
and from CST MWS after optimization in the analytic model. The dash-dotted
and the dotted curves correspond to simulation results from CST MWS after
full wave optimization using a normal mesh and a finer mesh for verification,
respectively. In the left plot is the LHCP RL, and in the right plot is the AR of the
corresponding reflected signal. The solid black lines are the design requirements
defined in [4].
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Figure 11: Simulation results of the multilayer CPSS at different angles of
incidence, in the plane φ = 225◦. In the left plot is the RHCP IL, and in the
right plot is the AR of the corresponding transmitted signal. The solid black
lines are the design requirements defined in [4], and the dashed black lines are
relaxed requirements of AR < 1.74 dB.

smaller than 0.07 dB is observed, see Figures 9–10. In [31], the mesh convergence
of the CPSS was studied in detail using finer mesh settings and comparing two
separate simulation softwares.

Simulation results of the final design were generated for multiple incidence
angles using the fine mesh and are presented in Figures 11–12. The results
indicate that the fractional bandwidth of the design is approximately 45%, which
is a significant increase compared to what has previously been presented [2, 3,
10,11,16–20,22,23,26,27,32–34] as can be seen in the bandwidth comparison in
Table 1. Furthermore, the results indicate a significant stability with respect to
variations in the angle of incidence, especially in the range θ ∈ (0◦, 20◦). The
performance of the CPSS has been compared to the requirements put forward
in [4] and used in [28] for a Ku-band scenario:

• Insertion loss and return loss better than 0.5 dB.

• Axial ratio better than 0.78 dB.

The axial ratio requirement corresponds to 27 dB cross polarization discrimina-
tion, which can be relaxed to 20 dB (AR better than 1.74 dB) at higher angles
of incidence. As can be seen in Figures 11-12, these requirements are satisfied
in the incidence plane φ = 225◦, up to a 20◦ angle of incidence in the entire Ku
band, or 30◦ angle of incidence for the relaxed AR requirements, except for a
small penalty in IL at lower frequencies.

To evaluate how the performance of the structure varies with respect to the
oblique angle of incidence (θ) in all possible incidence planes (φ), the scattering
matrix of the structure was computed for every combination of θ = 0◦, 5◦, . . . , 85◦



5 Simulation results 121

10 12 14 16 18 20
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

R
et

ur
n 

lo
ss

(d
B

)

= 0◦
= 10◦
= 20◦
= 30◦

10 12 14 16 18 20
Frequency (GHz)

0.5

1.0

1.5

2.0

2.5

3.0

A
xi

al
ra

tio
re

fl
.

(d
B

)

= 0◦
= 10◦
= 20◦
= 30◦

Figure 12: Simulation results of the multilayer CPSS at different angles of
incidence, in the plane φ = 225◦. In the left plot is the LHCP RL, and in the
right plot is the AR of the corresponding reflected signal. The solid black lines
are the design requirements defined in [4], and the dashed black lines are relaxed
requirements of AR < 1.74 dB.

and φ = 0◦, 5◦, . . . , 355◦, corresponding to 1296 simulations. In Figures 13–
14 simulation results are presented at the fixed frequencies f = 13, 15, 17GHz,
utilizing a coarser mesh setting of 10 steps per wavelength, corresponding to
about 22 000 mesh elements. To speed up these computations, the simulations
were divided between multiple work stations, and multiple simulations were run
in parallel on each computer. The full parameter sweep was completed in about
367 hours of CPU time.

Simulating the scattering from the structure in CST MWS at each angle
of incidence of interest resulted in scattering data at a great number of fre-
quency points over the full frequency band of interest. This follows from the
fact that the program utilizes automatic frequency sampling in a few points and
then applies curve fitting to the results in between the sample points. The ra-
dius in Figures 13–14 corresponds to sin θ so that the Cartesian coordinates are
x = sin θ cosφ, and y = sin θ sinφ, with the z-axis pointing towards the reader.
It is seen that the performance of the CPSS at oblique angles of incidence is
maximized in incidence planes close to φ = 45◦, 135◦. The reason why the struc-
ture has two preferred incidence planes is due to the rotational symmetry of the
design. Furthermore, the symmetry of the structure implies that the scattering
performance is symmetric with respect to the sign of the incidence angle θ, mean-
ing maximum performance also for φ = 225◦, 315◦. When comparing the results
in Figures 13–14 it can be seen that the stability of the performance of the struc-
ture varies with the frequency of the incident signal, and that the performance at
more oblique angles of incidence deteriorate for frequencies at the outer parts of
the design band of operation. A small discrepancy can be observed between the
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Figure 13: Simulation results for front side illumination of the CPSS at the
center frequency of operation f0 = 15. The left plots show the return loss and
axial ratio of the reflected LHCP signal, the right plots correspond to the insertion
loss and the axial ratio of the transmitted RHCP signal, and all values are in dB.
The white circles indicate θ = 10◦, 20◦, 30◦, the solid black contours are the
design requirements defined in [4], and the dashed black contours are relaxed
requirements of AR < 1.74 dB.
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Figure 14: Simulation results for front side illumination of the CPSS at the
frequency f = 13GHz to the left, and at the frequency f = 17GHz to the right.
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Figure 15: Side view of the manufactured test panel of total size 58x58x1.4 cm

results in Figures 11–12 and in Figures 13–14. This is caused by the fact that a
coarser mesh was used when generating the results in Figures 13–14.

The same type of performance evaluation as in Figures 13–14 is found in [9],
where the designs by Pierrot [23], Morin [22], and Tilston [34] were studied.
There it is shown that all three designs have one preferred incidence plane of
operation (identifying directions ±θ as being in the same plane). The fact that
the novel CPSS presented in this paper possesses multiple incidence planes of
operation, results in a significant design freedom for implementations in satellite
communication systems.

6 Manufactured test panel and
measurements

A prototype of the optimized CPSS design was manufactured as can be seen in
Figure 15. The width and height of the test panel is 58 cm, and the total thickness
of the structure is 13.7mm, which should be compared to the total thickness of
the simulated structure of 13.5mm. The thickness of the spacers were controlled
to a tolerance of ±0.2mm in the manufacturing process, and the effect of the
adhesive layers on the total thickness of the structure is unknown. The fact that
the thickness of the manufactured test panel only deviates from the desired value
by 0.2mm is a desirable outcome. The full test panel was assembled by joining
the thin teflon sheets, see Figure 16, to the Rohacell spacers by applying a thin
layer of adhesive spray, and then applying an even pressure over the full surface
for an extended amount of time. Since the full prototype consists of five layers of
substrates, and four layers of spacers, a total of eight adhesive layers were applied
to the structure one layer at a time using the above mentioned technique. When
the full prototype was assembled, protective tape was added to the edges to avoid
cracks in the spacers and failure in the bonding.

Transmission and reflection measurements of the manufactured prototype
were carried out at Lund University, and the measurement setup in transmis-
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Figure 16: Printed teflon substrates, consisting of Arlon DiClad 880, with a
relative permittivity of 2.17, and a thickness of 0.127mm. The period of the
printed pattern is the same in all five layers, where P = 5.38mm.

sion is seen in Figure 17. The test panel was illuminated using two rectangular
standard gain horn antennas, SATIMO SGH 1240, each with a cross polarization
discrimination of about 40 dB. Two free standing antenna fixtures were sepa-
rated a distance of approximately 3m, at a height of 1.4m, and a table with the
device under test (DUT) was placed at the center of the setup. The antennas
were connected to a vector network analyzer, Agilent E8364b, which in turn was
controlled by a laptop through a GPIB connection and a Matlab script. In the
reflection case, both antennas were placed at the same side of the DUT, at a
small oblique angle θ ≈ 3◦ due to the size of the antenna apertures.

To reduce the amount of multipath components in the measurement data,
portable absorbing panels as can be seen in Figure 17 were placed around the
setup during the measurements. That way, the user and the electronics control-
ling the measurement were shielded from the radiating antennas. Since linearly
polarized antennas were used in the measurements, the circular polarization re-
sponse of the test panel was synthesized from four linearly polarized components.
To achieve a similar signal to noise ratio (SNR) in all four linearly polarized
components measured, the transmitting and receiving antennas were oriented 45
degrees with respect to each other in each measurement. The advantage of this
technique is that when each scattering matrix component of the DUT is normal-
ized with a corresponding reference measurement, all reference measurements
have similar and high SNR. This implied that, instead of synthesizing circular
polarization through the traditionally used 90 degrees antenna orientations: XX,
YY, XY, YX the four 45 degrees components XU, XV, YU, YV were measured,
see Figure 18.

The four scattering matrix transmission components SXU
21 , SYU

21 , SXV
21 , SYV

21
were measured for the test panel and for a free space through reference setup.
These four components of the DUT were each normalized with its reference com-
ponents and then transformed to the traditional linear co- and cross polarization
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Figure 17: Measurement setup at Lund University, Sweden. The manufactured
CPSS test panel was measured using single feed, linearly polarized, standard gain
horn antennas in the frequency range 10GHz < f < 20GHz.
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Figure 18: A principal sketch of the antenna orientations for synthesizing cir-
cular polarization from linear polarization measurements. To the left, the main
directions of the transmitting and receiving antennas are aligned, and the rela-
tive rotation between the antennas is either 0◦ or 90◦. To the right, the main
directions of the transmitting and receiving antennas are not aligned, and if the
antenna orientation angle α = 45◦, the relative rotation between the antennas is
always 45◦.
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components SXX
21 , SYX

21 , SYY
21 , SXY

21 through the matrix rotation relation

SLP
21 =

(
SXX

21 SXY
21

SYX
21 SYY

21

)
=
(
SXU

21 SXV
21

SYU
21 SYV

21

)(
cos 45◦ sin 45◦
− sin 45◦ cos 45◦

)
. (6.1)

In the same manner, the four scattering matrix reflection components SXU
11 ,SYU

11 ,
SXV

11 ,SYV
11 were measured for the test panel and for a reference reflection setup,

by adding aluminum foil to the front surface of the test panel. These four com-
ponents were then normalized and transformed to the traditional linear co- and
cross polarization components SXX

11 , SYX
11 , SYY

11 , SXY
11 using the same matrix rota-

tion relation as in (6.1). The circular polarization response was then determined
applying the relation (2.6) to the linear polarization scattering matrix.

To remove the remaining multipath components from the measured data,
time gating was implemented by applying a Gaussian window function to the
data in the time domain. The relative measurement error of the setup when
rotating the antennas, mainly caused by misalignment of the antennas, was mea-
sured in transmission and reflection to approximately ±0.3 dB in amplitude, and
±3◦ in phase. Part of the effect of antenna misalignments are mitigated by the
normalization of each component with a reference measurement, which implies
that these values can be seen as a worst case scenario. The AR of a free space
measurement in transmission was better than 0.5 dB, and in reflection the AR
of a conducting reference panel was better than 0.7 dB, over the full frequency
range of interest 10GHz < f < 20GHz. These results indicate that measured
AR values below 0.5 dB in transmission and below 0.7 dB in reflection have to be
considered uncertain.

The measurement results presented in Figures 19–20 show a clear selectivity
with respect to circular polarizations, both in transmission and reflection. The
bandwidths of the simulated and measured CPSS with respect to satisfying all
the requirements in IL, RL, ARt, and ARr, are summarized in Table 4. The
total bandwidth exceeds 40% in both simulations and measurements. A slight
shift down in frequency is observed when comparing the measured data to the
simulated results, reducing the coverage of the targeted Ku band to 86.7%. The
shift in frequency might be caused by the impact of the adhesive spray on the
thickness of the structure, the effective conductivity of the spacers, as well as the
manufacturing uncertainty of the spacers of ±0.2mm. Also, a slight increase in
level can be noticed in the measured curves in Figures 19–20, which might be
caused by air bubbles in the adhesive layers, and additional material losses not
accounted for in the simulations. Also, misalignment between the subsequent
substrates is a source of error that can affect the AR of the test panel.

In order to account for the impact of the adhesive spray on the performance of
the test panel, a simulation model was implemented with adhesive layers added
to the structure. Since the thickness of the manufactured test panel was observed
to be 0.2mm thicker than the simulated structure, this difference was distributed
evenly over the eight adhesive layers. The material parameters of the adhesive
were chosen according to comparable adhesive films commonly used for similar
applications, for instance the LTM123 used in [8], having εr = 2.77 and tan δ =
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Figure 19: Transmission measurement results of the manufactured test panel,
at normal incidence (θ = 0◦, φ = 0◦). The left plot shows the RHCP insertion
loss from simulated and measured data, and the right plot shows the RHCP AR.
The solid black lines are the design requirements defined in [4].
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Figure 20: Reflection measurement results of the manufactured test panel, at
normal incidence (θ = 3◦, φ = 0◦). The left plot shows the LHCP return loss
from simulated and measured data, and the lower right shows the LHCP AR.
The solid black lines are the design requirements defined in [4].

0.005. The thickness of the adhesive layers was calculated from the deviation in
thickness between the simulation model and the manufactured design, resulting
in t = 0.2/8 = 0.025mm.

The simulated performance of the structure, with adhesive layers, is com-
pared to measurements in Figures 19–20, and the results indicate that adding
adhesive layers to the simulations improve the agreement between the simulated
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Table 4: Bandwidth over which the CPSS satisfies all requirements IL and RL
better than 0.5 dB, and ARt and ARr better than 0.78 dB. Ku coverage relates
to the target band 12GHz < f < 18GHz.

Min. freq. Max. freq. Total BW Ku coverage
Simulated 11.4GHz 18.2GHz 45.9% 100%
Measured 11.3GHz 17.2GHz 42.0% 86.7%

and measured data both in transmission and reflection. However, the IL curves
in Figure 19 and the RL curves in Figure 20 still show a small discrepancy. The
difference in RL can possibly be caused by a misalignment in the measurement
setup, as this was found to be especially sensitive in reflection. A small dis-
crepancy can also still be noticed in the AR curves between simulations and
measurements. As previously mentioned, this is most likely caused by measure-
ment errors, misalignment between the meander line substrates, as well as the
uncertainty of the Rohacell spacer thickness.

7 Conclusions
This paper presents a novel circular polarization selective structure based on mul-
tilayer meander line sheets. Compared to previous CPSS designs, the structure
shows significant improvements in bandwidth and stability with respect to vari-
ations in the angle of incidence. The performance of the structure was evaluated
both as a function of frequency, as well as over all possible angles of incidence
at the edges and center of the frequency band, and it is shown to possess two
preferred incidence planes of operation. A concept prototype was manufactured
and the measurement results are in good agreement with simulation data. The
high performance of this design makes it a good candidate for implementations
in future satellite communication systems, either as a flat circular polarization
diplexer or as a curved shared aperture reflector.
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Abstract
We present a technique for performing high accuracy measurements

of the transmission and reflection properties in circular polarizations of a
test panel. By using linearly polarized antennas and measuring at four
different antenna orientations, all with a relative rotation of 45 degrees,
an efficient normalization of each scattering component can be utilized.
This method achieves a high signal to noise ratio in all normalized linear
polarization components used to synthesize the circular polarization scat-
tering. Furthermore, a post processing scheme is introduced to compensate
for measurement uncertainties due to antenna misalignments. The novel
measurement and post processing techniques are utilized to characterize a
manufactured wideband circular polarization selective structure, both in
transmission and reflection, and the measurement results are in excellent
agreement with simulation results from a commercial software. The re-
peatability of the measurement results is investigated, and the results are
in the expected range in comparison to estimated measurement uncertain-
ties.

1 Introduction
A strong driving force in the development of future satellite communication sys-
tems is to increase the data transfer rate [12, 25]. This has previously been
achieved using frequency and polarization reuse schemes [3, 4, 12, 25, 28]. Polar-
ization filtering can easily be achieved in linear polarization (LP) using a strip
grid, where signals polarized parallel to the grid are reflected and signals po-
larized orthogonal to the grid are transmitted [4]. However, in future satellite
communication systems, typically designed to operate in the K, Ka-bands, it is
preferable to utilize circular polarization (CP) and thus eliminating the problem
of aligning receiving antennas with the polarization of the incident signals.

To filter signals of orthogonal CP is not as trivial as in the case of LP. Nev-
ertheless, a multitude of circular polarization selective structures (CPSSs) have
been presented over the last 50 years [1, 2, 5, 7, 13–15, 19–22, 26, 27, 31, 32]. The
most wideband CPSS presented up to date is based on cascaded anisotropic
sheets of meander lines [6, 29]. This type of structure achieves a bandwidth of
approximately 45% and shows significant improvements in stability with respect
to angle of incidence variations compared to previous designs. The recent perfor-
mance improvement of CPSSs over the last few years make integration of these
structures in an actual satellite communication system a realistic future step.
This implies an increasing importance of accurately characterizing the perfor-
mance of CPSSs, both through computer simulations in commercial softwares
as well as through measurements of manufactured test panels. The performance
of a CPSS is commonly presented as a function of frequency for a few discrete
angles of incidence, and in [5] a scheme for studying the CPSS performance at
fixed frequencies as a function of all possible spherical angles of incidence was
presented. In a simulation software, the complete scattering matrix in CP is



136 Paper IV

easily extracted, and from this relevant scattering quantities can be determined.
The first published measurements of the transmission properties of a CPSS

were presented in [32] where the relative power transmitted in right hand circu-
lar polarization (RHCP) and left hand circular polarization (LHCP) was deter-
mined. The first comprehensive experimental quantification of the transmission,
reflection, and AR properties of a CPSS was presented in [9], where a Pierrot
element CPSS was characterized in the X-band. However, only the scattering
properties of the CPSS with a perfect electric conductor (PEC) backing was in-
vestigated in reflection. Over the last ten years, a multitude of CPSS designs
have been presented and characterized through measurements in transmission
only [15, 19, 20, 30, 31]. A general remark on these measurements is that the
insertion loss (IL) is often accurately characterized, but the AR is commonly
deviating from expected results.

Complete experimental verifications of a CPSS in transmission and reflection
in CP are, to the knowledge of the authors of this work, rarely presented. More-
over, the published experimental verifications of CPSSs are, in general, not very
detailed about characterization of measurement errors or the procedures of gener-
ating the presented measurement data. In [27], a CPSS was characterized both in
reflection and transmission, utilizing a state of the art measurement setup. This
characterization achieves low measurement errors both in reflection and transmis-
sion, but requires expensive and advanced equipment and still shows significant
deviations between measured and simulated AR. To this end, we present a simple
procedure for a complete experimental characterization of a CPSS using linearly
single- polarized horn antennas. A post processing scheme is introduced to re-
duce measurement errors due to antenna misalignments, resulting in significant
improvements in the accuracy of measured AR in both reflection and transmis-
sion. By normalizing the device under test (DUT) reflection and transmission
data with reference measurements, the relative transmission and reflection of the
structure are determined.

The paper is organized as follows: in Section 2, the theory of characterizing
a DUT by synthesizing the CP scattering from LP measurements is described.
The measurement setup used in this work is presented in detail in Section 3,
where separate arrangements in transmission and reflection are introduced. In
Section 4, the post processing scheme used to manage and calibrate the raw
measurement data and synthesize the CP scattering of a DUT is presented. A
measurement methodology for achieving low reference AR in transmission and
reflection is introduced, where a normalization with reference measurements is
utilized. Estimates of the errors associated with this type of measurements are
presented in Section 5. The lower bound in AR of the measurement setup is
established through measurements of a homogeneous test panel, both in reflection
and transmission. In Section 6, measurement results of a non-resonant meander
line CPSS, described in detail in [6], are presented and the repeatability of the
measurements is investigated. Finally, Section 7 consists of concluding remarks
on the work presented.
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2 Theory - circular polarization
measurements using linearly polarized
antennas

The scattering parameters of a DUT in CP can be determined experimentally in
two different ways; The first is to use CP antennas, and the CP scattering parame-
ters are then directly determined from the co- and cross-polarization transmission
and reflection properties of the DUT. This method is straightforward, but to de-
termine the scattering parameters to high accuracy requires CP antennas of high
cross polarization discrimination (XPD), which can also be interpreted as low
axial ratio (AR). In [27] a CPSS was characterized using CP helix antennas with
18 dB XPD, corresponding to AR > 2.2 dB, and it was concluded that the CPSS
could not be accurately characterized using antennas with such low XPD. To
make a CP antenna achieve levels of XPD comparable to linear single-polarized
horn antennas of 40 − 45 dB requires careful design [10]. A number of CP an-
tennas have been presented throughout the years with high XPD [8, 18], but to
achieve this over a wide bandwidth is a difficult task.

Another way of characterizing a DUT is to use LP antennas, and acquire all
co- and cross polarization scattering parameters in LP. From this data, the CP
scattering parameters can be determined by using simple matrix relations for
converting between LP and CP bases. The scattering matrix in CP, using the
IEEE standard [11, pp.61–77] and defining the z-axis as the input direction at
port 1 and the output direction at port 2, can be identified as

SCP =


SRR

11 SRL
11 SRR

12 SRL
12

SLR
11 SLL

11 SLR
12 SLL

12
SRR

21 SRL
21 SRR

22 SRL
22

SLR
21 SLL

21 SLR
22 SLL

22
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= 1
2


1 −j 0 0
1 j 0 0
0 0 1 j
0 0 1 −j
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SXX

11 SXY
11 SXX

12 SXY
12

SYX
11 SYY

11 SYX
12 SYY

12
SXX

21 SXY
21 SXX
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21 SYY

21 SYX
22 SYY

22
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

1 1 0 0
−j j 0 0
0 0 1 1
0 0 j −j

 , (2.1)

where the two ports are located on each side of the DUT. Each entry in the
scattering matrix is defined as the ratio between the outgoing electric field, Ekm
at port m with polarization state k, and the incoming electric field, Eln0 at port
n with polarization state l, such as Sklmn = Ekm/E

l
n0, when all other ports are not

excited and terminated with their characteristic impedance. The indices X,Y
correspond to horizontal and vertical polarization, defined by the basis vectors x̂
and ŷ in Figure 1, and R,L correspond to RHCP and LHCP, respectively.

As long as the signal from the transmitting antenna is received in two non-
parallel orientations of the receiving antenna, and the relative orientations of the
transmitting and receiving antennas are known, the scattering parameters in LP



138 Paper IV

v

u

y

x

z

'

'

Rx

TxTx

^

^

^

y

x

z

^

^

^

^
^

y

x

Rx

^

^

ẑ
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Figure 1: A principal sketch of antenna orientations in measurements of CP
transmission. To the left, the main directions of the transmitting and receiving
antennas are aligned, and the relative rotation between the antennas is either
0◦ or 90◦. To the right, the main directions of the transmitting and receiving
antennas are not aligned, and if the antenna orientation angle ϕ = 45◦, the
relative rotation between the transmitting and receiving antenna is always 45◦.

can be extracted, and subsequently converted to CP using (2.1). If the receiving
antenna is rotated around its z-axis an angle ϕ, as illustrated in the scenario to
the right in Figure 1, the LP scattering parameters of an aligned system can be
extracted through the relation

SLP =


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22
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

cosϕ sinϕ 0 0
− sinϕ cosϕ 0 0

0 0 cosϕ sinϕ
0 0 − sinϕ cosϕ

 , (2.2)

where the indices U,V correspond to the unit vector directions û, v̂ in Figure 1.
After the rotation operation (2.2), the CP scattering matrix is determined using
(2.1). Note that this holds when characterizing a DUT in both reflection and
transmission. The advantage of using a relative rotation of 45◦ between the
principal directions the transmitting and receiving antennas is described in detail
in Section 5.
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3 Measurement setup
All measurements in this work were carried out at the frequencies 9.5−20.5GHz,
using two rectangular standard gain horn antennas, SATIMO SGH 1240, with a
XPD in LP better than 40 dB in the full band of interest. The antennas were po-
sitioned at a height of 1.4m using tripod antenna stands. To manually rotate the
antennas in a controlled manner, custom made rotation fixtures were manufac-
tured. Relative orientations of 0◦, 45◦ and 90◦ of the horns were achieved using
alignment holes in the fixtures and alignment pins. The antennas were connected
to an Agilent E8364b PNA Network Analyzer, which in turn was controlled by
a laptop through a GPIB connection and a control script written in MATLAB.
Further details on how to control Keysight (previously Agilent) instruments with
MATLAB can be found in [16]. The DUT was placed on a table and fixated
using poly(methyl methacrylate) (PMMA) holders, as can be seen in Figures 2–
4. In order to suppress undesirable multipath signals, portable absorbing panels
were placed around the setup. The absorbing panels are designed to operate at
20 − 100GHz but measurements showed them to provide a 10 dB absorption in
reflection for the frequency band of interest.

Due to the fact that a two port network analyzer was used together with two
single polarized antennas, the antenna placement had to be modified depending
on if the transmission or reflection properties of the DUT were to be character-
ized. However, if a four port network analyzer had been used, either with four
single polarized antennas or with two dual polarized antennas, a complete char-
acterization could have been achieved without having to rearrange the antennas
in the measurement setup.

3.1 Transmission measurements
When characterizing the transmission properties of a DUT, the antennas were
separated by distances ranging from 0.7m to 2.0m and the DUT was placed on
a table at the center of the setup, between the two antennas, as in Figure 2.
The antennas were carefully aligned using a laser, spirit-level, tape measure and
several strings connecting points of interest. Moreover, by utilizing the fact that
the signal strength of the co-polarized transmission of the empty setup, displayed
with a few seconds delay on the network analyzer, is increased as the misalign-
ment of the setup is decreased, small fine tuning adjustments and verifications
were made to the positioning and alignment of the antennas. All four co- and
cross polarization scattering matrix components Skl21 were measured in both am-
plitude and phase, where k ∈ (X,Y) and l ∈ (U,V) or l ∈ (X,Y) depending on if
45◦ or 90◦ relative antenna orientations were used. All measurements of different
test objects were accompanied by a reference transmission measurement of the
empty setup (with the DUT removed).
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PNA Network analyzer  

Tx Antenna

Rx Antenna

Device under test

Absorbing panels

Figure 2: Measurement setup for transmission characterization of a DUT, po-
sitioned at a table centered between the transmitting and receiving antennas.
The antennas are connected to a vector network analyzer and the whole setup is
enclosed by portable absorbing panels.

3.2 Reflection measurements
When characterizing the reflection properties of a DUT, both antennas were
placed at the same side of the DUT at distances ranging from 0.7m to 1.8m,
and the apertures separated a distance of about 5 cm, as in Figure 3. Thus the
measurement is not of normal incidence but with angles of incidence 3–8◦. As
in transmission, all four co- and cross polarization scattering matrix components
Skl11 were measured in both amplitude and phase, where k ∈ (X,Y) and l ∈
(U,V) or l ∈ (X,Y) depending on if 45◦ or 90◦ relative antenna orientations were
used. All measurements of different test objects were accompanied by a reference
measurement of a highly conducting panel of the same size as the DUT. In order
to eliminate effects due to misalignment and different curvature of a separate
highly conducting reference panel, the DUT was coated with a thin aluminum
foil which was temporarily attached to the test object. A very thin layer of water
was applied between the foil and the test panel, which for the panels used in this
study exherted a strong adhesive bonding due to the surface tension of the water
molecules [17] and the low weight of the aluminum foil. The small amount of
water was applied evenly to the test panel using a water spray bottle, after that
the aluminum foil was folded onto the test panel from one end to the other, and
finally the structure was worked over with a plastic wallpaper scraper to remove
any air bubbles or local collections of water. In Figure 4, a PMMA test panel
used to characterize the measurement setup is presented with and without an
aluminum foil attached.
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PNA Network analyzer  

Rx Antenna Tx Antenna

Device under test

Absorbing panels

Figure 3: Measurement setup for characterization of the reflection properties
of a DUT, which is positioned at a table a distance from the transmitting and
receiving antennas. In order to achieve normalized reflection data of the scatterer,
the test panel is coated by a conducting foil. The antennas are connected to a
vector network analyzer and the whole setup is enclosed by portable absorbing
panels.

4 Data post processing
All measurement data generated in this work were run through the post process-
ing scheme defined in Figure 5, consisting of six steps of data processing. First,
the four LP scattering parameters Sklij were measured both for the DUT and for
the reference scenario (empty setup measurement in transmission and conduct-
ing panel measurement in reflection), resulting in eight measurements in total
for transmission characterization and another eight measurements for reflection
characterization.

Next, if necessary, the data was zero padded symmetrically in the frequency
domain in order to achieve an interpolation between the data points in time
domain and thus improve the resolution of the time domain data [24]. After that,
a tapered cosine window function (Tukey window) was applied to the data in the
time domain to remove any unwanted multipath signals, such as reflections of the
surroundings of the setup. In this step, the previously implemented interpolation
is of significant use to make sure no crucial information is lost when applying the
time domain window function.

When the scattering data of a test panel have been interpolated and gated
in the time domain, they are transformed back to the frequency domain and
normalized with the scattering data of the reference measurement, which have
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(a)                          (b)

Figure 4: PMMA test panel with the measures 58 cm×58 cm used as a reference
object to characterize the measurement setup. In (a) the PMMA panel is pre-
sented and in (b) the panel has been coated with a highly conductive aluminum
foil, using a thin adhesive bonding layer of water, for reference measurements in
reflection.

been processed similarly. Note that the normalization is performed before the
scattering data is transformed to CP. The impact of normalizing the scattering
data of a DUT with reference measurements is described in detail in Section
5. After the normalization, a previously computed rotation correction, based
on the reference measurements, is applied to the data to reduce the impact of
antenna misalignments in the parallel transmitting/receiving planes with respect
to the propagating waves. This correction is described further in Section 5. The
only remaining data processing is to convert the LP measurement data to CP.
If ϕ = 45◦ both expressions (2.1)–(2.2) are applied, and if ϕ = 0◦ the rotation
matrix in (2.2) reduce to the identity matrix and only (2.1) is applied.

After the CP scattering matrix components have been determined the main
parameters of interest can be extracted. If for example a left hand circular
polarization selective structure (LHCPSS) as in Figure 6 is studied, ideal CP
filtering properties are achieved if the structure reflects LHCP signals and trans-
mits RHCP signals, while maintaining the polarization state of the signals. The
parameters of interest of an LHCPSS are defined in [3] as: the IL of transmit-
ted RHCP, the return loss (RL) of reflected LHCP, and the corresponding AR
in transmission and reflection, in this work denoted ARt and ARr. These four
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Figure 5: Post processing scheme for CP scattering measurements using LP
antennas. To completely characterize the transmission and reflection of a DUT
16 measurements are required in total as input.

parameters are defined in decibels as

IL = −20 log10(|SRR
21 |), (4.1)

RL = −20 log10(|SLL
11 |), (4.2)

ARt = 20 log10

(∣∣∣∣ |SLR
21 |+ |SRR

21 |
|SLR

21 | − |SRR
21 |

∣∣∣∣) , (4.3)

ARr = 20 log10

(∣∣∣∣ |SRL
11 |+ |SLL

11 |
|SRL

11 | − |SLL
11 |

∣∣∣∣) , (4.4)

where it can be seen that IL is given by the ratio of the incident power and the
transmitted power in co-polarization (RHCP), RL is defined as the ratio of the
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Figure 6: Operational sketch of an LHCPSS, reflecting LHCP signals in co-
polarization and transmitting RHCP signals in co-polarization.

incident power and the reflected power in co-polarization (LHCP), and ARt, ARr
are given by the quotients in (4.3)-(4.4), representing the polarization purity of
the transmitted and reflected signals.

Another relevant parameter is the isolation, which is defined in decibels in [23,
Ch.7]. For an LHCPSS this corresponds, in transmission and reflection, to

Isolationt = −20 log10
(
|SLL

21 |
)
, (4.5)

Isolationr = −20 log10
(
|SRR

11 |
)
, (4.6)

where again the subscripts t, r indicate transmission and reflection, respectively.
Having defined the parameters of interest to characterize a CPSS, we now turn
to the accuracy of the measurements.

5 Measurement error estimates and
calibration

In order to determine what accuracy that can be expected of the measurement
setup, described in detail in Section 3, we describe the effects of finite XPD of
the antennas, the orientation of the antennas, and antenna misalignments. The
procedures are illustrated with measurements on a homogeneous and isotropic
PMMA panel.
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5.1 Measurement system XPD
One fundamental limiting factor of a measurement system for CP characterization
is the XPD of the antennas. With perfectly aligned antennas and no cross-
polarized scattering in the setup, the XPD of the synthesized CP for an empty
setup is given by the individual antenna XPD in LP reduced by a factor of two
(or 6 dB), due to the presence of two antennas in the system. Given the system
XPD, the AR is given by

AR = 20 log10

(∣∣∣∣10XPD/20 + 1
10XPD/20 − 1

∣∣∣∣) . (5.1)

The relation (5.1) is plotted in the left graph in Figure 7, where it can be noted
that to determine the AR of a DUT down to levels on the order of 0.5 dB requires
a measurement system with XPD > 30 dB. A measurement system with XPD
= 20dB is limited to characterizing AR down to 1.8 dB at best, which is not
accurate enough according to the requirements of a CPSS for space applications
defined in [3] as

• IL and RL better than 0.5 dB,

• AR better than 0.78 dB (corresponding to XPD > 27 dB).

The simple relation (5.1) clearly identifies the need to utilize antennas with high
XPD in order to determine the AR of a test panel as accurately as possible. In
this work, LP antennas with boresight XPD of 40–45 dB are used (a system XPD
of 34–39 dB), which implies that the lower limit of the presented measurement
system is at about AR 0.2 dB.

5.2 Antenna orientations and normalization
In an ideal measurement scenario, the noise level of the setup is zero which results
in an infinite signal to noise ratio (SNR). However, in a realistic measurement
situation the noise level of the measurement setup is non-zero and a finite SNR
of the setup can be identified. Since we make relative measurements, we need
high SNR in both DUT data and data for the reference structure. If the principal
directions of the transmitting and receiving antennas are aligned, as in the left
part of Figure 1, the SNR:s of the reference measurements are much lower in the
cross-polarized components, SXY

ij and SYX
ij , than in the co-polarized components,

SXX
ij and SYY

ij , for fixed ij. But, if the principal directions of the transmitting
and receiving antennas are offset by ϕ = 45◦ as in the right part of Figure 1, the
SNR:s of the reference measurements are high and equal in all four components
SXU
ij , SYU

ij , SXV
ij , and SYV

ij , for fixed ij. To that end, all following measurement
results in this work have been acquired using the 45◦ offset.
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The S-parameters used when evaluating the DUT are relative to the reference
measurement and ideal S-parameters, i.e.,

Skl,rel
ij =

Skl,dut
ij

Skl,ref
ij /Skl,ideal

ij

, (5.2)

where the reference ideal LP S-parameters for 45◦ offset are

Sideal
21 = −Sideal

11 = 1√
2

(
1 −1
1 1

)
. (5.3)

Note that the normalization is made before the conversion from LP to CP. This
guarantees that each component of Sdut,LP is divided with a component of Sref,LP

measured with a corresponding setup. If the normalization had been made after
the conversion to CP, then the measurement errors of several different setups
would be mixed together, reducing the accuracy further.

An alternative normalization could be proposed for the case of aligned princi-
pal directions of the antennas. We limit the discussion to the transmission case.
All components Skl,dut

21 could be divided by the co-polarized reference transmis-
sion, SXX,ref

21 or SYY,ref
21 , which both have a high SNR. However, this would mean

the cross polarized components, SXY,dut
21 and SYX,dut

21 , would have to be normal-
ized with a factor obtained in a slightly different setup, reducing the accuracy.
The reflection case follows in the same way.

5.3 Antenna misalignment errors
One source of error associated with using LP antennas for CP measurements is
antenna misalignments. In the right graph in Figure 7 the simulated AR of a
system, using ideal antennas, is plotted as a function of antenna misalignments,
where the solid curve corresponds to a systematic misalignment in one of the
components U, V, X or Y, defined in Figure 1. In order to characterize the impact
of non-systematic errors associated with antenna misalignments (i.e. alignment
errors that vary from one measurement to another) a statistical analysis was
simulated. In this case, the antennas were misaligned through a rotation with
respect to the axis normal to the aperture, and the angle given on the horizontal
axis in the right graph in Figure 7 represents the absolute sum of all errors of the
four measured components required to extract the CP scattering of a DUT. The
dashed curve in the right graph in Figure 7 corresponds to the worst case scenario
of this study. As can be seen, a total misalignment of 3◦ has a significant impact
on the accuracy of the setup. This implies that to align the antennas carefully is
of high importance when characterizing a DUT in CP using LP antennas.

The errors of a measurement setup due to antenna misalignments can be
quantified and to some extent corrected for in post processing. For example,
if the antenna orientations corresponding to ϕ = 45◦ in Figure 1 are utilized
in a transmission scenario, the ratios SXU

21 /SYU
21 , −SXU

21 /SXV
21 , −SYV

21 /SXV
21 and
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Figure 7: Simulation results of the relation between XPD and AR in a mea-
surement system are presented to the left. The dashed lines indicate the relation
at specific XPD values of interest. To the right, simulated measurement error in
AR due to antenna misalignments in the plane parallel to the antenna apertures
are presented. The solid curve represents a systematic error in one of the an-
tenna orientations, and the dashed curve correspond to the worst case scenario of
non-systematic errors distributed over all antenna orientations, where the angle
on the horizontal axis ∆φ here represents the absolute sum of all errors.

SYV
21 /SYU

21 are of great interest. The same type of ratios can be evaluated in a
reflection scenario. In an ideal setup, the amplitude and phase of these relations
should be zero dB and 0◦ for the reference data, but in a realistic case errors due
to antenna misalignment (and effects like phase changes due to cable bending in
different setups) will result in non-zero values. In this work, the amplitude errors
of the mentioned ratios, for time gated data, are on the order of ±0.3 dB and the
phase errors are about ±3◦.

The amplitude errors can be reduced by utilizing rotation correction, men-
tioned in Section 4. Consider the following case depicted in Figure 8 with the
measurements visualized as vectors. The ideal alignment corresponds to 45◦ an-
gle between the basis of the receiving and transmitting antenna, indicated by
the full drawn vectors and the actual alignment is shown with the dashed vec-
tors. First the SYU component is to be measured and thus the antennas are
rotated for this configuration. However due to errors in alignment the assumed
orientation of the vectors ŷ and û does not hold, as indicated by θ1 and θ2 in
Figure 8. The amplitude error is then given by the projection of ŷ′ = R(θ1)ŷ
on û′ = R(θ2)û, where R(θ1) is a rotation matrix. After this measurement is
completed, the antenna in the û direction is rotated to v̂ in order to be able to
measure SYV, introducing yet another misalignment angle θ3. For one complete
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x̂

û

ŷ

v̂

û′
ŷ′

v̂′

θ3

θ2θ1

Figure 8: Error in alignment, θ introduced through the physical rotations of
the antennas in the setup. The vectors x̂ and ŷ form a basis for the receiving
antenna and similarly û and v̂ form a basis for the transmitting antenna.

set of measurements this can be stated as,

SYU = a1(R(θ1)ŷ)TR(θ2)û = a1 cos(π/4 + φ12), (5.4)
SYV = a2(R(θ1)ŷ)TR(θ3)v̂ = a2 cos(π/4− φ13), (5.5)
SXV = a3(R(θ4)x̂)TR(θ3)v̂ = a3 cos(3π/4− φ43), (5.6)
SXU = a4(R(θ4)x̂)TR(θ5)û = a4 cos(π/4− φ45), (5.7)

where R is a rotation matrix, ai some constant and φij = θi − θj . In the case
of the reference measurement the amplitudes should be equal, ai = a, and since
only differences between the angles appear in the final equations, we can set
one of them to zero, for instance θ1 = 0. Since the rotations are the same for all
frequencies, we find the most likely ones by minimizing the amplitude error across
all frequency points. To determine these rotation errors of a measurement setup,
reference measurements of the empty setup in transmission, and the reflection of
a conducting plate in reflection, are utilized. This correction is then applied to the
normalized scattering data of a DUT in LP. Some error due to misalignment is still
expected after the correction, albeit less significant. In this work, the uncorrected
data commonly resulted in θi on the order of 0.4◦ corresponding to an amplitude
error of about 0.3 dB. A typical correction resulted in an absolute amplitude
error of < 0.1 dB which is a significant improvement over the uncorrected data.

5.4 Verification measurements
In Figure 9, the AR in transmission and reflection of a homogeneous and isotropic
PMMA test panel with the measures 58 cm × 58 cm × 2.0 cm is presented. Zero
padding and time gating have been applied to the data referred to as processed,
and additional rotation correction and normalization with respect to a reference
measurement have been applied to the data referred to as calibrated. As was
stated in Section 3, the reference scenario in transmission consists of the empty
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Figure 9: Measured AR of isotropic PMMA test panels, with and without
calibration using ϕ = 45◦ antenna orientations. In the top graph the transmission
AR of a 58 cm× 58 cm× 2.0 cm panel is presented, and in the bottom graph the
reflection AR of the same panel is presented.

setup, and the reference in reflection corresponds to a measurement of the PMMA
panel coated with an aluminum foil, as in Figure 4 (b).

A significant improvement in the AR can be noticed both in the transmission
and reflection results in Figure 9 when the rotation correction and normalization
are applied to the DUT data, and an AR reference level better than 0.2 dB is
achieved in transmission and 0.4 dB in reflection. When comparing these results
to the measurement error level of 0.2–0.3 dB caused by using antennas with XPD
≈ 40 dB, it can be seen that in transmission the curves are below this limit and
the AR curves for RHCP and LHCP diverge slightly after the normalization and
rotation correction. At the same time, in reflection the curves are still above
this lower limit after the normalization and error correction and the RHCP and
LHCP AR curves are closer to each other after the normalization. The two spikes
in the AR curve in the reflection data of Figure 9 correspond to the frequencies
where the electrical thickness of the DUT is equal to nλ/2, n = 1, 2, .., resulting
in almost perfect transmission and thus significantly reducing the SNR of the
received reflected signal. This effect clearly indicates the importance of having a
high SNR for accurate AR characterization of a DUT.
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Figure 10: Concept design of the CPSS under study, consisting of meander line
substrates with the pattern rotated 45 degrees with respect to the previous layer.

6 Circular polarization selective
structure measurement results

The measurement scheme described in Sections 3–4, and the calibration methods
and rotation error correction described in Section 5 were utilized to character-
ize the transmission and reflection properties of a wideband CPSS described in
detail in [6]. The CPSS is based on cascaded anisotropic layers of conducting
meander line patterns, as in Figure 10, where each consecutive layer is rotated
45◦. A manufactured prototype of the CPSS is presented in Figure 11. The
structure consists of thin Arlon DiClad 880 substrates separated by sheets of
Rohacell 31 HF low permittivity foam. The total thickness of the prototype is
13.7mm, which corresponds to 0.69 wavelengths at the center frequency 15GHz.
Specific material properties and design parameters of the CPSS are presented
in [6]. Simulated and experimental results are presented in Figures 12–14, where
the transparent dotted curves correspond to raw measurement data, the dashed
curves referred to as processed are measurement data after time gating and zero
padding, and the dash-dotted curves referred to as calibrated are the final state
of the measurement results after the rotation error correction and the normal-
ization have been applied. The solid lines correspond to simulation data from
Computer Simulation Technology Microwave Studio (CST MWS), utilizing the
frequency domain solver, with 16 steps per wavelength mesh setting and local
mesh refinement at specific regions of the structure.

The transmission results in Figure 12 were acquired with a separation of 0.9m
between the antennas and the CPSS. All measured scattering data from the DUT
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1 cm

Figure 11: Manufactured CPSS prototype originally presented in [6]. To the
left the 58 cm× 58 cm panel is presented and to the right a zoomed in picture of
the meander line pattern on the fist substrate is shown.
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Figure 12: Transmission properties of a wideband CPSS, where the solid lines
are simulation results, the dotted curves are raw measurement data, the dashed
curves are processed data (after time gating and zero padding), and the dash-
dotted lines correspond to data that have been calibrated and corrected for ro-
tation errors using the scheme described in detail in Section 5. The top graph
shows the relative IL for RHCP of the CPSS and the bottom graph shows the
corresponding AR of the CPSS.
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Figure 13: Reflection properties of a wideband CPSS, where the solid lines
correspond to simulation results, the dotted curves to raw measurement data,
the dashed curves to processed data (after time gating and zero padding), and
the dash-dotted lines correspond to data that have been calibrated and corrected
for rotation errors. The top graph shows the relative RL for LHCP of the CPSS
and the bottom graph shows the corresponding AR of the CPSS.
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Figure 14: Isolation of the wideband CPSS, where the solid lines correspond to
simulation results, the dotted curves to raw measurement data, the dashed curves
to processed data (after time gating and zero padding), and the dash-dotted lines
correspond to data that have been calibrated and corrected for rotation errors.
The top graph shows the isolation in transmission for LHCP and the bottom
graph shows the isolation in reflection for RHCP.
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were normalized with a corresponding empty setup transmission measurement.
The results in Figure 13 were achieved using a distance of 1.2m between the
antennas and the CPSS. All measured scattering data from the DUT were nor-
malized with a corresponding reference reflection measurement, as described in
Section 3. In Figure 14, the isolation of the CPSS, both in reflection and in
transmission are presented.

In all graphs in Figures 12–14 a significant improvement can be noticed be-
tween the raw measurement data and the processed data. The reason for this
improvement is the fact that the raw data are composed of signals from all possi-
ble paths from the transmitting antenna to the receiving antenna. Since the main
signals of interest have a clearly defined trajectory (along the shortest path from
the transmitting antenna, interacting with the DUT, to the receiving antenna)
these signals can be separated from all undesired multipath signals.

The CPSS AR curves in Figures 12–13 indicate that, in the same manner
as the results of the PMMA test panels in Figure 9, by applying the rotation
error correction and the calibration scheme in Section 5 the accuracy of the
measured AR is significantly improved. After calibration, the agreement between
the measured and simulated AR is excellent both in transmission and reflection.
At the same time, the calibration is not significantly affecting the IL, RL or
isolation of the DUT, as can be seen in Figures 12–14. The agreement between
simulated and measured IL, RL and isolation is also good.

In order to verify the repeatability of the measurement results of the wideband
CPSS DUT, the complete setup was disassembled and reassembled five times
in transmission and reflection respectively, using different distances between the
antennas. In transmission, the distance from the DUT to the antennas was varied
between 0.35–1.00m, and in reflection the distance from the DUT to the antennas
was varied between 0.7–1.8m with angles of incidence 3–8◦ as a consequence of
varying the distance from the antennas to the DUT.

When comparing the measured and simulated IL and AR in transmission
in Figures 15–17, it can be seen that the agreement is very good and the re-
peatability from subsequent measurements is verified. A small deviation can be
noted for lower frequencies, possibly caused by losses in the DUT unaccounted
for in the simulations. The measured and simulated RL and AR in reflection
also agree very well, but the spread between subsequent measurements is slightly
larger than in the transmission parameters. This is mainly due to alignment
issues associated with performing reflection measurements in general. Also, it
should be noted that when varying the distance from the DUT to the antennas
in reflection, the illumination angle is varied. In simulations of the CPSS, the
mentioned angle variation implies a deviation smaller than 0.2 dB from the nor-
mal incidence results. The measured isolation between RHCP and LHCP is in
good agreement with simulations both in transmission and reflection. Overall,
the measurement results are in excellent agreement with the simulation data, and
the spread between repeated measurements is in line with expectations.
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Figure 15: Multiple transmission measurements of a wideband CPSS, display-
ing the repeatability of the results acquired with the portable setup used in this
work. The solid curves correspond to simulation data, and the dash-dotted lines
correspond to measurement results acquired from five separate measurements.
The top graph shows the RHCP IL and the bottom graph shows the correspond-
ing AR.
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Figure 16: Multiple reflection measurements of a wideband CPSS, displaying
the repeatability of the results acquired with the portable setup used in this work.
The solid curves correspond to simulation data, and the dash-dotted lines cor-
respond to measurement results acquired from five separate measurements. The
top graph shows the LHCP RL and the bottom graph shows the corresponding
AR.
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Figure 17: The isolation of a wideband CPSS from multiple transmission and
reflection measurements, displaying the repeatability of the results acquired with
the portable setup used in this work. The solid curves correspond to simulation
data, and the dash-dotted lines correspond to measurement results acquired from
five separate measurements. The top graph shows the isolation in transmission
for LHCP and the bottom graph shows the isolation in reflection for RHCP.

7 Conclusions
A technique for measuring the CP transmission and reflection properties of a
test panel has been presented. By utilizing LP antennas with a high XPD, the
CP scattering of a test panel can be synthesized with high accuracy from LP
measurements. A relative rotation of the transmitting and receiving antennas of
45◦ was introduced in order to achieve a high signal to noise ratio in all reference
scattering matrix components. This arrangement introduces the possibility of
calibrating the DUT data in an efficient manner, resulting in improved agreement
in AR between measurements and simulated data. A post processing procedure
was presented and utilized for characterizing a wideband CPSS. The agreement
between measured and simulated data is excellent and the repeatability of the
measurements was verified for the specific setup.
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Abstract
We present a non-resonant, dual band circular polarization selective

structure (CPSS) for satellite communication applications in the K- and
Ka-band. The structure consists of multiple layers of cascaded anisotropic
sheets, with printed meander lines, separated by low permittivity spacers.
It reflects right hand circular polarization and transmits left hand circular
polarization in the lower frequency band. In the upper frequency band the
opposite polarization selectivity is achieved. The theory of dual band cir-
cular polarization selectivity from cascaded anisotropic sheets is presented,
and it is concluded that the separation between the frequency bands of op-
eration is governed by the relative rotation between subsequent layers. An
optimization routine for synthesizing dual band CPSSs from predefined de-
sign requirements is introduced, where a number of different optimization
algorithms are utilized. A simulated design is presented which fulfills the
strict design requirements of insertion loss and return loss less than 0.5 dB,
and axial ratio less than 0.78 dB, in the frequency bands 17.7–20.2GHz and
27.5–30.0GHz. A prototype of the optimized design has been fabricated
and characterized experimentally, both in transmission and reflection, and
good agreement is observed between simulated and experimental results.
This type of structure is a potential candidate for implementation in dual
band multiple spot beam systems utilizing frequency and polarization reuse
schemes.

1 Introduction
Key components in today’s interconnected world are communication satellites
positioned in crowded orbits [7]. In order to utilize the available satellite aperture
in a more efficient manner, frequency and polarization reuse schemes can be
utilized [14]. By using dual band satellite communication (SATCOM) systems
these satellites can be improved by reducing the number of reflectors needed
by a factor of two [2]. An example of such a system was recently presented
in [17], where a dual band polarizing surface converting linear polarization (LP)
to circular polarization (CP) was used as a reflector in the Ku-band. Alternative
solutions to this system can be achieved using dual band circular polarization
selective structures (CPSSs), either as diplexers or reflectors. A dual band CPSS
will for the lower frequency band reflect one handedness of CP while transmitting
the orthogonal circular polarization, and do the converse for the higher frequency
band [11].

In the last century, many different CPSS designs have been presented with
various performance levels [1, 8, 12, 13, 16, 18, 20–22]. An overview of the CPSSs
presented up to date is presented in [5], where these structures are evaluated
with respect to relevant performance requirements. Recently, a high performing,
wide band CPSS concept based on non-resonant elements was presented [3–5,15].
These designs all consist of multiple sheets of meander lines stacked and rotated
after one another. Each layer is perceived as an effective capacitance/inductance
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in linear polarization by incident waves. A shortcoming of previously presented
CPSSs is that the design and optimization have been carried out to obtain oper-
ation in a single frequency band. In the same manner as in a frequency selective
structure, higher order resonances can be observed in a CPSS. However, the fre-
quency separation between these resonances is generally much larger than what
is desirable, and to optimize a CPSS for dual band operation is a challenging
task.

To this end, we present a design procedure for dual band CPSSs consisting
of multiple layers of anisotropic sheets. In the same manner as in [3–5, 15], sub-
wavelength meander lines are used to achieve a strong anisotropic response in the
sheets. The frequency bands of interest in this work are the SATCOM downlink
band 17.7−20.2 GHz and the uplink band 27.5−30.0 GHz, located in the K- and
Ka-bands. To the authors’ knowledge, this is the first time a dual band CPSS is
presented with performance levels applicable to real world configurations.

The paper is organized as follows: in Section 2 the theory of scattering in
circular polarization from anisotropic sheets is presented. It is shown that the
optimal number of layers of a CPSS can be found in order to achieve CP selectivity
in multiple frequency bands, and to reduce the cross polarization scattering. A
detailed optimization procedure is introduced in Section 3, where a dual band
CPSS is designed based on predefined performance requirements. Simulation
results of the optimized design are presented in Section 4. A prototype was
manufactured and the details of this test panel are presented in Section 5, and
experimental results of this structure are evaluated in Section 6. Finally, some
concluding remarks are presented in Section 7.

2 Theory - dual band circular polariza-
tion selectivity from linear elements

The scattering matrix in circular polarization of a system with two ports, located
on each side of the sample, is

SCP =


SRR

11 SRL
11 SRR

12 SRL
12

SLR
11 SLL

11 SLR
12 SLL

12
SRR

21 SRL
21 SRR

22 SRL
22

SLR
21 SLL

21 SLR
22 SLL

22

 , (2.1)

where the superscript R stands for right hand circular polarization (RHCP) and
similarly L stands for left hand circular polarization (LHCP). The subscripts 1
and 2 indicate the number of the receiving and transmitting port. Throughout
this work, the time convention ejωt is used, and for the definition of circular
polarization the IEEE definition is followed [6]. An ideal right hand circular po-
larization selective structure (RHCPSS) should reflect RHCP waves and transmit
LHCP waves, while maintaining the polarization state of the signals, and is de-
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scribed by

SRHCPSS =


e−jφr 0 0 0

0 0 0 e−jφt

0 0 e−jφr 0
0 e−jφt 0 0

 , (2.2)

where φt and φr are the phases of the transmission and reflection coefficients,
respectively. Similarly, an ideal left hand circular polarization selective structure
(LHCPSS) is described by

SLHCPSS =


0 0 e−jφt 0
0 e−jφr 0 0

e−jφt 0 0 0
0 0 0 e−jφr

 . (2.3)

The scattering matrix of an ideal dual band CPSS will be represented by either
(2.2) or (2.3) for a certain frequency f1 and the other for frequency f2.

A layer of infinite extent in the plane perpendicular to the direction of prop-
agation, and of infinitesimal thickness, can be described by the reflection coef-
ficients (rx, ry), and the transmission coefficients (tx = 1 + rx, ty = 1 + ry) in
LP. It can also be represented by a scattering matrix in CP [11], where the CP
scattering matrix for the linear element is given by

SCP
Linear = rx + ry

2


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

+


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0



+ rx − ry
2


e−2jθi 0 0 e−2jθi

0 e2jθi e2jθi 0
0 e2jθi e2jθi 0

e−2jθi 0 0 e−2jθi

 , (2.4)

where θi is the rotation of the element in the plane. A single layer cannot be
reduced to any of the ideal cases (2.2) or (2.3), but these properties can be
achieved by stacking several layers each rotated with respect to the previous
layer and separated a distance d. Assuming ry = 0, rx = r and using the Born
approximation treating the elements as weak scatterers [10], the scattering matrix
for multiple layers of linear elements can be shown to be

SLinear = e−jkd


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0



+
N∑
n=1

r

2


e−2j(kzn+θn) e−jkzn e−jkd e−j(kd+2θn)

e−2jkzn e−2j(kzn−θn) e−j(kd−2θn) e−jkd

e−jkd e−j(kd−2θn) e−2j(kzn+θn) e−2jkzn

e−j(kd+2θn) e−jkd e−2jkzn e−2j(kzn−θn)

 , (2.5)



164 Paper V

where N is the number of layers, zn is the position of the n:th layer and θn is
the rotation of the n:th layer. With equidistant placement and the same rotation
between each layer the relevant reflection parameters in the scattering matrix
can be described by

SRR
11 = r

2

N∑
n=1

e−j2n(kd+θ), (2.6)

SLL
11 = r

2

N∑
n=1

e−j2n(kd−θ), (2.7)

SRL
11 = SLR

11 = r

2

N∑
n=1

e−j2nkd. (2.8)

When the phase distance between two layers equals the relative rotation of
the linear elements, k1d = θ, (2.7) is maximized and LHCP waves are reflected.
If the direction of rotation between the layers is mirrored, i.e. θ = −k1d, (2.6)
is instead maximized and thus the opposite polarization (RHCP) is reflected.
Given that either (2.6) or (2.7) is maximized, the number of layers N can be
chosen to minimize the reflection of the orthogonal co-polarized component as
well as the cross polarization terms (2.8). A detailed derivation of the lowest
optimal number of layers (Nopt) is presented in [11], where it is concluded that
this quantity is given by the smallest denominator of θ/π when this is a rational
number. To summarize, if θ = −k1d < 0 the structure is an RHCPSS at the
frequency f1, corresponding to the wave number k1. Another solution is achieved
when k2d = π + θ = π − k1d. Then (2.7) is maximized and for the previously
chosen Nopt (2.6) and (2.8) are still minimized. This indicates that the structure
is an LHCPSS at the frequency f2, corresponding to the wave number k2, and
the relation between the two bands is given by,

f2 = π− |θ|
|θ|

f1. (2.9)

A physical explanation of these two solutions, and thus the dual band be-
havior, is as follows. At a fixed instant in time, an electromagnetic CP wave
with frequency f1 propagating in the z-direction through a multilayered CPSS
will have a certain phase distribution as it interacts with each of the anisotropic
layers, as in Figure 1. If the polarization of the wave rotates in a certain direction
in space as a function of the distance z, and the rotation between each layer of
the structure θ matches this rotation, the wave will align with the layers and be
reflected. This situation is described by the relation k1d = −θ. The orthogo-
nal polarization will be misaligned with each layer and will thus be transmitted.
However, if another wave at a different frequency f2 rotates in the opposite di-
rection in space it would also align with the layers the same way if the change
of phase between the layers was k2d = π + θ = π − k1d. Thus, dual band CP
selectivity is achieved with interchanged reflection and transmission properties
in the two bands, and the two reflected waves are illustrated in Figure 1.
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f1, RHCP

Figure 1: The principle of operation of a dual band CPSS illustrated at a fixed
instant in time t, where RHCP waves at frequency f1 rotate θ = −π/3 radians
between each layer and LHCP waves at frequency f2 rotate π+ θ = 2π/3 radians
(in the opposite direction).

The selectivity in transmission is not treated by the theory of weak scat-
tering in (2.5)–(2.8), but can be motivated from a power conservation point
of view. The co-polarized transmission amplitude is bounded by |Sllmn|2 ≤
1−|Sllnn|2−|Sklnn|2−|Sklmn|2, wherem,n ∈ {1, 2} are the receiving and transmitting
ports, and k, l ∈ {RHCP,LHCP} are the polarization state of the received and
transmitted waves. If the co-polarized reflection amplitude |Sllnn| is close to one
the co-polarized transmission amplitude |Sllmn| will be small. Conversely, if the
co-polarized reflection amplitude is weak the co-polarized transmission amplitude
will be strong, provided weak cross-polarization scattering and low losses.

The choice of the rotation angle θ between the CPSS layers will depend on
the desired frequency separation of the bands and the optimal number of layers.
In Table 1 different feasible values of θ, the corresponding lowest optimal number
of layers, and the frequency separation of the two bands are shown. A general
pattern that can be observed is that smaller relative rotations result in larger
separations between the frequency bands, and vice versa.

For the proposed frequency bands of 17.7 − 20.2GHz and 27.5 − 30.0GHz a
rotation of θ = 76.3◦ would be preferable. This is illustrated in Figure 2, where
the reflection of a dual band CPSS consisting of five equidistantly placed layers
of linear elements, each rotated θ = 76.3◦ with respect to the previous layer,
has been simulated using the expressions (2.6)–(2.8). The cross polarization is
not minimized with this number of layers but it is low. However, this choice
of θ cannot be implemented in a full wave simulation model as the unit cell
construction using periodic boundary conditions is infeasible if the number of
layers is larger than three. For such a periodic structure consisting of connected
elements, modeled with periodic boundary conditions, the feasible choices of θ
are {45◦, 60◦} [11]. To this end, θ = 60◦ is used in this work as the frequency
separation of the two bands is more suitable than that of θ = 45◦.
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Table 1: The number of layers and for what frequencies the dual band CPSS is
operating for a certain rotation between layers.

Rotation - degree / (radian) Nmin f2

18◦ / (π/10) 10 9f1

20◦ / (π/9) 9 8f1

22.5◦ / (π/8) 8 7f1

24◦ / (2π/15) 15 6.5f1

30◦ / (π/6) 6 5f1

36◦ / (π/5) 5 4f1

40◦ / (2π/9) 9 3.5f1

45◦ / (π/4) 4 3f1

60◦/ (π/3) 3 2f1

72◦ / (2π/5) 5 1.5f1
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Figure 2: Reflection simulations of a five layer dual band CPSS using the weak
scattering approximation. Scattering parameters of normalized magnitude are
here presented as a function of normalized frequency.

3 Design and optimization
A multitude of dual band CPSS designs, consisting of different numbers of me-
ander line sheets, were optimized and evaluated in [11]. There it was observed
that adding more layers to the structure increases the potential bandwidth of the
CPSS, but also increases the design complexity of the structure. It was shown
that the wide bandwidth displayed in [5] can be traded for improved dual band
performance by relocating the frequency bands of operation closer to each other.
The study in [11] provided a starting point for designing and optimizing a dual
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Figure 3: Geometry of a meander line unit cell. The tilt angle of the unit cell
α is chosen to be equal to θ = 60◦.

band CPSS in this work. As was mentioned in Section 2, the rotation angle
θ = 60◦ is used and meander lines are utilized as linear elements as they pre-
viously have been successfully used to simulate and manufacture a single band
wide band CPSS [4, 5]. However, the optimization procedure presented in this
section can be used to design dual band CPSS with any kind of elements. Realis-
tic materials were implemented in the simulation model, where copper meander
lines were printed on thin substrates, separated by low permittivity spacers and
assembled together using thin bonding films. Further details of the materials
used are presented in Sections 4–5.

The meander line geometry for a single layer is depicted in Figure 3, where a
unit cell is shown and design parameters are introduced to describe the unit cell
and the meander line. There are two periods of the meander line in one unit cell
to achieve a desired meander line alignment in the infinite structure, see [11] for
details. The three dimensional unit cell has the shape of a parallelepiped and the
periodicity of the unit cell is shared between all layers. Increasing the number
of layers, given N = aNopt (a ∈ N), increases control of the polarization purity
of reflected and transmitted CP waves. However, in a realistic design increasing
the number of layers is problematic as the losses in the materials become more
significant and the fabrication of the design becomes more challenging. Moreover,
each additional layer of meander lines adds to the dimension of the parameter
space, resulting in higher complexity of the optimization problem.

Due to the high number of degrees of freedom in the design, multilayer CPSS
are quite complex from an optimization point of view. Thus, symmetry around
the center of the structure in the ẑ-direction is enforced in order to reduce the
design complexity. This roughly reduces the dimension of the problem by half.
The design parameters used are the width and height of the meander lines, the
thickness of each spacer between the layers and the periodicity of the meander
lines. For a design with an even number of layers this results in 3

2N+1 optimiza-
tion parameters where N is the number of layers, similarly for a design with an
odd number of layers the number of optimization parameters are 3

2 (N + 1). In
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this work, six layers were chosen for the design based on a compromise between
performance and design complexity.

To evaluate the designs during the optimization process a number of perfor-
mance parameters are introduced. For a CPSS the relevant properties to examine
are the losses in transmission and reflection as well as the purity of the circu-
lar polarization in both reflection and transmission for the relevant polarization.
These parameters are quantified as insertion loss (IL), return loss (RL) and axial
ratio (AR). The definition of these parameters, in dB, is

IL = −20 log 10(|Sllmn|), m 6= n, (3.1)

RL = −20 log 10(|Sllnn|), (3.2)

ARt = 20 log 10
(∣∣∣∣ |Sklmn|+ |Sllmn||Sklmn| − |Sllmn|

∣∣∣∣) , k 6= l, m 6= n, (3.3)

ARr = 20 log 10
(∣∣∣∣ |Sklnn|+ |Sllnn||Sklnn| − |Sllnn|

∣∣∣∣) , k 6= l, (3.4)

where, as previously introduced in Section 2, m,n ∈ {1, 2} are the receiving and
transmitting ports, and k, l ∈ {RHCP,LHCP} are the polarization state of the
received and transmitted waves.

The targeted goals to be fulfilled in both frequency bands are IL and RL
less than 0.5 dB for the relevant polarization, and AR less than 0.78 dB. These
performance levels were previously introduced in an analogous project involving
a single band CPSS [2]. For a dual band CPSS there are in total eight target
goals to fulfill, summarized in Table 2. In this project, the structure was designed
to reflect RHCP in the lower frequency band and LHCP in the upper frequency
band, which could easily be interchanged by mirroring the structure.

From the specified performance parameters and target values a penalty func-
tion F is introduced. Finding a suitable design implies minimizing F , which has
the general form

F =
2∑

n=1

4∑
m=1

cn,m

∫
Ωn

|gn,m|kn,m ·H(gn,m) df, (3.5)

with
gn,m(f) = hn,m(f)− ln,m, (3.6)

where index n is for each band, index m is for the performance parameter, cn,m
is the weight of each function, hn,m are the performance functions of interest (see
Table 2), ln,m are the thresholds under which the integrand is zero, Ωn is the
integration domain specified by the frequency bands, kn,m are exponent weights
and H is the Heaviside (or unit step) function.

The penalty function contains several local minima which is problematic for
many optimization routines. To avoid these undesirable minima several opti-
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Table 2: Performance parameters for each polarization and frequency band. The
subscripts on AR indicate transmission (t) or reflection (r). The requirements to
be fulfilled in this work are IL and RL less than 0.5 dB and AR less than 0.78 dB.

17.7− 20.2 GHz 27.5− 30.0 GHz
RHCP RL & ARr IL & ARt
LHCP IL & ARt RL & ARr

mization algorithms, weight functions and thresholds were used. An initial op-
timization using a genetic algorithm provided a starting point, and reduced the
size of the parameter space, for a Nelder-Mead simplex method algorithm to
continue the optimization. If satisfactory results were not obtained, then the
genetic solver was run again with changed settings and/or updated penalty func-
tions before moving on with the Nelder-Mead simplex algorithm. Likewise, if
the results after this second optimization step were non-satisfactory the penalty
function and parameters were tweaked and the Nelder Mead simplex algorithm
was run again. The final algorithm used was a trust region method for when the
minimum was in close proximity. The described procedure can be summarized
by the flowchart illustrated in Figure 4. The utilized algorithms are all available
in Computer Simulation Technology Microwaves Studio (CST MWS) as built-in
optimization routines. Greater flexibility can be achieved in the optimization
process if the simulation software is controlled externally by MATLAB. In this
case a great number of optimization algorithms can be utilized.

A six layer CPSS design was optimized for normal incidence in CST MWS
using a 32 GB RAM, Intel i7-2600 3.4GHz CPU desktop computer, using the
technique in Figure 4. A coarse simulation mesh of ten steps per wavelength
was initially used in the genetic algorithm optimization in order to reduce the
computation time of each iteration. Typically a few thousand iterations were
carried out in this part of the procedure. The mesh settings were later gradually
improved during the optimization cycles when the simplex algorithm and the
trust region algorithm were employed, where roughly a few hundred iterations
were carried out. A mesh convergence study was executed when a final design
candidate fulfilling all requirements had been achieved. This study showed that
the mesh settings used in the optimization routine were satisfactory, and that
almost no noticeable improvement in accuracy was achieved if a mesh finer than
16 steps per wavelength was used.

4 Simulated results
The optmized six layer CPSS, with 60◦ relative rotations between subsequent
layers, consists of thin Arlon DiClad 880 teflon sheets with printed copper me-
ander lines separated by low permittivity, low loss Rohacell HF31 spacers. The
components of the structure were bonded together using thin bonding layers. The
electrical properties and thickness of the bonding layers were estimated using the
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Figure 4: Flowchart for optimizing a dual band CPSS using built-in optimiza-
tion algorithms in CST MWS.
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Table 3: Material parameters of the meander line CPSS

Material Rel. permittivity Loss tangent Thickness
Rohacell H31 1.043 0.002 d1, d2 and d3
spacers
Arlon DiClad 880 2.17 0.003 0.127mm
substrates
Copper, wires σ = 58MS/m 18µm
3M Scotch-Weld 2.32 0.001 0.05 mm
bonding layers

Bonding layersSubstrates Spacers Copper wires

d 1d 2 d 2 d 3d 3

layer 1 layer 1layer 3 layer 2 layer 2 layer 3

ẑ

ŷ

Figure 5: Side view of the dual band meander line CPSS consisting of six layers
of substrates and five low permittivity spacers.

same procedure as in [5], where a similar CPSS was designed and fabricated. The
material properties and the thickness of each layer of the dual band CPSS are
presented in Table 3, and a side view of the CPSS can be seen in Figure 5.

The total thickness of the simulated design is 17.22mm, which corresponds
to 1.08 wavelengths at the center frequency of the lower band of operation f =
18.95GHz. The meander lines of one unit cell as implemented in CST MWS
can be seen in Figure 6, and the values of the meander line thickness wi and
the meandering height hi of each layer are given in Table 4. The side length of
the unit cell P and the thickness of the spacers are also presented in Table 4.
Only three different meander line layers and spacer thicknesses are present in the
design due to the enforced symmetry introduced in Section 3.

Simulation results are presented in Figure 7 where 16 steps per wavelength
mesh setting was used, and the IL, RL and AR for transmission and reflection are
presented for both bands of operation. Red curves correspond to RHCP and blue
curves to LHCP and it can be seen that the eight requirements specified in Table 2
are all fulfilled. When comparing the results in Figure 7 to the wideband meander
line CPSS in [5] a substantial reduction in bandwidth can be observed in the dual
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ŷ

ẑ

Figure 6: Meander lines of the six layers in the dual band CPSS design imple-
mented in CST MWS. When a unit cell is defined, components extending outside
of the unit cell are automatically pasted into the opposite side of the unit cell by
the software.

Table 4: Design parameters of the dual band meander line CPSS.

Parameter P d1 d2 d3 h1

Value (mm) 5.49 3.80 2.90 3.24 1.14

Parameter h2 h3 w1 w2 w3

Value (mm) 1.21 1.25 0.99 0.61 0.12

band design. This is in part caused by the targeted dual band functionality as
well as the relatively small frequency separation between the bands of operation.

5 Prototype manufacturing and error
estimates

A prototype of the optimized six layer dual band CPSS was manufactured and
can be seen in Figure 8. The dimensions of the prototype are 310mm× 310mm
and the total thickness is 17.11mm, which should be compared to the thickness
of the optimized simulated design of 17.22mm. As was mentioned in Section 4,
copper meander lines were printed on thin Arlon DiClad 880 substrates. The
Rohacell HF31 spacers of custom thickness were manufactured by Evonik. The
thickness of each spacer was measured individually, using a micrometer screw
gauge, before assembling the prototype and it was concluded that the devia-
tion between simulated and fabricated values was smaller than 0.1mm. For the
bonding layers a 3M Scotch-Weld 76 adhesive spray was used. Unfortunately,
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Figure 7: Simulated results of the meander line dual band CPSS, where red
curves correspond to RHCP and blue curves to LHCP. The upper left plot shows
the RL in both frequency bands and the lower left plot the corresponding AR.
The upper right plot shows the IL in both frequency bands and the lower right
plot the corresponding AR.

the actual thickness of the bonding layers proved difficult to estimate due to
the Rohacell HF31 being porous and the adhesive penetrating the spacers in the
process of assembly of the prototype.

In order to investigate the impact of the bonding layer thickness on the per-
formance of the CPSS, a parametric study was carried out where the thickness
of the bonding layers was varied, while the total thickness of the CPSS was kept
fixed by compensating the thickness of the spacers by the same length. Simulated
results are presented in Figure 9, where the solid, dashed, and dash-dotted curves
correspond to the bonding layer thicknesses 0.05mm, 0.12mm and 0.19mm, re-
spectively. It can be seen that increasing the thickness of the bonding layers by a
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Figure 8: Manufactured dual band CPSS prototype.

factor of two implies a negative frequency shift of about 0.7GHz in RL and IL, as
well as a detuning of the corresponding AR. Another source of error associated
with the assembly of the prototype is the impact of a relative displacement in the
xy-plane between subsequent layers in relation to the alignment in Figure 6. This
effect was investigated by simulating the properties of the CPSS where transla-
tions in the horizontal and vertical directions were introduced using random shift
variables, and where the maximum shift of each layer corresponded to a complete
displacement in relation to the next layer. A total of 200 such simulations were
carried out and the maximum deviation of the scattering parameters for each
frequency are presented as colored bands in Figure 10. Here it can be seen that
the impact of displacements of the layers in transverse directions is negligible in
RL and IL, and on the order of 0.05 dB in AR. Similar results were presented
in [22], where relative translations of subsequent layers of a multilayer CPSS in
the optical regime were investigated.

6 Experimental setup and results
Experimental characterization of the transmission and reflection properties of the
dual band CPSS prototype were carried out at Lund University. The frequency
range 13 − 34GHz was measured using two separate pairs of single-polarized,
standard gain horn antennas. Two SATIMO SGH 1850 antennas were used to
cover the lower frequency band, and two SATIMO SGH 2650 antennas were
used for the upper frequency band. These antennas have a boresight cross-
polarization discrimination better than 40 dB in their respective frequency range
of interest. The experimental setup was assembled on a Newport RS2000 optical
table, and the receiving and transmitting antennas were mounted on THORLABS
PRMTZ8 motorized precision rotation stages. Two of such stages were used to
control the yaw and the roll of each antenna, which in turn were connected to
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Figure 9: Parametric study of the thickness of the bonding layers in the mean-
der line dual band CPSS. The upper left plot shows the RL in both frequency
bands and the left plot the corresponding AR. The upper right plot shows the
IL in both frequency bands and the lower right plot the corresponding AR. The
solid, dashed, and dash-dotted curves correspond to the bonding layer thicknesses
0.05mm, 0.12mm and 0.19mm, respectively.

an Agilent E8364b vector network analyzer (VNA). The VNA and the rotational
stages were controlled through MATLAB scripts using USB and GPIB to USB
connections [9, 19]. The CPSS prototype was placed in a custom made sample
holder of adjustable height made entirely of plastic and polymethyl methacrylate
(PMMA). An overview of the experimental setup is presented in Figure 11.

The high degree of control in alignment of the setup provided by the optical
table, the antenna fixtures and the rotational stages implied that the setup could
easily be modified to measure at different distances between the sample and the
antennas. An initial coarse alignment of all components of the setup was carried
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Figure 10: Simulations of relative translations of the layers of the CPSS. The
maximum deviations of 200 simulations are shown.

out using cross line lasers. After that, the alignment of the rotational stages were
fine-tuned using feedback from the VNA. For the transmission measurements, a
golden section search was utilized to maximize power throughput of the setup,
given a fixed separation between the antennas, without the prototype present. In
a similar way, alignment of the setup for reflection measurements used a golden
section search maximizing reflection with the reference being an aluminum foil
sheet water glued to the prototype [4]. This method achieved an accuracy in
antenna rotation and jaw alignment on the order of 0.1◦.

When the setup had been properly aligned, the scattering matrix compo-
nents of interest in linear polarization were acquired and processed using the
post processing method described in detail in [4], resulting in equivalent circular
polarization scattering parameters of the device under test. When characterizing
the transmission properties of the CPSS, the antennas were placed on each side
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Absorber panels

Tx antenna

Sample holder
Rx antenna

Device under test

Rotation stage controllers

Rotation stages

Figure 11: Experimental setup for dual/wide band characterization of a CPSS
at frequencies 13-34GHz.

of the prototype as in Figure 11. The scattering matrix components of the device
under test were normalized with a corresponding reference measurement, consist-
ing of measurements of the empty setup. In reflection, both antennas were placed
on one side of the device under test at an oblique angle of about 3◦. This small
incidence angle variation was simulated and it was concluded that the variations
in the scattering parameters of the meander line CPSS were hardly noticeable.
For the reference measurements in reflection, a thin aluminum foil was attached
to the device under test using a small amount of water as an adhesive.

The characterized deviations between the optimized and fabricated designs
due to manufacturing errors and uncertainties, discussed in Section 5, were used
to generate an updated simulation model corresponding to the realized proto-
type. In this design, the thickness of the spacers is d1 = 3.78mm, d2 = 2.87mm,
d3 = 3.17mm, and the updated bond layer thickness was set to 0.12mm. A
comparison between the updated simulation results and the experimental results
are presented in Figure 12, were the dashed curves correspond to measurements
and solid curves represent simulated results. It can be seen in the experimental
data that two separate pairs of antennas were used to cover the full frequency
range. The experimental AR curves are only plotted in the relevant regions of
interest for each component, in order to make the figures more readable. Good
agreement can be observed in general between the simulated and measured re-
sults. However, it can be noticed that the IL of the higher frequency band is
about 0.2–0.3 dB larger than the simulated results. This is most likely caused by
the fact that the material parameters used in the simulations are typically de-
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Figure 12: Experimental and simulated results of the meander line dual band
CPSS. The upper left plot shows the RL in both frequency bands and the left
plot the corresponding AR. The upper right plot shows the IL in both frequency
bands and the lower right plot the corresponding AR. Experimental results are
represented as dashed curves and simulated results as solid curves.

fined for frequencies less than 10GHz. Both the Rohacell HF31 spacers and the
adhesive layers most likely display increasing losses when higher frequencies are
considered. When comparing the results in Figures 7 and 12 it is observed that
the measured curves are shifted down in frequency of about 1.0GHz in relation
to the optimized simulation model. This is most likely caused by the additional
thickness of the bonding layers, penetrating the Rohacell HF31 spacers.
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7 Conclusions
A dual band circular polarization selective structure for K- and Ka-band applica-
tions has been presented. The structure consists of six cascaded layers of meander
lines, separated by low permittivity spacers. Simulations of the design fulfill the
strict design requirements of return loss and insertion loss better than 0.5 dB, and
axial ratio better than 0.78 dB over the frequency bands 17.7–20.2GHz and 27.5-
30.0GHz, with alternating circular polarizations in the two bands. A prototype
was fabricated and characterized experimentally and good agreement has been
observed between simulated and measured results. This type of cascaded circu-
lar polarization selective structures has been shown to possess great potential to
achieve both wideband and multi-band filtering properties, and constitutes an
interesting design concept for future ideas.
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Abstract
Fiber composites are widely used for space applications such as anten-

nas, solar panels and spacecraft support structures. This paper presents a
combined electromagnetic and acoustic analysis of a triaxial carbon fiber
weave structure, designed for ultra lightweight reflector antennas in satellite
communication systems. The electromagnetic and acoustic performance of
the structure are analyzed over a wide range of parametric studies, both
at a microscopic and mesoscopic length scale. The electromagnetic study
indicates that the main parameter governing the electromagnetic reflection
performance of the weave is the electric conductivity of the carbon fibers,
given that the weave structure is significantly smaller than the wavelength
of the incident signals. The acoustic study identifies a critical threshold
in the mesoscale geometry in order to avoid a critically high resistive be-
havior of the weave structure, driven by viscous effects. Design guidelines
are drawn from these analyses in order to achieve a trade-off between the
electromagnetic reflection properties and the resistance to acoustic loading
of such composite materials. These combined analyses allow to deepen the
understanding from both an electromagnetic and acoustic perspective in
order to open for some new design possibilities.

1 Introduction
For many years, reflector antennas have been widely used in satellite commu-
nication applications. The conditions in space are very harsh with significant
temperature effects and thermal cycling, radiation and vacuum, at the same
time satellite reparations are very hard to perform. This implies that designing
a space antenna is a very delicate matter where aspects such as the weight and
size of the antenna are very important to take into consideration [8, Ch. 4]. The
current satellite communication situation consists of high demands of increasing
communication data rates between satellites and ground stations. To this end,
large aperture reflector antennas are mounted on the satellites, typically with a
diameter of a few meters up to 30 meters [8,22]. To reduce the satellite payload,
components such as reflectors, solar panels and satellite support structures are
made of carbon fiber composites [16], where the reflectors commonly consist of
multi-layer carbon fiber laminates. However, a reflector with a large aperture to
mass ratio may suffer from high acoustic loads at take-off due to a wide range of
airborne acoustics and structure-borne vibration interactions, potentially caus-
ing fractures. One way to overcome this problem is to utilize ultra light weight
reflectors [3, 19, 20, 22], which typically consist of a porous carbon fiber weave
structure kept in place by a stabilizing rim. This type of “mesh reflector surface”
is also commonly used in large aperture unfurlable reflectors [10, 23], with a di-
ameter up to 30 meters, that are unfolded and deployed when the satellite is in
position in space.

The high porosity of this type of reflectors implies a slight degradation of
the electromagnetic reflection performance, but also provides a significant im-
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provement of the payload and reduced acoustic loads of the structure at take-off
compared to traditional reflectors. This property of triaxial carbon fiber weaves
has been utilized in other applications such as face sheets in acoustic absorbing
panels for aircraft engines [27]. The mechanical and thermodynamic properties
of triaxial woven fabrics have previously been studied extensively [7,10,17]. How-
ever, to the knowledge of the authors, there are few previously published works
where the acoustic and electromagnetic properties of this type of structures are
analyzed in parallel, resulting in common design guidelines for triaxial weaves in
satellite communication applications.

The outline of this paper is as follows: in Section 2 the general properties of
the studied structure, the triaxial composite weave, are described. In Section 3
the electromagnetic reflection properties of the weave structure are investigated.
In the low frequency limit the electromagnetic properties of the structure can
be modeled using homogenization methods, while at the main frequencies of
interest for satellite communication applications (the Ku and K bands at 10GHz−
30GHz), the electromagnetic response of the structure is analyzed using full
wave finite element method (FEM) simulation models. In Section 4 the acoustic
properties of the weave structure are studied. A numerical model is established
in order to study the impact of the mesoscale geometry, i.e. of a geometrical unit
cell, on the fluid-structure coupling. Although fluid-structure interactions due
to macro-scale properties play an important role, the study of flow resistance of
the triaxial composite weave provides a major starting point linking the design
parameters (unit cell geometry), the acoustic loading, and the acoustic excitation
level. A parametric study of this flow resistance is thus presented, leading to a
non-linear law accounting for medium to high sound pressure levels. In Section 5
design guidelines are presented based on the multiphysics considerations and the
necessary tradeoff between the electromagnetic and acoustic performance of the
structure. Finally, in Section 6 some concluding remarks are presented.

2 Triaxial weave structure
A porous weave reflector can be analyzed at different length scales, see Figure 1.
The microscopic fine structure of the weave consists of carbon fiber bundles
(commonly referred to as fiber tows) in a background resin material, typically
epoxy. Each fiber bundle is coated by an insulating resin coating such that
the weave fiber tows are not in electric contact with each other. This further
means that the weave fiber tows are only conductive along the fiber direction.
The triaxial weave reflector surface used as a reference design in this study is
manufactured by Tencate advanced composites [30]. The carbon fiber fabric
consists of a pitch based high modulus fiber material made by Sakase Adtech in
Japan, with the product reference YSH-70A 1K, and with a weight of 85 g/m2

and a density of 0.59 g/cm3 [24], see Figure 2. The period of the weave pattern
is approximately 3.5mm and the side length of the perforations is about 1.2mm,
which corresponds to a perforation rate of 44%. The insulating resin is a cyanate
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(4)

(1)

(3)

Figure 1: Different length scales of an ultra lightweight weave reflector. The
reflector surface (1) consist of a composite triaxial weave (2), where each of the
weave fiber tows consist of a conducting core and an insulating coating (3). The
conductive core is composed by many conductive microscopic fibers held in place
by an insulating resin background material (4).

3.2 mm

1.2 mm

Figure 2: The weave fabric under study, manufactured by Sakase Adtech [24],
presented on three length scales.

ester RS-3C with low electromagnetic loss tangent [31], and the resin content of
the reflector surface is approximately 28%. The manufacturing procedure of the
triaxial weave fabric is based on braiding of multiple carbon fiber tows in three
principal directions [28], and the manufacturing of the porous reflector surface
from a braided weave is described in detail in [10].

The weave structure and its external loads are periodic and can thus be mod-
eled by a unit cell geometry with periodic boundaries in the plane of the structure.
In this paper two simulation models have been implemented to analyze the elec-
tromagnetic and acoustic properties of the weave: a detailed anisotropic weave
model, taking into account the structure of the weave fiber tows, as in Figure 3,
and a simplified homogeneous slab model, as can be seen in Figure 4. The size
of the smallest possible unit cell that can be used to model the weave depends
on the weave geometry and the nature of the considered problem. For example,
when modeling the electromagnetic response of the structure, the vector-valued
nature of the problem implies extra constraints to the unit cell modeling, com-
pared to the analysis of scalar-valued acoustic interactions.
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Figure 3: Fine structure model of the triaxial carbon fiber weave, where each
fiber consists of a conductive core and an insulating coating.

¾

t b

a2

1
w

Figure 4: Simplified homogeneous slab model of the triaxial carbon fiber weave.

The width of the fiber tows is related to the unit cell parameters a and b in
Figure 4 as w =

√
3(a− b), which implies that by either varying the ratio b/a, or

keeping b/a fixed and varying both b and a simultaneously, the width of the fiber
tows and the shape of the unit cell geometry may be studied. The expression b/a
is constrained by the relation

2/3 < b/a < 1 (2.1)

due to manufacturing constraints, such that b = 2a/3 corresponds to tightly
woven fabrics with the largest possible fiber tow width with respect to a given
unit cell size, and b = a corresponds to the limit case where w = 0. This implies
that, for a given unit cell size, the width of the fiber tows is bounded by the
expression

0 < w < a/
√

3. (2.2)

In addition to the width of the fiber tows, the perforation rate φ (sometimes also
referred to as porosity, i.e. the void fraction of the permeable structure) is also
directly linked to the parameters a and b through the relation

φ = 3b
a

(
b

a
− 1
)

+ 1, (2.3)
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where the minimum value of b/a in (2.1) corresponds to a perforation rate of
33%.

3 Electromagnetic analysis
The electromagnetic properties of the weave were modeled using the commercial
simulation softwares Comsol Multiphysics and Computer Simulation Technology
Microwave Studio (CST MWS). The main goal of the electromagnetic study
was to analyze how the reflection performance of the weave structure depends
on the weave design parameters, such as the width, thickness and conductivity
of the weave fiber tows, as well as the size of the weave unit cell. A general
observation from previous studies [19, 20] is that the performance of a porous
carbon fiber reflector surface deteriorates at high frequencies, which indicates that
a low frequency analysis can give information regarding the optimum reflection
performance to be expected of the structure.

3.1 Low frequency limit analysis
In the low frequency limit, the fine structure of the porous weave becomes very
small with respect to the wavelength of the incident signal. The weave can then
be modeled as a homogeneous slab with effective material parameters that are
extracted by using homogenization methods described in detail for bulk materials
in [15], and for conductive sheets in [26].

To quantify the low frequency limit, we need to consider three different scales,
corresponding to the time scales discussed in [34, p. 707]. First, the thickness
t of the sheet should be much less than the free space wavelength λ = c0/f ,
where f is the frequency and c0 = 1/√ε0µ0 is the speed of light in vacuum, with
ε0 and µ0 being the permittivity and permeability of vacuum, respectively. This
requirement is usually stated as kt� 1, where k = 2πf/c0 is the free space wave
number. Second, the conductive properties of the sheet should dominate over
the capacitive properties, so that σ � 2πfε, where σ and ε are the conductivity
and the permittivity of the sheet, respectively. Third, the thickness should be
much smaller than the skin depth δ = 1/

√
πfσµ, where µ is the magnetic perme-

ability of the sheet. Introducing the refractive index n =
√
εµ/(ε0µ0) and wave

impedance η =
√
µ/ε, we can then formulate all the requirements in terms of the

thickness of the structure in relation to the wavelength (kt) as

kt� 1, weave thickness smaller than the center wavelength.
nkt� ησt, conductive properties dominate over capacitive.
nkt� 2/(ησt), weave thickness smaller than the weave skin depth.

For our particular weave, we assume that: the fiber tow conductivity and relative
permittivity are of the order of σ = 104 S/m, ε = 2ε0, the weave is nonmagnetic
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(µ = µ0), and it has a thickness of t ≈ 80µm. This implies ησt = 210, which
demonstrates that the third requirement is the most conservative. It requires
kt � 2/(nησt) = 3.3 · 10−3, or f � 2.0GHz. Thus, the low frequency limit
is not strictly applicable to frequencies in the range 10 − 30GHz. However, it
still provides valuable physical insight into the conductive processes in the weave,
which makes it a relevant model to consider in more detail.

When the conductive properties dominate over the capacitive ones, the con-
stitutive relation for the material is

J = σ ·E, (3.1)

where J is the current density, σ is the (possibly anisotropic) conductivity, and
E is the electric field intensity. In the low frequency limit, the electric field is
irrotational (∇×E(r) = 0) and can be written as E(r) = E0−∇V (r), where E0
corresponds to an applied constant field, and the potential V is the response from
the material structure. The non-divergent nature of the low-frequency current,
∇ · J = 0, then implies

∇ · [σ(r) · (E0 −∇V (r))] = 0 (3.2)

with periodic boundary conditions in the plane of the sheet, and isolating bound-
ary conditions in the normal direction, n̂ ·J = 0. In Figure 5 the induced poten-
tial V is plotted when a constant external electric field E0 = E0ŷ is applied to
the structure in Comsol Multiphysics. In order for the model not to be under-
determined by a constant potential, a reference potential V = 0 is defined in one
point of the unit cell. Once the electric field intensity E and the electric current
density J are known, the effective conductance of the weave can be determined
through the relation

i = Geff ·E0, (3.3)

where i is the net current in the structure defined as

i = 1
A

∫∫∫
U

J(r) dxdy dz = 1
A

∫∫∫
U

σ(r) · (E0 −∇V (r)) dx dy dz, (3.4)

where U denotes the unit cell volume, and A is its area in the plane of periodicity.
Due to the isolating boundary condition n̂ · J = 0 in the normal direction, the
effective conductance dyadic is

Geff =

Gxx 0 0
0 Gyy 0
0 0 0

 . (3.5)

When the triaxial weave is modeled as a homogeneous slab, as in Figure 5,
the conductance dyadic in (3.5) is isotropic in the xy-plane, resulting in Gxx =
Gyy. By normalizing the effective conductance of the weave in Figure 5 with
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Figure 5: Two dimensional low frequency model of the triaxial weave. The
induced electric potential at the surface of the slab is given by the color map
when an external constant electric field of strength 1 V/m is applied in the ŷ-
direction.

the fiber conductance, defined as G1 = σ1t, the relative effective conductance is
determined as

Gyy,rel = Gyy
σ1t

. (3.6)

This quantity is plotted as a function of the relative side length of the hexagon
shaped hole in Figure 6a together with the bounds on the effective conductance
of the unit cell given by the Wiener bounds [32] defined as〈

(σ(r)t)−1〉−1 I ≤ Geff ≤ 〈σ(r)t〉 I, (3.7)

where the brackets represent the average of the evaluated function, I is the iden-
tity dyadic, σ(r) is the conductivity of the unit cell and t is the weave thickness.
In our specific case this corresponds to a bounded effective conductance Gyy such
that

1
A1
σ1t

+ A2
σ2t

≤ Gyy ≤ A1σ1t+A2σ2t, (3.8)

where A1 and σ1 are the relative area and the conductivity of the weave, and A2
and σ2 = 0 are the relative area and conductivity of the perforations in the weave.
Since the free space conductivity is zero, the lower bound is equal to zero over
the full range of b/a. The side length of the hexagon shaped hole in the unit cell
is in practice bounded according to (2.1) but was varied in the range b ∈ (0, a) for
verification. This homogenization method can also be implemented to determine
the effective conductivity of the carbon fiber tows from the microscopic material
parameters of the carbon fibers and the background resin material. A connection
is then established between the microscopic material properties of the weave fiber
tows and the return loss of the full weave structure.

To determine the reflection and transmission of the homogenized structure the
weave is modeled as a lumped impedance in a transmission line as in [25], where
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Figure 6: Homogeneous low frequency limit model implemented in Comsol
Multiphysics. In (a) the relative conductivity of the weave is plotted as a function
of the relative hole size (b/a). The thickness of the slab is 80 µm, the dashed
line represents the lower bound of b/a and the solid black line correspond to the
upper Wiener bound of the effective conductivity of the weave. The lower Wiener
bound is zero for all relative hole sizes. In (b) the low frequency limit return loss
(defined as RL = −20 log10(|S11|)) of the weave is plotted as a function of the
relative hole size for different weave fiber conductivities.

in this case the characteristic impedance of the line is the free space impedance
Z0 = η0 ≈ 377 Ω. The low frequency reflection coefficient is then calculated as

S11 = −Z0Gyy/2
1 + Z0Gyy/2

, (3.9)

where S11 is the reflection coefficient of the weave and Gyy is the effective con-
ductance of the slab. The return loss of the homogenized structure is plotted,
for different weave fiber conductivities, as a function of the side length of the
hexagon shaped hole in Figure 6b, for a thickness of the weave of 80 µm and
an effective conductance of the slab extracted from Comsol Multiphysics. The
results indicate that if the conductivity of the weave fiber tows is 50 kS/m or
higher, and the relative hole size is minimized (b/a ≈ 0.7), the return loss of a
reflected signal is lower than 0.05 dB in the low frequency limit.

3.2 Full wave analysis
To study the reflection and transmission properties of the weave at the frequencies
of main interest in satellite communication systems, 10–30GHz, the unit cell
models in Figures 3–4 were implemented in commercial simulation softwares,
where pillars of air were added above and below the periodic structure, as in
Figure 7. Two Floquet ports were defined on both sides of the device under test
(DUT), where ports 1 and 3 correspond to signals of x̂-polarization and ports 2
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Figure 7: Simulation model implemented in Comsol Multiphysics and
CST MWS.

and 4 correspond to signals of ŷ-polarization. The interaction of a device under
test with incoming linearly polarized signals from the four ports is fully described
by the scattering matrix S [21, p. 178]. By exciting an incident signal at one
of the ports and collecting the output signals at each port, and repeating this
process for all four ports, a 4×4 scattering matrix is achieved as in (3.10), where
each element Sij = Ei/Ej corresponds to a signal excited at port j and received
at port i. The fact that the structure has a high degree of symmetry in the
xy-plane implies that all the cross polarization terms in the S-matrix are almost
identically zero, resulting in

S =


S11 S12 S13 S14
S21 S22 S23 S24
S31 S32 S33 S34
S41 S42 S43 S44

 ≈

S11 0 S13 0
0 S22 0 S24
S31 0 S33 0
0 S42 0 S44

 . (3.10)

Since the weave consists of conductive fibers of three principal directions, and the
weave periodicity is small in comparison to the wavelength of incident signals,
the electromagnetic scattering from the structure is practically independent of
the polarization direction of the incident signal, which further implies that the
weave appears to be isotropic and that

S11 ≈ S22, S31 ≈ S42,

S33 ≈ S44, S13 ≈ S24.
(3.11)

A material that is isotropic and passive has a reciprocal response to incident
signals, resulting in the relations

S24 = S42, S31 = S13. (3.12)
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Figure 8: Simulation models implemented in Comsol Multiphysics and CST
MWS. In (a) simulation results are compared of the homogeneous slab model
and the anisotropic fine structure model in both simulation softwares. In (b)
the relative power losses due to transmission and the finite conductivity of the
structure are presented.

Also, due to the symmetry of the structure, the reflection properties of the struc-
ture are identical when the structure is illuminated from the front or back side

S11 = S33, S22 = S44. (3.13)

In conclusion, the outcome of this analysis is that S11 and S31 are the only
influential independent scattering parameters to be analyzed. A common measure
of the reflection performance of a structure is the return loss (RL), defined as
the ratio in decibels of the power of a wave incident to a discontinuity relative
to the power of the wave reflected by the discontinuity [21]. Using S-parameters
the return loss is defined as

RL = −20 log10(|Sjj |). (3.14)

As can be seen in the definition above, the return loss is always a positive value
unless the reflected wave has more power than the incident wave, which is only
possible in an active system.

The weave structures in Figures 3–4 were simulated both in CST MWS and
Comsol Multiphysics for verification, with the unit cell size 2a = 2mm, cor-
responding to 2a ∈ (λ/15, λ/5) at the frequencies of main interest, the weave
thickness t = 80 µm, the weave conductivity σ = 104 S/m, and the side length
of the perforations b = 0.7a (corresponding to a perforation rate of 37%). The
design parameters of the anisotropic model are presented in Table 2, and the
number of mesh elements, required RAM memory, and simulation times of the
different models are presented in Table 3. In Figure 8a the simulation curves of
the two softwares almost coincide, and when the insulating coating of the fiber
tows is removed from the anisotropic model the return loss is almost identical to
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Figure 9: Anisotropic simulation model implemented in Comsol Multiphysics.
In (a) the width of the fiber tows has been varied for a fixed unit cell size (a =
1mm) and in (b) the size of the unit cell has been varied for a fixed unit cell
shape (b/a = 0.7).

that of the homogeneous model; this indicates that the anisotropy of the structure
introduces a small increase in the return loss of the weave.

In Figure 8b the relative power loss due to transmission (Ptransmitted/Pincident)
and the finite conductivity of the weave, (Pdissipated/Pincident) are plotted sepa-
rately, where it can be seen that most of the losses are caused by conductivity
losses inside the weave fibers. This is an interesting result considering current
research on highly conductive carbon nanotubes with a conductivity of up to
108 S/m [13, 36]. A weave with fibers of very high conductivity would have a
significantly improved performance in comparison to a weave of ordinary carbon
fibers, typically with a conductivity of approximately 104 S/m.

Upon varying the width of the fiber tows for a fixed unit cell size, a = 1mm,
it can be seen in Figure 9a that when the fiber tows are made thinner, the return
loss of the structure increases. In Figure 9b the size of the unit cell is varied for a
fixed unit cell shape, b/a = 0.7, which indicates that making the weave structure
finer improves the return loss. This corresponds to shrinking the fine structure
of the weave with respect to the wavelength of the incident signal.

The conductivity of the fiber tows is varied in Figure 10a, where the results
indicate that by increasing the fiber conductivity the return loss is significantly
improved. Also, when comparing the results of the full wave simulations in
Figure 10a to the low frequency limit model in Figure 6b, it can be seen that the
low frequency limit return loss is slightly lower than the return loss at 10GHz.
The low frequency limit return loss thus serves as a lower bound on the return
loss of the weave, RL(f) ≥ RL(f → 0), so it gives an indication of the maximum
reflection performance of a weave with given material and design characteristics.
If, on the other hand, the conductivity of the weave is made infinite, σ → ∞,
the minimum return loss for a specified unit cell and perforation size is achieved.
The results in Figure 10a indicate that, given a periodicity of 2a = 2mm and
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Figure 10: Anisotropic simulation model implemented in Comsol Multiphysics.
In (a) the conductivity of the fiber tows has been varied and in (b) the thickness
of the fibers tows has been varied.

a perforation side length of b = 0.7mm, the lower bound on the return loss is
approximately 0.04 dB in the frequency band of interest.

The last design parameter to be analyzed is the thickness of the weave fiber
tows, and the results are presented in Figure 10b. When the fiber tows are made
thicker the return loss is slightly improved, but the gain in return loss is too small
to make up for the increase in weight of the structure. This indicates that, the
fiber tow thickness is not a relevant design parameter if the goal is to minimize
the product between return loss and weight of the structure.

3.3 Fiber tow cross section homogenization
To this point, the material parameters of the carbon fiber tows have been treated
as homogeneous quantities. But on a microscopic length scale, each of the carbon
fiber tows in the weave consist of a great number of conducting fibers (σc ≈
14 kS/m) oriented in a periodic manner in an insulating resin material (σins ≈ 0),
as in Figure 1. Determining an effective conductivity of the fiber tows from the
microscopic material properties would open for a relevant connection between
these microscopic material parameters and the return loss of the macroscopic
reflector surface.

The microscopic structure of the fiber tows can be modeled as a periodic array
of cylindrical rods as in Figure 11. By defining a two dimensional homogeniza-
tion model of the microscopic fiber cross section in Figure 11, and applying an
external current, Je, the effective conductivity of the fiber tows in Figure 1 can
be determined from the microscopic response of the structure [15]. The fields
associated with this problem satisfy the conductivity equations in (3.1)–(3.2). A
requirement for the low frequency model to be valid is that the period of the unit
cell should be much smaller than the wavelength of the incident signal, which is
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Figure 11: Microscopic cross section of a carbon fiber tow, the dark area consists
of conducting carbon fibers, with conductivity σc, and the light area represent
an insulating resin material, with conductivity σins ≈ 0.

the case in this problem since the diameter of a carbon fiber is of the order of
5–10µm [28] and the wavelength of the incident signal is 1 cm at 30GHz.

Once the microscopic response of the device under test is known, the trans-
verse and longitudinal homogenization parameters (σeff,xy and σeff,z) can be de-
termined from the expression

〈J(r)〉 = 1
A

∫∫
Ω

[σ(r)(E0 −∇V (r))] dxdy = σeff · 〈E(r)〉 (3.15)

where A is the area of the two dimensional unit cell in Figure 11, Ω is denoting
the conductive part of the unit cell, and the effective conductivity tensor can be
written as

σeff =

 σeff,xy 0 0
0 σeff,xy 0
0 0 σeff,z

 . (3.16)

Due to the translational symmetry of the fiber tow cross section, the homoge-
nization problem of finding the transverse and longitudinal conductivity decouple
and can be solved independently of each other. If the external applied electric
field in Figure 11 is oriented in the xy-plane, orthogonal to the fiber direction, the
transverse component of the effective conductivity (σeff,xy) is determined. Since
the insulating resin material in the unit cell is non-conductive, the effective con-
ductivity in the transverse direction is zero, i.e. (σeff,xy ≈ 0). On the other hand,
if the external applied electric field in Figure 11 is oriented in the z-direction,
parallel to the fiber direction, the longitudinal component of the effective con-
ductivity (σeff,z) is determined. In this case, the applied electric field E = E0ẑ
is parallel to all boundaries of the structure in the unit cell in Figure 11, and
thus the effective conductivity σeff,z can be calculated analytically through the
expression

〈J〉 = σcAcE0ẑ = σeff,z · 〈E〉 = σeff,zE0ẑ, (3.17)

where Ac is the surface fraction of the conducting part of the unit cell. The
effective material parameters of the fiber tows are thus given by σeff,z = σcAc
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and σeff,xy ≈ 0. These parameters can then be used as input parameters in the
full wave simulation models in Section 3.2. For example, if the conductivity of
the carbon fibers is approximately 14 kS/m, and the resin content of the fiber
tows is 28%, which is the case of the reference weave of this study in Fig 2, this
corresponds to the fiber tows having an effective conductivity of 10 kS/m.

4 Acoustic analysis
Few studies have been reported regarding the impact of high levels of acoustic
excitation on the lightweight triaxial carbon fiber weaves considered here. In
such conditions, for which required qualification test levels may be well above
140 dB, non-linear effects, such as vorticity-related dissipation in the vicinity
of the orifices, may have to be taken into account. In [11], a global approach
was considered using a full-sized acoustic model composed of an equivalent shell
structure of the antenna, connected to a semi-infinite fluid on both sides, modeled
with either a Statistical Energy Analysis (SEA) or Boundary Elements. The
focus was more on the modelling aspects than the actual design parameters. More
details may be found in works focusing on Micro-Perforated Panels (MPPs), such
as recently in [18], where an equivalent acoustic impedance approach was used in
order to study a sandwich structure including MPPs such as those of interest here.
The resulting model, building upon milestone studies on the acoustic properties of
orifices such as in [9,12,14], is however limited to a study of the linear regime even
though the contribution is initially positioned in the context of high vibro-acoustic
excitation levels. Recently, in [29], an extension of a porous-model formulation
from [1] to this non-linear regime of interest was proposed. This extension is
based upon a Forchheimer law [6] (quadratic law) for the air flow resistivity
parameter, acknowledged to be the most influencial parameter for the non-linear
behaviour of such materials at high sound pressure levels [2,33,35]. In particular,
considering a modelling of the triaxial carbon fiber weaves in the form of a non-
linear impedance, these studies show that the resistive part, i.e. the real part of
the impedance, is the most affected by the non-linear behaviour [4, 5, 9, 14, 29].
The analysis conducted here, in order to estimate the influence of the meso-
scale design of these weaves on their local acoustic loading, is therefore especially
focused on the study of the flow resistance. The approach considered in the
following is, in line with the electromagnetic analysis, to conduct a parametric
study of the static flow resistance in a range of realistic design parameters. In
this range, it is shown that a critical transition in the behavior of the perforated
structure takes place for a threshold size of the unit cell.
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4.1 Assumptions and acoustic numerical model
4.1.1 The flow resistance: the viscous and inertia regimes
The flow resistance, or flow resistivity depending on its definition, quantifies the
physical resistance by a permeable structure in opposition to a traversing flow.
In the low frequency range of interest here, the static flow resistance, generally
identified in steady-state conditions, provides a relation between the pressure
drop (pressure increase at the flow inlet due to the flow resistance) and the
mean velocity flow. In turn, for the problem of interest, this may be linked to a
relation between the acoustic loading (pressure drop) and the acoustic excitation
(acoustic velocity). Two situations may be distinguished: i) a flow dominated
by viscous forces, further referred to as the viscous regime, and ii) a situation
where these are dominated by inertial and convective acceleration forces, further
referred to as the inertia regime. In both cases, a set of common assumptions
allow to consider a simplified description of the physics.

First, for a study involving an airflow under ordinary conditions, the pressure
and velocity fields are described by the reduced set of Navier-Stokes equations
—momentum and mass continuity equations—,

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇P +∇ ·T + f , (4.1)

∂ρ

∂t
+∇ · (ρv) = 0, (4.2)

where ρ is the fluid density, v is the fluid velocity [m.s−1], P is the pressure [Pa], T
is the deviatoric stress tensor, corresponding to a Newtonian fluid in the present
study, and f are the body forces (neglected here). For the low frequency range of
interest, the acoustic wavelength being much larger than the typical dimensions
of the orifices, the flow is assumed to be incompressible, thus reducing the mass
continuity equation (4.2) to

∇ · v = 0. (4.3)

While the reduced set of equations (4.1) and (4.3) are sufficient to describe the
problem of interest in order to estimate the flow resistance, the two phenomeno-
logical situations mentioned above may be identified from the momentum equa-
tion (4.1) in relation to the Reynolds number of the flow in the flow restriction
of the permeable structure. The Reynolds number Re, quantifying the ratio of
inertial forces over viscous forces in the flow, thus allows to distinguish:

• Re � 1: the viscous forces (corresponding to the term ∇ ·T in (4.1))
dominate over the convective acceleration forces (corresponding to the term
v · ∇v in (4.1)) which can thus be neglected. This corresponds to the
viscous regime.

• Re ∼ 1 (and greater): the convective acceleration forces dominate over the
viscous forces, this corresponds to the inertia regime.
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The viscous regime, corresponding to a Stokes flow, is thus described by a
linearised form of the Navier-Stokes equations, here written for the steady-state

case, i.e. ∂v

∂t
= 0,

−∇P +∇ ·T = 0. (4.4)

Phenomenologically, the emerging linear relation between the pressure drop δP
from one side of the permeable structure to the other, and the mean particle
velocity in the flow may be described by Darcy’s law, which for a unidimensional
flow, is of the form

δP = k1v, (4.5)

v being the one dimensional mean velocity of the input (or output) flow through
the permeable surface, away from the surface. The coefficient k1 is dependent
on the fluid properties (dynamic viscosity, density, ...) and the geometry of the
orifices (surface restriction, typical dimension of the orifice(s), thickness of the
permeable structure, shape of the holes, ...). This coefficient may be identified
by measuring the input/output pressure difference from one side to the other of
a permeable structure, for an imposed steady-state flow with normal incidence.

The inertia regime, in addition to the viscous regime description, includes the
term corresponding to the convective acceleration forces. Thus for the steady-
state case, the Navier-Stokes equations read

ρv · ∇v = −∇P +∇ ·T. (4.6)

Phenomenologically, the non-linear relation between the pressure drop mean par-
ticle velocity in the flow may be described by a Forchheimer’s law [6,29], e.g. in
its quadratic form for a unidimensional flow,

δP = k1v + k2v
2, (4.7)

k1 being the same as for Darcy’s law in (4.5). Forchheimer’s law is often described
as Darcy’s law with a correction for Reynolds number from the order of unity,
where inertial effects start to become dominant, in the transition from a laminar
to turbulent flow. In order to establish a basis for a design methodology, a
parametric study is performed, in the following, determining the dependence of
these Forchheimer’s coefficients with respect to the most influential parameters.

4.2 Parametric study, and identification of a
Forchheimer-like law

For the problem of interest, the manufacturing constraints are assumed to im-
pose tightly woven fiber tows, i.e. a ratio b/a close to its minimum of 2/3. In
agreement with the electromagnetic study, b/a is set to a reference value of 0.7.
The parametric study is subsequently mostly dependent on either of the unit
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a b

Figure 12: Geometry: unit-cell for the simulation of normal flow through the
permeable structure.

cell characteristic lengths a or b. The thickness, while also being influential, is
considered to be secondary due to its very limited range of variation, and to the
fact that the presumably linear increase in flow resistance may be compensated
by a linear increase in mechanical strength of the yarns (note that the inertial
impact of the added thickness may be of interest, but is left out of the scope of
this study at a meso-scale level). Furthermore, it is shown in the electromagnetic
study in Section 3 that an increased thickness is of little benefit for the return
loss (see e.g. Figure 10b).

The numerical model is intended to enable an efficient numerical character-
ization of Darcy’s and Forchheimer’s laws by calculating k1 and k2. For this
purpose, a meso-scale geometry (of the order of the orifices) of the antenna and
the surrounding air is established, assuming a normal airflow through the perme-
able structure, corresponding to the conditions of experimental characterization
of these laws. It is assumed that the interaction between the flow through one
orifice and the neighboring orifices, potentially breaking the periodicity of the
problem, can be neglected, thus limiting the study to a unit cell (see Appendix B
for a numerical validation of this assumption for the Forchheimer-like law char-
acterization).

From a normal flow perspective, the unit cell consists of a hexagonal shape
with a 30-degree rotation with respect to a unit hexagonal shape of the orifices,
assuming that the influence of the in-plane geometry of the structure due to
the weaving of the yards is neglected (see Figures 3 and 4 with the associated
discussion). This unit cell, presented in dotted lines in Figure 12, contains all
the streamlines associated with the orifices located within its boundaries, i.e.
no streamline generated by the normal incident flow is crossing the unit cell
boundaries. This implies a symmetry at the unit cell boundaries in terms of
both geometry and loads; an acceptable unit cell is thus defined.

This unit cell can be further downsized to a triangular unit cell, correspond-
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Figure 13: Numerical model for the flow resistance analysis of triaxial woven
fabrics: 1/12th of a fluid unit cell, normal incidence steady-state air flow on the
permeable structure.

ing to 1/12th of the original cell, if the internal symmetries of the hexagon are
taken into account and respected by the flow. Figure 12 shows this final trian-
gular unit cell, together with its parametric dimensions in agreement with the
notations presented in Section 2. The assumed value of b/a = 0.7 corresponds
to a perforation rate φ = 0.37, which is noticeably higher than the range usually
considered in the literature [6, 29].

The finite element (FE) model corresponding to the unit cell of Figure 12 for
the study of flow resistance is presented in Figure 13. It consists of a unit cell
of fluid (normal extrusion of the 2D fluid cell geometry presented in Figure 12),
including the permeable structure modeled as a rigid body. A steady-state airflow
is imposed on the boundary planes parallel to the structure, as a fixed velocity
boundary condition on both the “inlet” and “outlet” surfaces. The side surfaces
of the fluid cell may either be applied “slip” rigid wall boundary conditions (no
viscous layer on the wall), or symmetry boundary conditions. The former option
is only possible because no streamline is assumed to cross the side boundaries of
the fluid cell.

4.3 Parametric study, and identification of a
Forchheimer-like law

4.3.1 The viscous regime: Darcy’s linear law
Darcy’s law may be determined via numerical experiments involving a Stokes
flow such as presented in Figure 14. This viscous-dominated nature of the flow
is reflected by the streamlines, especially close to the surface at the outlet side,
where the viscous drag ensures that the streamlines follow closely the sharp
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(a) (b)

Figure 14: Stokes flow for the identification of Darcy’s law (a = 1 · 10−3 m,
inlet flux 1 · 10−3 m.s−1, Reorifice ≈ 0.210); (a): Streamlines and pressure field
(Pa); (b): Streamlines and velocity field m.s−1. Flow in the z direction.

variations in the geometry. The resulting velocity field (Figure 14b) is mostly
affected in the close vicinity of the permeable structure, with a sharp increase of
the velocity at the restriction, followed by an almost symmetric decrease, such
that the velocity distribution may be assumed constant in parallel planes close
to the permeable structure. The pressure field (Figure 14a) follows with a sharp
drop at the restriction and quasi uniform distribution of the pressure within
planes parallel to the permeable structure in its close vicinity.

The linear coefficient k1(a) for the Darcy’s law may be identified at a given
low velocity (i.e. for which the Reynolds number associated with the flow in the
orifice is typically lower than unity) and from a range of values for a. Figure 15a
presents the evolution of the pressure drop with respect to the mean flow velocity
for apertures corresponding to a ranging from 1 · 10−4 m to 1 · 10−3 m.

The linearity expected from Darcy’s law seems to be verified in the range of
velocity considered, i.e. the values here taken at v = 5 · 10−4 m.s−1 and v =
1 ·10−3 m.s−1. Figure 15b subsequently presents the power-law fit of k1(a), from
the numerical experiments at v = 5 · 10−4 m.s−1. An excellent fit is found with
a two-parameter power law fit (q1 and q2), such that Darcy’s law for the triaxial
woven fabrics of interest is given by

δP = q1 + a

q2a2 v, (4.8)

where q1 and q2 are dependent on fluid properties (e.g. viscosity) and the geome-
try (e.g. orifice shape factor, thickness of the permeable structure, porosity of the
structure, etc.), and can be identified from the one-point numerical experiment
and curve fit presented above.
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Figure 15: (a): Multiple aperture (dimension a) analysis for the identification
of Darcy’s law; (b): Analytical fit (semi-log scale) with a power law, data at
v = 5 · 10−4 m.s−1.

4.3.2 The inertia regime: Forchheimer’s quadratic law
Forchheimer’s quadratic law may be constructed as an augmentation to Darcy’s
law, with numerical experiments involving a flow whose convective accelerations
become dominant over viscous effects. This corresponds to a flow where geomet-
rical irregularities have a stronger impact on the flow, as illustrated in Figure 16.
As can be seen with the streamlines in Figure 16a and Figure 16b, a recircula-
tion appears downstream (flow in opposite direction compared to Figure 13) due
to the inertial effects overcoming the viscous drag and its tendency to have the
streamline closely follow the geometry variations. This implies, contrary to the
viscous case in Figures 14, a velocity gradient in planes parallel to the perme-
able structure downstream. The pressure field is also affected, and eventually
evolves to a quasi-constant pressure within planes further away from the perme-
able structure. This implies, for the purpose of determining Forchheimer’s law,
a need to have a variable length of fluid downstream in the numerical model, in-
creasing with the Reynolds number. Consequently, the Forchheimer’s law model
is more computationally costly, and its reduction to the minimum geometry is
here critical.

The quadratic coefficient k2(a) for the Forchheimer law may be identified,
after the determination of the linear coefficient from Darcy’s law, at a given
velocity such that Re� 1, and from a range of values for a. Figure 17 presents
the evolution of the pressure drop with respect to the mean flow velocity for
apertures corresponding to a ranging from 1 · 10−4 m to 1.6 · 10−3 m. From
these plots, it appears that the point at vForch, introduced previously such that
Re(a, vForch)� 1, i.e. that the pressure drop behaviour would be quadratic with
respect to the mean flow velocity, is to be chosen such that vForch > 1m.s−1.
The preliminary identification of Darcy’s law allows the pressure drop to be
decomposed into its linear (or viscous induced) and its quadratic (or inertia
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(a) (b)

Figure 16: Inertia-driven flow for the identification of Forchheimer’s law (a =
1 ·10−3 m, inlet flux 1 m.s−1, Reorifice ≈ 210); (a): Streamlines and pressure field
(Pa); (b): Streamlines and velocity field (m.s−1). Flow in the z direction.

induced) parts. Figure 18 presents this separation for the apertures a = 2·10−4 m
and a = 8 · 10−4 m. In a combined analysis with the results from Figure 17, the
following conclusions are drawn:

• After a sharp decrease of the pressure drop with increasing orifice sizes a,
this dependence on the aperture seems to reach an asymptotic behaviour
where this dependence becomes negligible, for the range of velocities con-
sidered.

• As expected, above an orifice size threshold, the viscous contribution to
the pressure drop becomes negligible compared to the inertia contribution.
This is well explained by the fact that as the orifice size increases, the
ratio of fluid within the viscous layer along the boundaries vs. outside this
viscous layer (and hence dominated by inertial effects) decreases.

• It may be noticed at this stage that the inertia contribution being very
similar for the range of apertures considered —an observation confirmed
for plots at additional aperture sizes—, this pressure drop dependence on
the orifice size is mostly driven by the viscous contribution.

In an attempt to propose a fit for the explicit dependence of the Forchheimer
coefficient k2 on the aperture a, it appeared that a velocity-dependence remains.
This is well illustrated in Figure 19, where it is shown that the coefficient k2
exhibits an explicit dependence on a

√
v in the range of velocities of interest.

A good fit for this dependence is achieved with a 4-parameter power law with
exponential cutoff and offset, such that

k2(a
√
v) = q3

(
a
√
v
)−q4 e−

(a
√

v)
q5 + q6. (4.9)
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Figure 17: Multiple aperture (dimension a) analysis for the identification of
Forchheimer’s law; (a): v ∈ [0, 5] m.s−1; (b): Zoom in for v ∈ [0, 1.5] m.s−1.
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Figure 18: Illustration of the separation of the pressure drop into the viscous
and inertial contributions: (a) a = 2 · 10−4 m; (b) a = 8 · 10−4 m.

This leads to a Forchheimer-like law identified numerically for the triaxial woven
fabrics of interest,

∆P (a, v) =
[
q1 + a

q2a2

]
v +

[
q3
(
a
√
v
)−q4 e−

(a
√

v)
q5 + q6

]
v2 (4.10)

where q1, · · · , q6 may be determined in a two-step procedure, first involving q1
and q2 in the viscous regime alone, and then q3 · · · q6 by adding data from the
inertia regime. Table 1 presents the values of these coefficients for the case of
interest. This Forchheimer-like law is checked at six different velocities covering
the entire range of interest, confirming the validity of the Forchheimer-like law
identified for the triaxial woven fabrics of interest under the current assumptions
(See Figure 24 in Appendix C).

The complete surface fit corresponding to the identified Forchheimer-like law
is plotted in Figure 20 for the range of aperture a ∈ (0, 2) mm and mean flow
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Figure 19: Illustration of the dependence of k2 on the flow velocity, ranging
from v = 1 m.s−1 to v = 10 m.s−1: (a) k2 vs. orifice dimension a; (b) k2 vs.
orifice dimension a and

√
v.

Table 1: Values for coefficients q1, · · · , q6 of the Forchheimer-like law identified.

q1 q2 q3 q4 q5 q6
1.48 · 10−4 1.43 · 103 −1.82 · 102 −5.226 · 10−1 6.09 · 10−4 6.1

velocity v ∈ (0, 10) m.s−1. The superimposed red line represents a velocity-
dependent pressure drop minimum, which corresponds to the transition from
viscous-driven to inertia-driven flow. Figure 21 presents a separation between
the viscous contribution and inertia contribution to the overall pressure drop.
Interestingly, the viscous contribution and its associated design constraints are
evidently orifice-dimension dependent, while the inertia contribution and its asso-
ciated design constraints are primarily flow-velocity dependent (and thus sensitive
to acoustic excitation levels).

4.4 Other parametric dependence
In order to further detail the results in connection with the electromagnetic study,
a parametric analysis focusing on the influence of the perforation rate is per-
formed, i.e. allowing for a variation of the ratio b/a. As previously mentioned,
the impact of the variation of the thickness is not detailed considering its negli-
gible impact from an electromagnetic perspective, and its similarly minor impact
at the level of the meso-scale acoustic study presented here. In particular, the
thickness mostly impacts the viscous-related flow resistance, whose contribution
is to be minimized for the design of antenna reflectors. On the other hand, even
though the perforation rate is considered to be constrained by manufacturing
requirements in the present study (assumed such that b/a = 0.7), its variation
may open the possibility for a trade-off between acoustic and electromagnetic
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Figure 20: Complete Forchheimer-like law for 1 mm thick triaxial woven fabrics,
with b

a = 0.7.

(a) (b)

Figure 21: Forchheimer-like law: separation into the viscous contribution (left)
and the inertia contribution (right) to the pressure drop.

performance.
Figure 22 presents the influence of the porosity for a low mean flow velocity

in Figure 22a, and higher velocity in Figure 22b, both including points in the
viscous regime (lower values of a) and in the inertia regime. Figure 22c presents
a synthesis of the influence of the porosity for each of the five points considered
in the design space, normalized with respect to the reference value at b/a = 0.7
as used in the previous sections (this reference configuration is highlighted with
a dotted line in Figures 22a and 22b). Two main observations may be extracted
from these plots: i) the pressure drop is highly sensitive to the porosity, exhibiting
a rapid decrease for even a small increase of the porosity, and ii) this applies to
both the viscous and inertia regimes, at low or high velocities. Furthermore,
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Figure 22: Influence of the porosity in both the viscous and inertia regimes:
(a) v = 1 · 10−3 m.s−1; (b) v = 3 m.s−1; (c) v = 1 · 10−3 m.s−1 and v = 3 m.s−1.

Figure 22c shows that the perforation rate is particularly influential at higher
levels of acoustic excitation (higher mean flow velocities). This confirms that
the porosity may open a wide range of design possibilities in order to reduce the
acoustic load. In particular, a tradeoff may be found with the electromagnetic
requirement of minimizing the porosity.

5 Design guidelines
The motivation of using the currently investigated type of porous weave structure
as a reflector antenna surface is to increase the durability of the reflector, at the
cost of a slightly reduced electromagnetic reflection performance. The simulation
results in Section 3 indicate that, for a weave structure with a perforation rate
of 37%, the period 2a ≈ 2 mm, corresponding to 2a ∈ (λ/15, λ/5) at the frequency
range of interest, and conductivity σ ≈ 10 kS/m, the reflection performance is
still high, with a return loss in the order of 0.5 dB. Furthermore, both full wave
simulations and the low frequency limit analysis indicate that the main parameter



210 Paper VI

governing the reflection performance of the structure is the fiber conductivity.
If the size of the weave perforations is increased, the reflection performance is
reduced. However, this effect could efficiently be mitigated by increasing the fiber
conductivity, for example by either coating the weave with a conductive paint,
decreasing the relative resin content in the fiber tows, or possibly in the future,
by using highly conducting carbon nanotube fibers in the manufacturing process.

From an acoustic perspective, the results in Section 4 have highlighted a
critical dimension for the perforations of the reflector antenna, below which the
porous weave structure is dominated by a very flow-resistive behavior. This be-
havior is due to fluid-structure interactions being driven by the viscous drag,
and should be avoided in the context of the design of reflector antennas be-
cause of the strong coupling induced with external acoustic excitation such as
during takeoff. On the basis of the Forchheimer-like law identified, plotted in
Figure 20, this threshold is located at the transition between the viscous-driven
and inertia-driven resistance of the antenna material. According to the readings
on Figure 20, it may arguably be such that a is in the range a ≈ 0.25mm and
a ≈ 0.5mm, with very little dependence on the level of excitation (i.e. the parti-
cle velocity). Interestingly, with the steady-state resistive study conducted here,
marginal variations of the resistance are observed for perforations sizes beyond
this critical size. This point, combined with the results from the electromagnetic
study, opens a design window for the periodicity of the weave structure to be
in the range 2a ∈ (1, 2)mm. From a structural-acoustic point of view, further
insight may be gained by performing a transient (or frequency-dependent) set of
analyses, in order to quantify the impact of the inertial behavior which dominates
the fluid-structure interactions in this range.

Additionally, the high sensitivity of the flow resistance of the triaxial weave
to its porosity (or the ratio b/a) offers additional possibilities, provided that
the manufacturing processes allow for such a change in the design. Indeed, a
small increase in the porosity implies an equally important reduction of the flow
resistance in both the viscous and inertial regimes, and a small impact on the
return loss of a reflected signal (see Figure 6b and 9). This suggests that the
design of panels with higher or non-uniform porosities may provide improved
design tradeoffs between the electromagnetic and acoustic constraints.

In summary, the synthesis of the study performed in the current work leads
to the following design guidelines, applicable to a triaxial weave for a reflector:

• The fiber conductivity should be as high as possible.
• The weave periodicity (2a) should be larger than 1.0mm, given a per-

foration rate of 37%, in order to conservatively ensure a flow resistance
dominated by inertial fluid-structure interactions.

• The weave periodicity should however be smaller than 2.0mm (λ/5 at
30GHz) in order to have an electromagnetic return loss better than 0.5 dB
in the frequency range of interest, given a fiber conductivity of 104 S/m.

• Larger weave perforations, or a higher frequency of operation, implies an
increase in the electromagnetic return loss.
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• The weave fiber tow thickness does not significantly affect the performance
of the structure.

• Depending on the manufacturing possibilities, a small increase of the poros-
ity (or perforation rate) may offer better overall performances.

This implies that the weave used as a reference in this study, as can be seen
in Figure 2, has a higher perforation rate (44%) than recommended, and the
periodicity of the weave pattern (2a = 3.5mm) is too large to achieve a low
electromagnetic return loss in the frequency band of interest at 10–30GHz.

6 Conclusions
A combined electromagnetic and acoustic analysis of a triaxial carbon fiber weave
structure, designed for ultra lightweight reflector antennas in satellite communi-
cation systems, has been presented. The structure was analyzed for its electro-
magnetic performance over a wide range of frequencies at both microscopic and
mesoscopic length scales, completed by a mesoscopic analysis of its acoustic per-
formance. Design guidelines were drawn from these analyses in order to reach a
trade-off between the electromagnetic reflection properties and the resistance to
acoustic loading of such composite materials. It was found that the typical unit
cell size should be of the order of 2a ∈ (1, 2)mm, for a perforation rate of 37 %
(i.e. b/a = 0.7), with the largest conductivity possible. The electromagnetic
return loss of a weave with the mentioned geometrical properties, and a fiber tow
conductivity of 104 S/m, is around 0.2–0.5 dB in the frequency range of main in-
terest at 10–30GHz, where 2a ∈ (λ/15, λ/5). However, if the conductivity of the
fiber tows could be increased, for example by coating the weave with a conduc-
tive paint, decreasing the relative resin content in the fiber tows, or by increasing
the conductivity of the microscopic carbon fibers, either the return loss could be
brought down to at most 0.04 dB, or a larger mesoscopic weave periodicity and
a higher perforation rate could be utilized, to further increase the resistance to
acoustic loading.

Due to the fact that the fiber tow thickness is not significantly affecting
the performance whereas small variations of the perforation rate are, multilayer
weaves may offer promising performances. The study of such multilayer weaves,
and the effect of moiré patterns on the acoustic and electromagnetic performance
of the structure, are therefore interesting extensions for future works.
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Appendix A Design parameters and computa-
tional resources for the electromagnetic simu-
lations
Table 2: Design parameters modeling the anisotropic weave design.

Parameter Description Value
a half side length of unit cell 1mm
b side length of hexagon shaped perforations 0.7mm
w width of fiber tows

√
3(a− b)

t thickness of fiber tows 80 µm
tins thickness of insulating layer of fiber tows 10 µm
tcond thickness of conducting core of fiber tows 80 µm
σ1 conductivity of fiber tows 104 S/m
εr,1 relative permittivity of fiber core 2
µr,1 relative permeability of fiber core 1
σins conductivity of insulating material 10−12 S/m
εr,ins relative permittivity of insulating material 2
µr,ins relative permeability of insulating material 1
zdist distance from weave to ports 3mm

Table 3: Specifications of the simulation models in CST MWS and Comsol
Multiphysics.

Number of Allocated Simulation
Simulation model mesh elements RAM memory time
Homogeneous model, Comsol M. 35 000 6GB 30min.
Anisotropic model, Comsol M. 63 000 15GB 42min.
Homogeneous model, CST MWS 33 000 2GB 10min.
Anisotropic model, CST MWS 171 000 8GB 50min.

Appendix B On the multi-hole interactions im-
pact on the flow resistance simulations

The impact of a potentially broken symmetry of the flow when inertial effects
start to become prevalent is checked by comparing the flow resistance on a seven-
cell model (one cell and its six closest neighbours) with the Forchheimer-like
law in (4.10). Due to the limitations in computational resources with respect
to the size of the model, the study is limited to a mean flow velocity up to
v = 3 m.s−1.The results in Figures 23a–23b clearly demonstrate the validity of
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Figure 23: Validation of the Forchheimer-like law against a 7-cell model with
potential interactions: (a) v = 1 · 10−3 m.s−1; (b) v = 1m.s−1; (c) v = 3m.s−1.

the unit cell model for low mean flow velocities where viscous effects are prevalent.
In Figure 23c, the impact of potential flow interactions between neighbour cells is
shown to be minor in the range considered. The deviation from the Forchheimer-
like law is indeed contained within a variation of 5 %, here attributed for the
greater part to the difficulties for the calculations to converge due to the mesh
size limitations. Overall, this confirms the ability of the identified law in (4.10)
to qualitatively estimate the interaction between structural loading, acoustic ex-
citation level, and geometry of the cells.
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Appendix C Verification of the Forchheimer-like
law in the velocity range of interest
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Figure 24: Validation of Forchheimer’s law fit with k1(a) and k2(a
√
v) from

numerical experiments at 6 different velocities: (a) v = 1 · 10−3 m.s−1; (b)
v = 1m.s−1; (c) v = 2m.s−1; (d) v = 3m.s−1; (e) v = 5 m.s−1; (f) v = 10m.s−1.
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Abstract
The scattering from a layered sphere with any number of layers and

admittance sheets at the interfaces is calculated in this work. By utilizing
spherical vector wave expansion and matching of the tangential fields at
each interface, and introducing a surface admittance to the magnetic field
boundary condition, the transition matrix components are determined. A
numerical implementation of the derived analytic expressions is utilized to
determine the monostatic radar cross section from a sphere, of varying ra-
dius, coated with a number of different electromagnetic absorbers. When
the monostatic scattering from a sphere coated with an absorber is normal-
ized with the monostatic scattering, either from the uncoated structure or
from an enclosing perfect electric conductor, a comparison can be made to
the planar absorber performance. The impact of curvature on the absorber
performance is evaluated from these results. It is concluded that absorbers
based on bulk losses are less sensitive to curvature than absorbers based
on single or multiple layers of thin sheets.

1 Introduction
Electromagnetic scattering from a sphere is a subject with a long and distin-
guished history. It can be argued who was first in presenting a solution to the
problem, but today it is commonly referred to as the Mie series, named after Gus-
tav Mie from his work in [15]. Since then the topic has been studied extensively,
and the results are summarized in many textbooks [2,3,13,21,27]. The Mie series
is used in a wide variety of applications such as optics, climate modelling, astro
physics, nano science and biomedical imaging [2, 9, 16,19,24,29].

When the spherical scatterer is much smaller than the wavelength of the inci-
dent wave, the Rayleigh scattering approximation can be applied [28]. When the
size of the scatterer exceeds about 10% of the wavelength of the incident wave,
this approximation breaks down and the Mie series solution has to be applied.
Since the advent of modern computers, much work has been done on implement-
ing stable and reliable algorithms of Mie series calculations [5, 7, 8, 14, 23, 31].
This has resulted in efficient calculations of Mie series with size parameters on
the order of 10 000. Some examples of scenarios that have been considered are:
spheres of different dielectric and magnetic materials, layered spheres, anisotropic
spheres, distorted spheres and spheres in an absorbing medium [9]. Recently, a
summarizing article was presented [24] where the history of the Mie series is pre-
sented in detail. Analytic expressions for scattering from a layered sphere and
the numerical implementation of the problem was presented in [24]. The authors
of this report were surprised to find no reference to prior work that considers the
scattering from a layered sphere with an arbitrary number of layers, and with
admittance sheets at the interfaces. This type of problem has much use in the
analysis of electromagnetic absorbers, which commonly consists of single or mul-
tiple layers of dielectric or magnetic materials, resistive sheets and circuit analog
structures [17].
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Electromagnetic absorbers are commonly used to attenuate electromagnetic
signals and reduce the reflection and transmission from particular objects. Exam-
ples of areas where absorbers are used are in free space measurement setups for
electromagnetic characterization of antennas or other objects [30], and in defense
applications such as radar cross section (RCS) reduction [12,21]. Most absorbers
are designed for a planar structure of infinite extent, while most real applications
involve that the absorber is applied to a curved structure, such as the body of
an aircraft. Surprisingly little work exists with respect to the degradation of the
absorber performance due to curvature. In [4] a Luneberg-Kliene expansion of
the scattered field from a cylinder and a sphere is carried out to identify a correc-
tion term proportional to the radius of curvature of the scatterer, and in [11] the
performance degradation of a five layer Jaumann absorber applied to a cylinder
is calculated. In [26] a series of different absorbers are evaluated when applied to
a perfect electric conductor (PEC) cylinder, and a conclusion in this work is that
by normalizing the monostatic scattering from a coated cylinder with either the
scattering from the uncoated structure, or the scattering from an enclosing PEC
structure, a comparison can be made to a corresponding planar absorber design.

In this work, the scattering from a multilayered sphere is calculated by ex-
panding the electric and magnetic fields in spherical vector waves. The structure
of the specific scattering problem implies that all information of the scattered
fields are stored in the transition matrix (or T -matrix), the mapping matrix be-
tween the incident and scattered fields. Once this mapping has been determined,
the scattered fields are easily calculated. In the special case of scattering of
a linearly polarized plane wave from a layered sphere with isotropic materials
the T -matrix is diagonal, which greatly simplifies the solution of calculating the
scattered fields. We use the T -matrix to determine the monostatic RCS of a
PEC sphere coated with different types of classical electromagnetic absorbers,
such as the Salisbury screen [22], Jaumann absorber [11], Chambers-Tennant ab-
sorber [6], conductive dielectric absorber, thin magnetic absorber and different
types of circuit analog absorbers (CAA). By utilizing the normalization scheme
that was first presented in [26] the monostatic RCS of the coated spheres can be
compared to the corresponding planar design of the absorber under test. This
study gives information of the performance degradation of absorbers due to cur-
vature, and it is observed that electromagnetic absorbers of the same type display
similar behavior when exposed to curvature.

This report is organized as follows: in Section 2 the theory of spherical vector
waves is presented and in Section 3 the theory of scattering from layered spheres
with admittance sheets at the interfaces is presented. This content is based on
the notation and approach used in [13], where scattering from a PEC sphere,
dielectric sphere, and layered spheres without thin sheets at the interfaces are
considered. A numerical implementation of the theory in Sections 2–3 is presented
in Section 4. In Section 5 simulation results of the implementation in Section 4
are presented, where the monostatic RCS of different electromagnetic absorbers
applied to a sphere is calculated, and some concluding remarks are presented
in Section 6. In Appendix A a detailed analytic derivation is presented of the
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scattering from a layered sphere with admittance sheets at the interfaces, and in
Appendix B the implemented code is benchmarked against different commercial
software.

2 Spherical vector waves
The theory and notation presented in Sections 2–3 are based on the work in [13],
and the time convention ejωt is used throughout this report.

2.1 Expansion of fields
In order to construct an orthogonal set of spherical vector waves with the right
properties one needs to introduce a vector valued version of the ordinary scalar
spherical harmonics [13]

Yσml(θ, φ) =
√
εm
2π

√
2l + 1

2
(l −m)!
(l +m)!P

m
l (cos θ)

{
cosmφ
sinmφ

}
, (2.1)

where the Neumann factor εm is defined as

εm = 2− δm0, i.e. ε0 = 1, εm = 2, m > 0. (2.2)

The spherical vector harmonics are here denoted Aτσml(r̂), where τ = 1, 2, 3 is
the spherical vector wave index, σ is the even/odd mode index, m = 0, 1, 2, .., l−
1, l is the azimuthal mode index, and l = 0, 1, 2, ...,∞ is the spherical harmonics
index. In order to simplify the notation, we introduce a multiindex n = (σ,m, l)
which results in the spherical vector harmonics being denoted Aτn(r̂). The
spherical vector harmonics are generated from the relations

A1n(r̂) = 1√
l(l + 1)

∇Yn(r̂)× r̂

A2n(r̂) = 1√
l(l + 1)

r∇Yn(r̂)

A3n(r̂) = r̂Yn(r̂),

(2.3)

where A1n, A2n, and A3n are orthogonal, and A1n and A2n are tangential to
spherical surfaces. A far field vector can be expanded in spherical vector waves
using the Fourier expansion

F (r̂) =
3∑

τ=1

∑
n=σ,m,l

aτnAτn(r̂), (2.4)
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where the Fourier coefficients aτn are determined through the relation

aτn =
∫
Ω

F (r̂) ·Aτn(r̂) dΩ. (2.5)

We are now ready to introduce the spherical vector waves used to describe the
electric- and magnetic field on a spherical surface. The out-going spherical vector
waves are given by

u1n(kr) = h
(2)
l (kr)A1n(r̂)

u2n(kr) =
(krh(2)

l (kr))′

kr
A2n(r̂) +

√
l(l + 1)

h
(2)
l (kr)
kr

A3n(r̂).
(2.6)

and the regular spherical vector waves are
v1n(kr) = jl(kr)A1n(r̂)

v2n(kr) = (krjl(kr))′

kr
A2n(r̂) +

√
l(l + 1)jl(kr)

kr
A3n(r̂),

(2.7)

where jl(kr) is the spherical Bessel function, h(2)
l (kr) is the spherical Hankel

function, defined as h(2)
l (kr) = jl(kr)− jyl(kr), and yl(ka) is the spherical Neu-

mann function. We construct a sphere enclosing the scatterer and expand the
total electric field outside the sphere as

E(r, ω) = Ei(r, ω) +Es(r, ω) =
3∑

τ=1

∞∑
l=0

l∑
m=0

∑
σ=e,o

(aτσmlvτσml(kr)

+fτσmluτσml(kr)) =
3∑

τ=1

∑
n

(aτnvτ (kr) + fτnuτn(kr)) , (2.8)

where aτn are the incident field coefficients and fτn are the scattered field coef-
ficients.

3 Sphere scattering

3.1 Solution method
To solve a Mie series scattering problem, we use the boundary conditions of the
electric and magnetic fields at each side of an interface

n̂× (E2 −E1) = 0, n̂× (H2 −H1) = JS, (3.1)

where E1, H1 are the fields in region 1, E2, H2 are the fields in region 2, JS
is the surface current at the interface, and n̂ is the normal vector of the surface
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pointing from region 1 towards region 2. If the materials in the two regions are
linear, a linear mapping exists between the incident field coefficients aτn and the
scattered field coefficients fτn

fτn = tτlaτn, τ = 1, 2. (3.2)

The mapping matrix between the incident and scattered field coefficients in (3.2)
is called the transition matrix or the T -matrix, and its coefficients tτl are deter-
mined from the boundary conditions of the specific problem, as is shown in Sec-
tions 3.3–3.5. An incident, monochromatic, plane wave is represented in spherical
vector waves as

Ei(r, ω) = E0e−jk̂i·r =
2∑

τ=1

∑
n

aτnvτn(kr)

H i(r, ω) = H0e−jk̂i·r = j
η0η

2∑
τ=1

∑
n

aτnvτ̄n(kr),
(3.3)

where η0, η are the free space and relative wave impedance. The expansion
coefficients are 

a1n = 4π(−j)lE0 ·A1n(k̂i)
a2n = 4π(−j)l−1E0 ·A2n(k̂i)
a3n = 4π(−j)l−1E0 ·A3n(k̂i) = 0,

(3.4)

where since a3n = 0 the τ = 3 terms in (3.3) does not contribute and have been
excluded. The dual index τ̄ is indicating that τ = 1→ τ̄ = 2, and τ = 2→ τ̄ = 1.
If the plane wave is incident along the z-axis, i.e. = k̂i = ẑ, the expansion
coefficients are

a1n = (−j)lδm1
√

2π(2l + 1)E0 · (δσox̂− δσeŷ)
a2n = (−j)l−1δm1

√
2π(2l + 1)E0 · (δσex̂+ δσoŷ)

a3n = 0,
(3.5)

where δσo = 1 if σ = o and δσo = 0 if σ 6= o, and in the same manner δm1 = 1 if
m = 1 and δm1 = 0 if m 6= 1. Using this representation of the incident field, the
scattered field can be determined.

3.2 The scattering parameters
The scattering dyadic is given by

S(r̂, k̂i) = −4π
jk
∑
nn′

a∗n(r̂)Tnn′an′(r̂), (3.6)

where in this context the multiindex n = (τ, σ,m, l) is used (as opposed to n =
(σ,m, l) which is used in the rest of the report), and where Tnn′ is the T -matrix
defined as

fn =
∑
nn′

Tnn′an′ , (3.7)
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and where the complex vector spherical harmonics an(r̂) are defined as

an(r̂) = jτ−l−1An(r̂), (3.8)

with the parity condition a∗n(r̂) = an(−r̂). From the T -matrix, and thus alter-
natively from the scattering matrix, specific scattering properties of an object
can be calculated. For example, the differential cross section of a scatterer is
defined as

dσ
dΩ(r̂, k̂i) = |F (r̂)|2

k2|E0|2
= 4π|S(r̂, k̂i) · p̂e|2, (3.9)

where p̂e = E0/|E0|, E0 is the incident field, and F (r̂) is the scattered farfield.
From the differential cross section, the scattering cross section is defined as

σs = 1
4π

∫ dσ
dΩ(r̂, k̂i) dΩ =

∑
nn′n′′

b∗n′′(k̂i)T †n′′nTnn′bn′(k̂i), (3.10)

where bn(k̂i) = −j4πan(k̂i) · p̂e, and from the scattering cross section, σs, the
total cross section of a scatterer is defined as

σt = σs + σa, (3.11)

where σa is the absorption cross section of the scatterer. In this work, we are
especially interested in the monostatic scattering properties of the object under
study. The scattering dyadic in the backscattering direction, r̂ = −k̂i, is

S(−k̂i, k̂i) = −4π
jk
∑
nn′

a∗n(k̂i)Tnn′an′(k̂i), (3.12)

and the differential cross section is

dσ
dΩ(−k̂i, k̂i) = 64π3

k2

∣∣∣∣∑
nn′

an(k̂i)Tnn′an′(k̂i) · p̂e

∣∣∣∣2. (3.13)

For a spherical scatterer, the T -matrix is diagonal with respect to all indices
n = (τ, σ,m, l), and (3.10) simplifies to

σs = 2π
k2

∞∑
l=1

(2l + 1)(|t1l|2 + |t2l|2), (3.14)

the scattered farfield F (r̂) is in this case given by

F (r̂) =
2∑

τ=1

∑
n

jτ−l−1fτnAτn(r̂), (3.15)

and the monostatic RCS of a spherical scatterer simplifies from (3.13) to

dσ
dΩ(−k̂i, k̂i) = π

k2

∣∣∣∣ ∞∑
l=1

(−1)l(2l + 1)(t1l − t2l)
∣∣∣∣2 (3.16)

which is the main scattering quantity of interest in this work.
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Figure 1: Electromagnetic scattering of a plane wave from a PEC sphere with
radius a. In this work the main focus is on finding the monostatic scattering,
which corresponds to r̂ = −k̂i.

3.3 Scattering from a perfectly conducting sphere
The most simple case of Mie scattering is the scattering from a PEC sphere,
see Figure 1. The total electric field outside of the scatterer is expanded in the
regular and out-going spherical vector waves as in (2.8), where the coefficients
of the incident plane wave aτn are known, see (3.5), and the coefficients of the
scattered field fτn are unknown. This field representation is inserted into the
boundary conditions in (3.1) where inside the conducting sphere the electric field
is zero, resulting in the relations a1njl(ka) + f1nh

(2)
l (ka) = 0

a2n(kajl(ka))′ + f1n(kah(2)
l (ka))′ = 0,

(3.17)

where a is the radius of the scatterer. The expression (3.17) can be rewritten as

fτn = tτlaτn, τ = 1, 2 (3.18)

which is a linear mapping between aτn and fτn, where

t1l = − jl(ka)
h

(2)
l (ka)

, t2l = − (kajl(ka))′

(kah(2)
l (ka))′

. (3.19)

From the T -matrix elements in (3.19) the scattered monostatic RCS is given by
the expression in (3.16). The scattered electric field outside of the scatterer is
given by

Es(r, ω) =
2∑

τ=1

∑
n

fτnuτn(kr). (3.20)

3.4 Scattering from a dielectric sphere
The scattering from a dielectric sphere is calculated using the same approach as
for the PEC sphere, the main difference being that in this case the continuity of
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k î z

"     ,¹0 0"     ,¹2 2 =

"     ,¹1 1
r ̂ k î = -

Figure 2: Electromagnetic scattering of a plane wave from a dielectric sphere
with radius a.

both the electric and magnetic fields at the surface of the scatterer are utilized
in the calculation of the scattered field coefficients, see Figure 2. As in Section
3.3, the incident field is given by

Ei(r, ω) = E0e−jkz =
2∑

τ=1

∑
n

aτnvτn(kr), (3.21)

where the coefficients aτn for a plane wave, incident in the z-direction, are given
in (3.5) as 

a1n = (−j)l
√

2π(2l + 1)E0 · (δσox̂− δσeŷ)
a2n = −(−j)l+1√2π(2l + 1)E0 · (δσex̂+ δσoŷ)
a3n = 0.

The unknown scattered field is given by

Es(r, ω) =
2∑

τ=1

∑
n

fτnuτn(kr), r > a, (3.22)

and the total fields outside the scatterer are
E(r, ω) =

2∑
τ=1

∑
n

(aτnvτn(kr) + fτnuτn(kr))

H(r, ω) = j
η0η

2∑
τ=1

∑
n

(aτnvτ̄n(kr) + fτnuτ̄n(kr))
(3.23)

while the total fields inside the scatterer, which we denote E1 and H1, are
E1(r, ω) =

2∑
τ=1

∑
n

ατnvτn(k1r)

H1(r, ω) = j
η0η1

2∑
τ=1

∑
n

ατnvτ̄n(k1r).
(3.24)
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The boundary conditions at the surface of the sphere are{
r̂ ×E1(r, ω)|r=a = r̂ ×E2(r, ω)|r=a

r̂ ×H1(r, ω)|r=a = r̂ ×H2(r, ω)|r=a
(3.25)

which result in the system of equations

α1njl(k1a) = a1njl(ka) + f1nh
(2)
l (ka)

α2n
(k1ajl(k1a))′

k1a
= a2n

(kajl(ka))′

ka
+ f2n

(kah(2)
l (ka))′

ka

1
η1
α1n

(k1ajl(k1a))′

k1a
= 1
η

(
a1n

(kajl(ka))′

ka
+ f1n

(kah(2)
l (ka))′

ka

)
1
η1
α2njl(k1a) = 1

η

(
a2njl(k1a) + f2nh

(2)
l (ka)

)
.

(3.26)

The expression (3.26) can be written as a T -matrix relation

fτl = tτlaτn =
(
t1l 0
0 t2l

)(
a1n
a2n

)
. (3.27)

If the terms in (3.26) are rearranged, and the coefficients ατn are eliminated, the
final expression of the T -matrix elements is

tτl = jl(ka)(k1ajl(k1a))′ − γτ jl(ka)(kajl(ka))′

h
(2)
l (ka)(k1ajl(k1a))′ − γτ jl(k1a)(kajl(ka))′

, (3.28)

where γτ = δτ1(µ1/µ)+δτ2(ε1/ε), and where ε1, ε, µ1, µ are the relative permittiv-
ity and permeability of the scatterer and the surrounding medium, respectively.
The result (3.28) implies that the scattered field looks as if it comes from an
electric multipole (τ = 1), and a magnetic multipole (τ = 2).

3.5 Scattering from layered spheres with resis-
tive sheets

We are now ready to treat the more general scattering case of multilayered spheres
with resistive sheets at the interfaces, such as the structure in Figure 3. Let
r1 ≤ r2 ≤ ... ≤ rN be the radii of the N layers of the sphere, and let εi and µi,
i = 1, 2, ..., N be the (relative) permittivity and permeability, respectively, of the
layers. The outmost radius is rN , and outside this sphere we have free space, i.e.
εN+1 = ε0 and µN+1 = µ0. The total fields in each region are given by

E(i)(r, ω) =
2∑

τ=1

∑
n

A(i)
τn(vτn(kir) + t(i−1)

τn uτn(kir))

H(i)(r, ω) = j
η0ηi

2∑
τ=1

∑
n

A(i)
τn(vτ̄n(kir) + t(i−1)

τn uτ̄n(kir))
ri−1 < r < ri,

(3.29)
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Figure 3: Electromagnetic scattering from a layered sphere with a PEC core and
possibly with admittance sheets at the interfaces. In this example, a PEC sphere
with radius a1 is coated with two dielectric/magnetic layers with thicknesses
a2 − a1, a3 − a2, and an infinitely thin admittance sheet Y (3)

S is located at the
outer boundary.

where i = 1, 2, ..., N + 1 correspond to each region in space, N is the number of
layers of the scatterer, ki = k0

√
εiµi, ηi =

√
µi/εi, ηN+1 =

√
µ0/ε0, and t(i)τl are

the unknowns. We define t(0)
τl = 0 since E(0)(r, ω) is non-singular at r0 = 0. The

boundary conditions at the interfaces are in this case n̂×E(i)(r, ω)|r=ai
= n̂×E(i+1)(r, ω)|r=ai

n̂×H(i)(r, ω)|r=ai − n̂×H
(i+1)(r, ω)|r=ai = J (i)

s (r, ω)|r=ai ,
(3.30)

where J (i)
s = Y

(i)
S n̂× (E(i) × n̂)|r=ai

= Y
(i)
S n̂× (E(i+1) × n̂)|r=ai

. In the same
manner as in Section 3.4, the boundary conditions (3.30) result in a system of
equations for each interface of the layered sphere. The solution to this system is
found by first finding the T -matrix elements of the innermost interface, and then
iterating through each interface of the layered sphere. This results in a recursion
relation of the T -matrix elements, see Appendix A for a detailed derivation, in
form of a Möbius transform

t
(i)
τl = −

a
(i)
τ t

(i−1)
τl + b

(i)
τ

c
(i)
τ t

(i−1)
τl + d

(i)
τ

. (3.31)

To simplify the expressions of the coefficients in (3.31), we introduce the Riccati-
Bessel functions and their derivatives [1, 18]

ψl(z) = zjl(z), ξl(z) = zh
(2)
l (z),

ψ′l(z) = jl(z) + zj′l(z), ξ′l(z) = h
(2)
l (z) + zh

′(2)
l (z).

(3.32)
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For τ = 1 the coefficients are

a
(i)
1 = ηi

ηi+1
ξl(kiri)ψ′l(ki+1ri)− ξ′l(kiri)ψl(ki+1ri)− jηiY (i)

S ξl(kiri)ψl(ki+1ri)

b
(i)
1 = ηi

ηi+1
ψl(kiri)ψ′l(ki+1ri)−ψ′l(kiri)ψl(ki+1ri)− jηiY (i)

S ψl(kiri)ψl(ki+1ri)

c
(i)
1 = ηi

ηi+1
ξl(kiri)ξ′l(ki+1ri)− ξ′l(kiri)ξl(ki+1ri)− jηiY (i)

S ξl(kiri)ξl(ki+1ri)

d
(i)
1 = ηi

ηi+1
ψl(kiri)ξ′l(ki+1ri)−ψ′l(kiri)ξl(ki+1ri)− jηiY (i)

S ψl(kiri)ξl(ki+1ri),

(3.33)
and for τ = 2 the coefficients are (3.33)

a
(i)
2 = ηi+1

ηi
ξl(kiri)ψ′l(ki+1ri)− ξ′l(kiri)ψl(ki+1ri)− jηi+1Y

(i)
S ξ′l(kiri)ψ′l(ki+1ri)

b
(i)
2 = ηi+1

ηi
ψl(kiri)ψ′l(ki+1ri)−ψ′l(kiri)ψl(ki+1ri)− jηi+1Y

(i)
S ψ′l(kiri)ψ′l(ki+1ri)

c
(i)
2 = ηi+1

ηi
ξl(kiri)ξ′l(ki+1ri)− ξ′l(kiri)ξl(ki+1ri)− jηi+1Y

(i)
S ξ′l(kiri)ξ′l(ki+1ri)

d
(i)
2 = ηi+1

ηi
ψl(kiri)ξ′l(ki+1ri)−ψ′l(kiri)ξl(ki+1ri)− jηi+1Y

(i)
S ψ′l(kiri)ξ′l(ki+1ri).

(3.34)
It can be seen that the expressions in (3.33)–(3.34) reduce to the same recursive
relations presented in [13, Ch. 8] if no surface currents are present at the inter-
faces. If a general homogeneous material is located at the center of the scatterer,
the iteration starts by i = 1. However, if the innermost layer is a PEC then the
iteration starts at i = 2, and it is initialized by

t
(1)
1l = ψl(k2r1)

ξl(k2r1) , t
(1)
2l = ψ′l(k2r1)

ξ′l(k2r1) . (3.35)

4 Numerical implementation
4.1 Python code
The theory described in Sections 2–3 was implemented in Python as a function
that calculates the scattered fields of a multilayer sphere with N layers of di-
electric/magnetic materials, possibly with resistive sheets at the interfaces. The
input parameters to the code are:

a material = [[ε1, µ1], [ε2, µ2], ...., [εN+1, µN+1]], d = [d1, d2, ...., dN+1],
a adm = [YS1, YS2, ...., YSN+1], f = linspace(f1, f2, Nf),

where material is an array consisting of N + 1 vectors containing the material
parameters of the layered sphere, the material parameters of the medium at the
center (which in this work is replaced by PEC boundary conditions) are [ε1, µ1],
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and [εN+1, µN+1] are the material parameters of the surrounding medium. The
thickness of each layer is defined by the vector d and the surface admittance at
each interface is given by the vector adm. The code was also specifically modified
to treat dispersive materials and reactive surfaces, such as capacitive and/or in-
ductive sheets, using extended input arguments for each frequency:

a Material = [material(f1), material(f2), ...., material(fNf
)],

a Adm = [adm(f1), adm(f2), ..., adm(fNf
)],

where the parameters adm and material are defined as in the previous, non-
dispersive case.

The numerical implementation is organized as follows: the spherical Bessel
and Hankel functions are imported from standard packages in Python. The
mathcal package is used for higher accuracy (float precision of the special func-
tions). A function called Mobius() is defined that takes the input parameters
listed above, uses the expressions (3.31)–(3.34) to iterate through the T -matrix
coefficients from the center layer outwards one layer at a time, and returns the
T -matrix coefficients of the outermost layer of the scatterer. When these T -
matrix coefficients have been extracted, all scattering information of the layered
sphere can be calculated from the relations presented in Section 3.2, such as the
scattering cross section, the extinction cross section and the monostatic cross
section.

The numerical implementation was verified through a number of benchmark-
ing simulations in Comsol Multiphysics, Computer Simulation Technology Mi-
crowave Studio (CST MWS), and FEKO. The results, presented in Appendix B,
indicate good agreement between the code and the full wave simulation software.
It was concluded that the finite element solver of Comsol Multiphysics and the
finite integration technique solver in CST MWS are not well suited for scattering
simulations of object larger than a few wavelengths in size due to high memory re-
quirements. Due to the aforementioned reasons, out of the three software FEKO
seems to be the best suited for RCS simulations of three dimensional structures
larger than a few wavelengths in size, with lossy dielectric/magnetic materials
and resistive sheets. Although, all numerical software used for benchmarking
displayed a significant increase in memory and computation time requirements
in comparison to the analytic in-house simulation code.

Emphasis is put on the truncation of the l-index in the numerical implemen-
tation. An expression for this truncation was presented by Wiscombe in [31]
to achieve convergence on the order of 10−14 for the sum of the squared Mie
scattering coefficients. It states that

lmax =


x+ 4x1/3 + 1, 0.02 ≤ x ≤ 8,
x+ 4.05x1/3 + 2, 8 < x < 4200,
x+ 4x1/3 + 2, 4200 < x < 20000,

(4.1)

where x = ka is the electric size of the scatterer. This truncation relation has
been used for all scatterers under study in this work.
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Figure 4: A planar multilayer absorber above a ground plane, consisting of
different materials in the layers and possibly with admittance sheets Y (i)

S at
the interfaces is presented in the middle. An example of a surface admittance
consisting of a lattice of resistive patches is presented to the left, and to the right
a multilayer sphere corresponding to the planar structure is presented.

5 Absorbers on doubly curved surfaces

5.1 RCS simulations and normalizations
The expressions (3.31)–(3.34) are used specifically to evaluate the monostatic
RCS from a PEC sphere coated with different types of electromagnetic absorbers,
as in Figure 4. The absorbers under study consist of multiple layers of homoge-
neous, isotropic, dielectric and/or magnetic materials with or without losses and
dispersion. Resistive sheets and frequency selective structures at the interfaces
are treated, using equivalent circuit parameters, as a surface admittance, which
can also be frequency dependent, see Figure 4. Three different simulations were
carried out for each absorber scenario:

1. scattering from a PEC sphere,

2. scattering from a PEC sphere coated with an absorber,

3. scattering from a PEC sphere enclosing the coated structure,

see Figure 5. The two PEC simulations were then used to normalize the ab-
sorber RCS, and then make a comparison between the performance of the curved
absorber and a corresponding planar design.

5.2 Salisbury screen
The first absorber under test is a classical Salisbury screen [22] consisting of a
resistive sheet placed quarter of a wavelength, at the design frequency, from a
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Figure 5: A PEC sphere with a coating Salisbury screen matched to the free
space impedance (left), and the two normalization cases: A PEC sphere with
the center radius ai (center), an enclosing PEC sphere with the outer radius ao
(right).
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Figure 6: Monostatic RCS from a PEC sphere with a Salisbury screen (right)
and the monostatic RCS from a PEC sphere (left).

ground plane. For the best possible performance the impedance of the resistive
sheet should be matched to the free space impedance, i.e. YS = 1/η, where
η = 377 Ω. The three scenarios that are evaluated are presented in Figure 5,
namely a PEC sphere coated with a resistive sheet, the same sphere without the
absorber, and a PEC sphere enclosing the inner sphere and the absorber.

The monostatic RCS of a PEC sphere with radius ao is presented to the left in
Figure 6, and the monostatic RCS of a PEC sphere with radius ai with a Salisbury
screen is presented to the right in Figure 6, where all results are normalized with
the cross section area of the scatterer. The radius of the PEC core was varied,
both in the scenario with and without the Salisbury screen, corresponding to
the different curves in Figure 6. It can be seen that the normalized monostatic
RCS of a PEC sphere goes to 0 dB for higher frequencies, which is a familiar
result. When comparing the two graphs in Figure 6 it can be seen that the
Salisbury absorber reduces the RCS of the PEC sphere. However, in order to
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Figure 7: Monostatic RCS from a PEC sphere with a Salisbury screen, to
the left normalized with the RCS of the inner PEC scatterer, and to the right
normalized with the RCS of an enclosing PEC scatterer.

properly evaluate the performance of the spherical absorber, the RCS from the
PEC sphere with a coating absorber is henceforth normalized according to the
theory presented in Section 5.1.

Normalized scattering data of the spherical Salisbury screen are presented in
Figure 7, where the left plot is normalized with the RCS of the uncoated PEC
scatterer, and the right plot is normalized with the RCS of an enclosing PEC.
The colored curves correspond to different radii of the uncoated PEC scatterer,
where in the plots labeled “inner radius” k0a = 2π(ai/λ0) indicate the size of
the uncoated structure with respect to the center wavelength of the absorber,
and in the plots labeled “outer radius” k0a = 2π(ao/λ0) indicate the size of the
enclosing structure. This implies that all pairs of graphs of RCS data presented,
using the two different normalizations, have been evaluated using the same size of
scatterers corresponding to each color of the curves in the two graphs. In Figure 7
it can be seen that the absorber performance converges towards the planar result,
indicated by the black curve, for large enough scatterers (k0a ≈ 17). There is no
significant difference between the results with the two different normalizations in
Figure 7.

5.3 Jaumann absorber
The next absorber under study is a multilayered version of the salisbury screen,
commonly referred to as a Jaumann absorber, see Figure 8. The specific design of
the implemented absorber was presented in [11], where the performance degrada-
tion of Jaumann absorbers when applied to a cylinder is studied. This structure
consists of five layers of resistive sheets with successively increasing admittance,
seen from the incident wave, Y (5)

S = 1/1885, Y (4)
S = 1/1205, Y (3)

S = 1/679,
Y

(2)
S = 1/302.1, Y (1)

S = 1/71.40 [Ω−1], with the distance d = λ0/4 between the
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Figure 8: Jaumann absorber consisting of five resistive sheets with tuned
impedances.

sheets, and a spacer material with relative permittivity εr = 1.035.
The results in Figure 9 indicate that the performance of this type of absorber

also converges towards the planar curve, but at a slower rate than the single layer
Salisbury screen. Also, the results for large scatterers seem to oscillate with the
mean value given by the planar curve. This is most likely due to a surface wave
at the center of the structure. A significant difference can be noticed between
the results being normalized with respect to the inner, uncoated, scatterer, and
the data that is normalized with respect to an enclosing PEC sphere. The curves
in Figure 9 indicate that, for thick absorbing structures, the normalization with
respect to the enclosing PEC structure might overestimate the performance of
the absorber.

5.4 Capacitive Salisbury screen
For practical reasons it is commonly desirable to design absorbers with as small
thickness as possible, while not significantly reducing the bandwidth of the ab-
sorber. In [20] it is shown that the maximum bandwidth B of an absorber backed
by a PEC ground plane is bounded by the thickness of the structure d, where a
thinner absorber implies lower maximum bandwidth. One way to achieve B/d
close to this physical limit is to add capacitive sheets to the absorber. In [10] a
thin, ultra-wideband absorber based on multiple capacitive resistive sheets was
presented which achieves a significant increase B/d in comparison to a traditional
multilayer Jaumann absorber.

To investigate this effect, a Salisbury screen is modified to achieve similar per-
formance from a thinner structure. In practice, this corresponds to constructing
a thin sheet with a lattice of resistive patches, equivalent to a shunt resistance
and capacitance in series as in Figure 4. The capacitance and conductance of
this structure are given by

α = tan(k0d), C = 1
ηω0

(
α+ 1

α

)
, G = 1

η

(
1 + 1

α2

)
, (5.1)

where ω0 is the frequency of maximum absorption. The parameter α can be
varied to control the response from the structure, as can be seen in Figure 10.
As α decreases, the resonance of the absorber is shifted down in frequency, which
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Figure 9: Monostatic RCS from a PEC sphere with a Jaumann absorber. The
plots to the left are normalized with the RCS of the inner PEC scatterer, and the
plots to the right are normalized with the RCS of an enclosing PEC scatterer.
The upper plots show smaller radii of curvature and the lower plots show larger
radii of curvature.

corresponds to achieving similar performance as in the case of a regular Sal-
isbury screen, but for a thinner absorber. As α decreases the bandwidth is
slightly decreased. The curves in Figure 10 converge toward the planar case at
approximately the same rate as the Salisbury screen in Figure 7, and there is no
significant difference between the two normalizations. This indicates that both
the original and the capacitively loaded Salisbury screen show a similar response
with respect to curvature.

5.5 Circuit analog absorber
A simple case of a circuit analog absorber presented in [25] consists of a shunt
series resistance, capacitance, and inductance, which could be realized as a peri-
odic lattice of resistive patches. In this particular design, the circuit parameters
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Figure 10: Monostatic RCS from a PEC sphere with a capacitive Salisbury
screen, to the left normalized with the RCS of the inner PEC scatterer, and to
the right normalized with the RCS of an enclosing PEC scatterer.

are R = 308 Ω, X = 30.8 fF, and L = 3.16 nH, and the resistive sheet is placed a
distance λ0/4 from the ground plane, see [25] for further details on the specific
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Figure 11: Monostatic RCS from a PEC sphere with a CAA screen from [25],
to the left normalized with the RCS of the inner PEC scatterer, and to the right
normalized with the RCS of an enclosing PEC scatterer.

absorber geometry and how to extract the circuit parameters from unit cell simu-
lations. The results presented in Figure 11 indicate, compared to Figure 10, that
the bandwidth is significantly improved by adding an inductive element L to the
structure. However, this type of absorber might be quite difficult to manufacture
in such a manner that the resistivity and reactance of the resistive sheet have the
desired values.

5.6 Salisbury screen with a skin
In [6] it was shown that if a dielectric skin of a high dielectric constant is added
outside of a Salisbury screen a double resonance occurs and the bandwidth of
the absorber is improved. A planar absorber was designed in [6] according to
the parameters in Figure 12, where a resistive sheet with R = 225 Ω is placed
a distance d1 = 6.8mm above a ground plane, and a dielectric skin of thickness
1mm, and relative permittivity εr = 4, is located a distance d2 = 2.3mm from
the resistive sheet. The total thickness of the absorber is 10.1mm, which at the
center frequency 7.42GHz corresponds to approximately λ0/4.

This absorber design, henceforth referred to as a Chambers-Tennant absorber,
was implemented as a coating for a spherical scatterer, and the results in Figure
13 indicate that, in conjecture to the previous absorber designs under study, the
performance of the absorber does not converge towards that of the correspond-
ing planar design for large scatterers. However, if losses are added to the spacer
material the results in Figure 14 are achieved, where it can be seen that the
results now converge better toward the planar curve. This is an indication of en-
ergy being stored in the spacer region as the structure acts as a spherical cavity,
that resonates for the polarization component normal to the inner sphere surface.



240 Paper VII

d1

d = 1 mm

10.1 mm

Y  S

² = 4r

² = 1.1r

² = 1.1r

Figure 12: A PEC sphere coated with a resistive sheet and a dielectric skin
commonly referred to as a Chambers-Tennant absorber.
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Figure 13: Monostatic RCS from a PEC sphere with a resistive sheet and a
dielectric skin, to the left normalized with the RCS of the inner PEC scatterer,
and to the right normalized with the RCS of an enclosing PEC scatterer.

5.7 Conductive volume absorber
In order to extent the study to absorbers based on bulk material losses, the
resistive sheet and the spacer material inside the skin in Section 5.6 are replaced
by a conducting bulk material with a relative permittivity on the form

εr(ω) = ε′r − jε′′r (ω), ε′r = A, ε′′r (ω) = B
ω0
ω
. (5.2)

The material parameters were chosen to be A = 1.1, B = 2.39 after a quick run
in a simple optimization of the material parameters. The reflection coefficient
was optimized of a planar absorber with respect to the threshold level -20 dB.
This absorber was implemented in a spherical scenario as in see Figure 15 where
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Figure 14: Monostatic RCS from a PEC sphere with a resistive sheet and a
dielectric skin, where losses has been added to the spacer material, εr = 1.1−j0.01
(left) and εr = 1.1− j0.1 (right).

the simulated geometry and the material parameters are presented. This type
of volume (or bulk) absorber is seen in Figure 16 to perform very well when
applied to a curved scatterer. This is an indication of the fact that the planar
performance of this absorber can be used to anticipate the response from applying
the absorber to a curved structure.

5.8 Debye volume absorber
Now, we consider the geometry in Figure 17, which is the same setup as in the
previous design, but with a Debye bulk material with a relative permittivity on
the form

εr(ω) = ε′r(ω)− jε′′r (ω) = A+ B

jω/ω0 + C
, (5.3)

where A = 1, B = 2.39, and C = 0.13 after performing the same type of opti-
mization as in Section 5.7. The results in Figure 18 are very similar to those of
the conductive bulk absorber in Figure 16, even though the material parameters
in Figure 15 and Figure 17 can be seen to differ. The result curves in Figure
18 show a very good agreement to the planar design, even for relatively small
spherical scatterers, where k0a ≈ 5.
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Figure 15: A PEC sphere coated with a volume absorber with a conducting
bulk material and a skin (left) and the material parameters of the bulk material
(right).
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Figure 16: Monostatic RCS from a PEC sphere coated with a bulk absorber of
a conducting material and a dielectric coating. To the left normalized with the
RCS of the inner PEC scatterer, and to the right normalized with the RCS of an
enclosing PEC scatterer.
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Figure 17: A PEC sphere coated with a volume absorber with a Debye bulk
material and a skin (left) and the material parameters of the bulk material (right).
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Figure 18: Monostatic RCS from a PEC sphere coated with a bulk absorber
of a Debye material, and a dielectric coating. To the left normalized with the
RCS of the inner PEC scatterer, and to the right normalized with the RCS of an
enclosing PEC scatterer.
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Figure 19: A PEC sphere coated with a thin magnetic absorber (left) and the
material parameters of the absorber (right).

5.9 Thin magnetic sheet absorber
The final absorber under study is a thin magnetic sheet absorber, as in Figure
19. The absorber has a thickness of d = λ0/20 and relative permittivity and
relative permeability

εr(ω) = ε′r(ω)− jε′′r (ω) = 10 + 0.05
jω/ω0 + 1.0 ,

µr(ω) = µ′r(ω)− jµ′′r (ω) = 1.0 + 1.1
jω/ω0 + 0.5

were achieved after performing the same type of optimization as in Section 5.7.
The results presented in Figure 20 indicate that this absorber is well suited for
applications of cloaking curved surfaces, as the curves converge to the planar
results for relatively small radii of curvature, k0a ≈ 5. The resonance in Figure
20 can be seen to be shifted up in frequency compared to the Salisbury screen,
although B/d quite large for this type of absorber in relation to the previous
designs in this work.

5.10 Evaluation of absorber performance
The results in Section 5 are summarized in Table 1, where the values of ka for the
different types of absorbers correspond to a rough estimate of when the difference
in absorber performance of the spherical and planar scenario is < 3 dB, in the
case of normalization with enclosing PEC. A general observation of the results are
that the normalized RCS of a PEC sphere coated with an absorber converges to
the planar scattering parameter of the absorber backed by a ground plane, when
the radius of the PEC sphere is increased to a few wavelengths in size. This is
true for all absorbers in this study except for the Chambers-Tennant absorber in
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Figure 20: Monostatic RCS from a PEC sphere coated with thin magnetic ma-
terial absorber. To the left normalized with the RCS of the inner PEC scatterer,
and to the right normalized with the RCS of an enclosing PEC scatterer.

Table 1: Summary of when the monostatic scattering of a sphere coated with
an absorber has converged to the planar scattering parameter. The size param-
eters ka for the different absorbers correspond to a rough estimate of when the
difference in absorber performance of the spherical and planar scenario is < 3 dB.

Absorber Sphere size (ka)
Salisbury 17
Capacitive Salisbury 17
CAA 25
Jaumann 60
Chambers-Tennant -
Conductive bulk 5
Debye bulk 5
Thin magnetic 6

Section 5.6, where it was observed that the PEC sphere and absorber act as a
spherical cavity which reduces the absorber performance.

When comparing the results in Table 1 to the similar analysis presented in [26]
it is noted that the convergence of the absorber performance in a sphere scatter-
ing scenario is comparable to that of the TM component of an absorber applied
to a cylinder of infinite extent in the axial direction. At the same time, the
TE component in the cylinder scattering scenario in [26] converges significantly
faster when ka is increased. This conclusion implies that the performance of elec-
tromagnetic absorbers is relatively insensitive to curvature in the TE-direction
of the incident signal, while curvature in the TM direction with respect to the
incident signal has a more significant effect on the absorber performance.
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When comparing the results in Section 5 using the “inner” or “outer” normal-
ization scheme it can be seen that the outer normalization seems to overestimate
the absorber performance, while the inner normalization underestimates the ab-
sorber performance. This effect is especially noticeable for the Jaumann absorber
in Section 5.3. Which normalization technique that is preferable depends on the
application where the absorber is used. For example, in some applications the
outer dimensions of the object, with an absorber applied, are predetermined and
in these cases the outer normalization is most relevant. On the other hand, if the
inner dimensions of the scatterer are predefined the inner normalization gives a
more realistic evaluation of the absorber performance in the current scenario.

6 Conclusions
A method for calculating the electromagnetic scattering from a multilayer spher-
ical scatterer, possibly resistive sheets at the interfaces, has been presented. The
solution to the specific scattering problem is a recursion relation of the transition
matrix elements, on the form of a Möbius transform. From the transition matrix
components the scattered fields can be calculated in any direction. A numerical
implementation of the solution has been implemented, resulting in a code that
can handle any number of layers, resistive sheets, lossy electric and magnetic
materials, and dispersive materials and sheets.

A number of different electromagnetic absorbers have been applied to spher-
ical scatterers of different size, and the effect of curvature on the absorber per-
formance was evaluated. By normalizing the scattering from a coated scatterer
with, either the scattering from the uncoated structure, or an enclosing PEC
structure, a comparison can be made between the absorber performance of the
curved application and a corresponding planar design. It is concluded that ab-
sorbers based on resistive sheets or circuit analog layers, are more sensitive to
curvature than bulk absorbers, based on volume losses, such as thin magnetic
absorbers or carbon doped dielectric absorbers.

It has also been observed that the convergence of the absorber performance
in a sphere scattering scenario is comparable to that of the TM component of an
absorber applied to a cylinder of infinite extent in the axial direction [26], while
the TE component converges much faster when ka is increased. This implies that
the performance of electromagnetic absorbers is relatively insensitive to curvature
in the TE direction of the incident signal, while curvature in the TM direction
with respect to the incident signal has a more significant effect on the absorber
performance.
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Appendix A Derivation of T-matrix components
for plane wave illumination of a layered sphere

As was stated in Section 3.5, the total fields in each region of a layered sphere
are given by (3.29) and the boundary conditions at each interfaces of the layered
sphere are presented in (3.30). If the fields in (3.29) are inserted in (3.30), the
first expression in (3.30) results in the relations

A
(i)
1n(jl(kiri)+t(i−1)

1l h
(2)
l (kiri)) = A

(i+1)
1n (jl(ki+1ri)+t(i)1l h

(2)
l (ki+1ri)), aaaaaaaaaaaaa

(A.1)

A
(i)
2n

(
(kirijl(kiri))′

kiri
+ t

(i−1)
2l

(kirih(2)
l (kiri))′

kiri

)

= A
(i+1)
2n

(
(ki+1rijl(ki+1ri))′

ki+1ri
+ t

(i)
2l

(ki+1rih
(2)
l (ki+1ri))′

ki+1ri

)
, (A.2)

and the second relation in (3.30) results in the expressions
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where we have used the relations

r̂ ×A3n(r̂) = 0, A2n(r̂) = r̂ ×A1n(r̂), A1n(r̂) = A2n(r̂)× r̂. (A.5)

The goal from here is to eliminate all the the coefficientsAτn, and to find recursion
expressions for the unknown T -matrix coefficients t(i)τl . To simplify the notation
further, introduce the Riccati-Bessel functions and their derivatives [1, 18]

ψl(z) = zjl(z), ξl(z) = zh
(2)
l (z),

ψ′l(z) = jl(z) + zj′l(z), ξ′l(z) = h
(2)
l (z) + zh

′(2)
l (z),

(A.6)



248 Paper VII

and divide (A.4) by (A.2) to get the expression

1
ηi

(ψl(kiri) + t
(i−1)
2l ξl(kiri))− jY (i)

S (ψ′l(kiri) + t
(i−1)
2l ξ′l(kiri))

ψ′l(kiri) + t
(i−1)
2l ξ′l(kiri)

= 1
ηi+1

(
ψl(ki+1ri) + t

(i)
2l ξl(ki+1ri)

ψ′l(ki+1ri) + t
(i)
2l ξ
′
l(ki+1ri)

)
. (A.7)

Now, divide (A.3) by (A.1), to get
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where it can be seen that (A.7) only contain the T -matrix components t(i−1)
1l ,

t
(i)
1l , and (A.8) only contain the T -matrix component t(i−1)

2l , t(i)2l . Furthermore,
the expressions (A.7)–(A.8) describe recursion relations where the unknown T -
matrix components are updated for each layer through linear mappings A(·),
B(·) {

t
(i)
1l = A(t(i−1)

1l )
t
(i)
2l = B(t(i−1)

2l )
i = 1, 2, ...., n+ 1. (A.9)

These mappings can be seen to have the general structure

a′ + b′x1
c′ + d′x1

= e′ + f ′x2
g′ + h′x2

, (A.10)

where a′, b′, c′, d′, e′, f ′, g′ and h′ are known coefficients, and x1 is a known pa-
rameter and x2 is unknown. A rearrangement of (A.10) results in the familiar
Möbius transform

x2 = (e′d′ − b′g′)x1 + e′c′ − a′g′

(b′h′ − f ′d′)x1 + a′h′ − f ′c′
= −ax1 + b

cx1 + d
, (A.11)

where
a = b′g′ − e′d′, b = a′g′ − e′c′,

c = b′h′ − f ′d′, d = a′h′ − f ′c′.
(A.12)

This implies that by identifying the exact expressions of a′, b′, c′, d′, e′, f ′, g′ and
h′ for our two expressions (A.7)–(A.8), we have a final expression for the solution
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to the problem. In (A.7) the mapping coefficients are
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and in (A.8) the mapping coefficients are
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Finally, the recursive expression for the T -matrix coefficients can be formulated
as
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where for τ = 1 the coefficients are
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and for τ = 2 the coefficients are (3.33)
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For the case of a general material at the center of the scatterer, the iteration
starts by i = 1. However, If the innermost layer is a PEC then the iteration
starts at i = 2, and it is initialized by

t
(i)
1l = ψl(k2r1)

ξl(k2r1) , t
(i)
2l = ψ′l(k2r1)

ξ′l(k2r1) . (A.18)

Appendix B Verification of the numerical
implementation

In this section the monostatic RCS of differerent scatterers is calculated using
the analytic in-house Python code, developed in this work, and a number of
commercial software. The MoM solver in FEKO, the frequency domain solver in
CST MWS and the finite element method solver in Comsol Multiphysics were all
used for bencmarking.
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Figure 21: Verification simulations of the monostatic RCS of a PEC sphere
(left) and a dielectric sphere of relative permittivity εr = 4 (right).
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Figure 22: Verification simulations of the monostatic RCS of a PEC sphere
coated with a dielectric shell (left) and a PEC sphere with a resistive sheet
(right). The outer radius of the spheres is a. In the left scenario the PEC sphere
radius is 0.7a, the dielectric shell has a relative permittivity εr = 4 and thickness
d = 0.3a. In the right scenario the PEC sphere has the radius 0.7a and the
resistive coating is located a distance d = 0.3a from the sphere.
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Figure 23: Verification simulations of the monostatic RCS for a PEC sphere
with a dielectric coating and a resistive sheet (left), and a PEC sphere with a
magnetic lossy coating and a resistive sheet (right). The outer radius of the
spheres is a. In the left scenario the PEC sphere has radius 0.7a, the dielectric
shell has a relative permittivity εr = 4 and thickness d = 0.2a and the resistive
coating is located a distance d = 0.1a from the dielectric layer. In the right
scenario the PEC sphere has radius 0.7a, the magnetic shell has the relative
permeability µr = 4 − 0.1j, relative permittivity εr = 4 − 0.1j and thickness
d = 0.2a and the resistive coating is located a distance d = 0.1a from the magnetic
layer.
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Abstract
Two approximation methods are presented for fast calculations of the

monostatic scattering from axial-symmetric scatterers coated with electro-
magnetic absorbers. The methods are designed for plane wave illumination
parallel to the axis of rotation of the scatterer. The first method is based
on simulating the scattering of a perfect electric conductor (PEC) enclosing
the absorber coated scatterer, and multiplying the result with the squared
magnitude of the absorber reflection coefficient in a planar scenario. The
second method is based on simulating the scattering scenario in a physical
optics (PO) solver, where the electromagnetic absorber is treated as reflec-
tion dyadic at the outer surface of the scatterer. Both methods result in
a significant acceleration in computation speed in comparison to full wave
methods, where the PO method carries out the computations in a num-
ber of seconds. The monostatic scattering from different geometries have
been investigated, and parametric sweeps were carried out to test the lim-
its where the methods yield accurate results. For specular reflections, the
approximation methods yield very accurate results compared to full wave
simulations when the radius of curvature is on the order of half a wavelength
or larger of the incident signal. It is also concluded that the accuracy of
the two methods vary depending on what type of absorber is applied to
the scatterer, and that absorbers based on “volume losses” such as carbon
doped foam absorber and thin magnetic absorbers yield better results than
absorbers based on resistive sheets, such as a Salisbury absorber.

1 Introduction
In many applications it is of great interest to characterize how electromagnetic
waves interact with objects [32]. In some scenarios this interaction should be
as significant as possible, such as for antennas [2], while in other scenarios this
interaction is to be minimized, such as in defense applications [24]. In order
to minimize the electromagnetic scattering from an object one can either shape
the object to direct the signals in desired directions, or use electromagnetic ab-
sorbers that reduce the electromagnetic scattering in a desired frequency band
of operation [19].

When numerically calculating the scattered fields of an object, accurate re-
sults can be achieved using full wave methods such as the method of moments
(MoM), finite element method (FEM), or finite difference time domain method
(FDTD) [6, 15]. However, the computational requirements increase rapidly as
the size of the scatterer is made larger than a few wavelengths in size [6]. In [3]
it is shown that, in a simulation at the wave frequency f of a 3D system of fixed
spatial extent, the number of floating point operations and the memory require-
ments scales as O(f4) in all of the above mentioned methods. If a 2D simulation
system is considered the MoM scales as O(f2) and the FEM and FDTD scales as
O(f3) [3]. It should be noted that time-domain difference methods give a com-
plete frequency spectrum, as compared to a standard frequency-domain method
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that requires one computation for a single frequency. This means that for wide-
band problems a time domain method can lead to reduced simulation complexity.
In order to reduce the requirements and accelerate simulations a number of nu-
merical acceleration methods have been presented in the last decades. For MoM
two such methods well suided for simulating electrically large scattering problems
are the multilevel fast multipole method (MLFMM) [5, 7, 23] and the character-
istic basis function method (CBFM) [14, 20, 21]. The MLFMM scales in 3D as
O(f2log(f)) [3] which is a significant improvement, but can still result in heavy
computations for complicated structures.

If for example an electromagnetic absorber consisting of single/multiple layers
of different materials are applied to a scatterer under test the computational re-
quirements increase even further, resulting in even higher memory requirements
and longer simulation times [19]. A different approach to further reduce the
computational requirements is to utilize high frequency approximation methods.
This type of methods are commonly utilized when simulating very large objects,
but can be useful for smaller scatterers as well. A high frequency approximation
method used in many applications such as optics, electrical engineering and ap-
plied physics is physical optics (PO) [27]. It is an intermediate method between
geometrical optics, which treats electromagnetic waves as rays, and full wave
electromagnetism [6,16]. The approximation consists of estimating the field on a
surface using ray optics and then integrating the field over the surface to calculate
the transmitted or scattered field. This resembles the Born approximation from
the fact that details of the problem are treated as a perturbation [4]. A strong
advantage of this method is the fact that the simulation complexity and com-
putation time does not significantly increase with frequency as in the previous
methods [1,12,28]. Drawback with PO is that it does not consider edge diffraction
and the accuracy of the method is decreased for scattering in directions other than
the specular direction [1]. Modified versions of PO have been presented through-
out the years where these problem have been successfully addressed, utilizing
physical theory of diffraction (PTD) or other techniques [22,25,29–31].

In this work, two approximation methods are presented for calculating the
monostatic scattering from absorber coated axially-symmetric scatterers illumi-
nated by a plane wave propagating along the axis of rotation of the scatterer. The
methods are based on the work presented in [10,11] where the effect of curvature
on electromagnetic absorbers was evaluated using analytic recursion expressions.
The first method consists in multiplying the scattering from a perfect electric
conductor (PEC) enclosing the scatterer with the squared magnitude of the re-
flection coefficient of the absorber in a planar scenario. The second consists of
calculating the monostatic scattering using the PO approximation, where the
absorber is treated as an angle of incidence dependent reflection dyadic at the
surface of the scatterer. An in-house solver presented in [26] is utilized for gener-
ating the PO simulation data, and is benchmarked against full wave simulations
in Comsol Multiphysics. The time convention ejωt is used throughout this work.

This work is organized as follows: simplified integral expressions for calculat-
ing the monostatic far field in a full wave- or PO solver are presented in Section 2.
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In Section 3 the approximation methods are introduced in detail and in Section 4
simulation results are presented for different electromagnetic absorbers used in
this work. The two approximation methods are compared to a corresponding full
wave simulation for different electromagnetic absorbers applied to scatterers of
different geometrical shapes in Section 5. Finally, a short summary and evalua-
tion of the performance of the approximation methods are presented in Section 6,
followed by some concluding remarks in Section 7.

2 Monostatic RCS from axially symm-
etric scatterers

2.1 General formulation
In this work the main focus is on characterizing the monostatic radar cross section
(RCS) from axially symmetric scatterers, illuminated along the axis of rotation.
The RCS can be determined from the far field amplitude in the backscattering
direction through the relation

σ = 4π |F (−ẑ)|2

|E0|2
, (2.1)

where σ is the RCS and E0 is the amplitude of the incident electric field. In [26] a
method was presented to determine the far field amplitude in the backscattering
direction from a axially symmetric scatterer, illuminated by a linearly polarized
(LP) plane wave E0 = E0e−jkzx̂ propagating along the axis of rotation of the
scatterer, as in Figure 1. There it was shown that by exciting the structure with
a circularly polarized (CP) plane wave E0 = E0e−jkze∓mjϕ(ρ̂− jϕ̂) of one of the
two azimutal modesm = ±1, the backscattered farfield F (−ẑ) from the scatterer,
illuminated by a LP plane wave, can be determined through the expression

F (−ẑ) = x̂
jk
4

∫
γ

[
nρEz(ρ, z)− nzEρ(ρ, z) + η0nzHϕ(ρ, z)

− jnzEϕ(ρ, z) + jη0(nρHz(ρ, z)− nzHρ(ρ, z))
]
e−jkzρ d`, (2.2)

where the index m = ±1 has been dropped for brevity, k is the wave number,
η0 is the wave impedance in vacuum, n̂ = nρρ̂ + nzẑ is the normal vector of
the scatterer, and the field components (Eρ, Eϕ, Ez, Hρ, Hϕ, Hz) are computed
in a numerical software and integrated over any given line segment γ enclosing
the scatterer. In the following, we show how the electric and magnetic field
components can be determined in the physical optics (PO) approximation, and
how the expression (2.2) is reformulated in the PO scheme.
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Figure 1: Principle sketch of a scattering scenario considered in this work. To
the left a axially symmetric scatterer is illuminated by a plane wave along its axis
of rotation. To the right a sketch of the numerical modeling of the scatterer is
depicted, where the backscattered far field amplitude is calculated by calculating
(2.2) along any line segment γ enclosing the scatterer.

2.2 Physical optics formulation
In the PO approximation, the scattering surface is assumed to be locally flat [1,28]
and described by a reflection dyadic so that the tangential electric and magnetic
fields are given by

Et = (I + R) ·E(i)
t , (2.3)

Ht = Yw · (I−R) ·E(i)
t . (2.4)

By defining the unit vectors p̂ and ŝ spanning the surface, the identity dyadic in
the tangential plane of the surface can be written as I = p̂p̂+ ŝŝ and R denotes
the reflection dyadic. The wave admittance dyadic of the surrounding medium
Yw is defined as follows. A plane wave propagating in free space in the k̂ direction
is given by the right-hand rule asE = E0e−jkk̂·r andH = η−1

0 k̂×E0e−jkk̂·r. Now
fix a different direction û, and consider the components of E and H orthogonal
to û (the transverse parts, Et and Ht). The wave admittance is then defined by
the relation Ht = sign(û · k̂)Yw ·Et. In this case, it can be represented as (with
û = −n̂ and assuming (p̂, ŝ, n̂) is a right-handed system and n̂ is the outward
pointing normal)

Yw = −n̂× η−1
0

(
1

cos θ p̂p̂+ cos θŝŝ
)

= η−1
0

(
−1

cos θ ŝp̂+ cos θp̂ŝ
)
. (2.5)

Here, θ is the angle of incidence. For an isotropic case, the reflection dyadic can
be represented as

R = RTM(θ)p̂p̂+RTE(θ)ŝŝ (2.6)
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Figure 2: Local geometry of the plane of incidence, defining the unit vectors p̂
(corresponding to TM polarization) and ŝ (corresponding to TE polarization).

and we have the result

Et = (1 +RTM(θ))E(i)
TMp̂+ (1 +RTE(θ))E(i)

TEŝ, (2.7)

Ht = − η−1
0

cos θ (1−RTM(θ))E(i)
TMŝ+ η−1

0 cos θ(1−RTE(θ))E(i)
TEp̂. (2.8)

In [26] the tangential field components in the PO approximation in (2.7)–(2.8)
are identified and reformulated on the form of the components in the integral
(2.2), and the final result for the backscattered far field from a axially symmetric
scatterer illuminated by a plane wave in the axial direction is

F (−ẑ) = −x̂ jk
4

∫
γ

[
(1 +RTM)nz + 1−RTM

cos θ n2
z + (1 +RTE)nz+

cos θ(1−RTE)
]
E0e−2jkzρ d`. (2.9)

All parameters inside the integral can be parametrized along the curve γ. It is
immediately seen that sections of a straight circular cylinder, where nz = 0 and
cos θ = 0, give zero contribution regardless of the reflection coefficients. In the
next section, the relations (2.2) and (2.9) are used to calculate approximative
results of the RCS of a scatterer coated by an electromagnetic absorber.

3 Approximative computation methods
for coated scatterers

Two approximative computation methods for calculating the RCS from axially
symmetric scatterers coated with an electromagnetic absorber are presented in
this work. Both methods are based on the results presented in [10]. There it
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Figure 3: Three different RCS simulation cases evaluated for each geometry
coated with a specific absorber. The left scenario shows the RCS of a full wave
simulation model where the absorber is completely resolved in the meshing of
the scatterer. The middle scenario depicts the RCS from a PEC enclosing the
coated scatterer, which could be evaluated either using a full wave software or a
PO solver. To the right the RCS of the coated scatterer is evaluated using a PO
solver, where the absorber is treated as a reflection coefficient at the enclosing
surface of the scatterer.

is shown that for a PEC sphere coated with an electromagnetic absorber an
approximative relation is observed as the radius of the inner sphere is increased
to a few wavelengths in size

σcoated

σPEC ≈ |Splanar
11 |2, (3.1)

where σcoated is the RCS of the PEC sphere with an absorber, σPEC is the
is the RCS from either the uncoated PEC sphere or a PEC sphere enclosing
the coated scatterer, and Splanar

11 is the reflection coefficient of the absorber,
illuminated by a plane wave at normal incidence, in a planar scenario of infinite
extent backed by ground plane, i.e. Splanar

11 = Γ planar. In [10] this relation was
used to evaluate the effect of curvature on the performance of different types
of absorbers, and it was concluded that absorbers based on bulk loss, such as
thin magnetic absorbers or carbon loaded foam absorbers, are less sensitive to
curvature than absorbers based on single or multiple layers of resistive sheets.
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However, if (3.1) is rearranged we get the expression

σcoated ≈ σPEC|Splanar
11 |2, (3.2)

which can be interpreted in the following way: the RCS from a PEC scatterer
coated with an absorber can be approximated by the RCS from an enclosing
PEC scatterer multiplied by the squared reflection coefficient of the absorber in
a planar scenario. This relation is the first RCS approximation method used in
this work, where the parameter σPEC could be determined either using a full wave
simulation software, or a PO solver. This is depicted in the center illustration in
Figure 3.

The second approximation method for calculating RCS in this work is based
on evaluating (2.9) using an in-house PO code. The electromagnetic absorber
applied to the scatterer is treated as a reflection coefficient at the surface enclosing
the scatterer, as in the rightmost illustration in Figure 3. This implies that for
each absorber the reflection coefficient of the planar absorber has to be evaluated
for a number of discrete angles of incidence in the range 0 ≤ θ ≤ 90◦, both for TE
and TM polarization. Further details on how this was carried out are presented
in Section 4. Both the presented approximation methods are compared to a
corresponding full wave simulation as in the left illustration in Figure 3.

4 Simulation results - planar electromag-
netic absorbers

Three different types of absorbers have been investigated to evaluate the RCS
approximation methods introduced in the previous section. The design procedure
of the absorbers is presented in detail in [10], where the performance degradation
of the absorbers with respect to double curvature was evaluated. The absorbers
under study are:

1. A Salisbury absorber, consisting of a resistive sheet with the surface impedance
ZS = η0 = 376.7 Ω, located a distance λ0/4 from a PEC ground plane.

2. A foam absorber consisting of a conductivity loaded low permittivity ma-
terial with thickness 9λ0/40 and relative permittivity εr = 1 − j2.39f0/f ,
coated with a thin dielectric skin with thickness λ0/40 and relative permit-
tivity εr = 4. The total thickness of the absorber is λ0/4. This type of
absorber could be realized by utilizing a carbon doped foam [19].

3. A thin magnetic absorber with a thickness of λ0/20, relative permeability
µr = 1+1.1/(jf/f0+0.5) and a relative permittivity εr = 10+0.05/(jf/f0+
1). This type of absorber could be realized by componds of iron introducing
a magnetic dipole moment [19].
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Figure 4: Electromagnetic absorbers used in this work. To the left a Salisbury
screen is presented, in the center is a carbon doped foam absorber with a thin
dielectric coating, and to the right is a thin magnetic absorber.

µ = 0  � µ = 40  �

Figure 5: Simulation results of the three absorbers used in this study. To the
left, the reflection coefficient of the absorbers are presented ,in dB, for normal
incidence. To the right, the reflection coefficient is presented, in dB, for θ = 40◦
angle of incidence for TE polarization (solid curves) and TM polarization (dashed
curves).

The parameter λ0 is the design wavelength of operation of the absorbers and the
geometries can be seen in Figure 4. Simulation results of the three absorbers are
presented in Figure 5, where it can be seen that the foam absorber has a wider
bandwidth than the other two, but it also a shows larger deviation in performance
between TE and TM illumination at oblique angles of incidence.

5 Simulation results - electromagnetic
absorbers on axially symmetric
scatterers

The approximate computation methods for calculating the RCS from axially sym-
metric scatterers, presented in Section 3, were evaluated for different scatterers
with and without different electromagnetic absorbers applied. The RCS of the
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Figure 6: An example of a scattering scenario under test (center), where a
scatterer coated with an absorber is illuminated by a plane wave from below the
scatterer. Identical simulation models are evaluated in a PO solver (left) and a
full wave solver (right). In the PO model the line segment defining the scatterer
is parametrized with respect to a predefined coordinate system, and in the full
wave model the geometry is generated in a graphical editor.

scatterers under test was determined for on-axis illumination both in a 2D axial
symmetric full wave FEM in Comsol Multiphysics, and in an in-house PO solver,
written in python using the SciPy package for scientific computing [17]. The
electric and magnetic fields were evaluated at 501 frequency points in the range
f0/200 ≤ f ≤ 3f0 in both solvers, where f0 is the center frequency of operation
of the applied absorbers. Verification simulations and a mesh convergence study
of the 2D axial-symmetric full wave solver in Comsol Multiphysics are presented
in Appendix C, where simulation results from FEKO are used as a benchmark.

In the full wave model, the maximum mesh size was defined as λ2/10, where
λ2 is the wavelength at the highest frequency of the study. In the right illustration
in Figure 6 a conical scatterer with a rounded nose and a single layer absorber
has been implemented in Comsol Multiphysics. The outer cyan area represent a
perfectly matched layer, providing a boundary condition for the numerical solver,
the grey area is free space, the rectangle enclosing the scatterer is the line segment
γ along which the integral (2.2) is carried out for extracting the monostatic far-
field amplitude, and the green area correspond to an electromagnetic absorber
coating the scatterer. The structure is illuminated by a plane wave propagating in
the upward direction. The simulations were carried out on a Supermicro 2028GR-
TR 2U computation server with 2 Intel Xeon E5 8-Core 2.40GHz processors and
8 Samsung 16GB DDR4 2133MHz RAM. A typical simulation consisted of about
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200 000–500 000 mesh elements, required about 20-40 GB RAM, and finished in
about 12− 24 h, depending on the size of the scatterer under study.

In the PO simulations the backscattered far field was determined by evalua-
tion of (2.9) over the line segment defining the surface of the scatterer, using a
simple Riemann integral with 10000 elements along the line. Simulations were
carried out over the same frequency range as in the full wave software, but this
type of approximation method can easily be used for much higher frequencies
without a significant increase in computation time. In order to carry out this in-
tegral each scatterer under study was parametrized as can be seen in Appendix B.
An example of a scatterer under test in this work is presented in the left illus-
tration in Figure 6, where the design parameters of the scatterer are marked
and ri = (ρi, zi), i = 1, 2, .., 5 are key points used in the parametrization, see
Appendix B for details. A typical PO simulation, evaluating the RCS through
the relation (2.9), was carried out in about 5–10 seconds.

In Section 2.2 we mention that the PO far field expression (2.9) will be iden-
tically zero for all incidence angles θ ≤ 0, resulting in that a PO solver will
not catch scattering from the back edge of objects. This type of scattering can
be accounted for by utilizing geometrical theory of diffraction (GTD) [13, 18].
However, to compare the two approximation methods in this work the back edge
scattering in the full wave simulations is removed by utilizing time gating. This
is a well established method commonly used in electromagnetic measurements to
filter out multipath reflections and other unwanted scattering components [8, 9].
By performing a discrete inverse Fourier transform on frequency domain data,
multiplying the data with a time domain window function, and finally trans-
forming the data back to the frequency domain, the filtered data is acquired. In
order to achieve the desired results, without introducing spurious oscillations in
the data, a tapered cosine window function is utilized (commonly referred to as
tukey window) [17].

5.1 Hemispherically capped cylinder
The first scatterer under study is a cylinder with a spherical cap, as in Figure 6.
The radius of the nose is denoted a and the length of the cylinder L is defined as
L = 3a, which implies that the total length of the scatterer is Ltot = 4a and the
total width is wtot = 2a. Simulation results of a PEC scatterer with a = 8λ0/3,
are presented in Figure 7. In the top left plot the raw RCS is presented both
from a full wave simulation and a PO simulation, where all results are normalized
with the gemetrical cross section of the scatterer πa2. Here it can be seen that
the full wave data oscillates rapidly due to the interference of the scattering
component from the nose and the back of the scatterer. To compare the two
methods the scattering off the back is gated out from the full wave data, and the
resulting comparison is made in the upper right plot in Figure 7. Here it can be
seen that the agreement between the PO and full wave data is excellent. In the
lower left and right plots the full wave and PO data are presented in the time
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Figure 7: Simulation results of a PEC hemispherically capped cylinder evalu-
ated both in a full wave solver and in a PO solver. The top left plot shows the
RCS of the scatterer normalized with its geometrical cross section, presented in
the frequency domain. The top right plot shows the normalized RCS when the
scattering from the back edge has been gated out in the time domain. The bot-
tom left plot shows the full wave simulation far-field data in the time domain and
the bottom right plot is the corresponding PO data, both with the corresponding
window function.

domain, alongside with the tapered cosine window function used to separate the
two scattering components. Here it can be seen that the right peak in the full
wave data in the lower left plot (corresponding to the back edge scattering) is
absent in the PO data in the lower right plot. Still, the same window function is
applied to both data sets for consistency.

The RCS from the hemispherically capped cylinder coated with the three
different absorbers, introduced in Section 4, was evaluated for different sizes of
the scatterer. By varying the parameter a the electrical size of the scatterer
was varied while keeping the length to width ratio of the PEC scatterer and
the thickness of the absorber fixed. Simulation results of the scatterer coated
with the foam absorber are presented in Figure 8 and simulation results of the
thin magnetic absorber and the Salisbury absorber are presented in Appendix A.
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Figure 8: Simulation results of hemispherically capped cylinder scatterers of
different sizes, coated with a foam absorber. In the upper left plot the radius
of the scatterer is a = λ0/3, in the upper right plot a = 2λ0/3, in the lower
left plot a = 4λ0/3, and in the lower right plot a = 16λ0/3. The solid curves
represent the RCS of a PEC enclosing the coated scatterer and the dashed curves
correspond to the RCS of the coated scatterer. The dashed red curve is the full
wave simulation, the dashed green curve is the first approximation method and
the dashed blue curve is the PO approximation method.

Note that the time gating scheme previously described has been utilized in all
simulations henceforth presented in this work. In the top left plot in Figure 8,
a = λ0/3 which corresponds to Ltot = 4λ0/3 and wtot = 2λ0/3. In the top
right plot a = 2λ0/3 which corresponds to Ltot = 8λ0/3 and wtot = 4λ0/3. In
the lower left plot a = 4λ0/3 which corresponds to Ltot = 16λ0/3 and wtot =
8λ0/3. Finally, in the lower right plot a = 16λ0/3 which corresponds to Ltot =
64λ0/3 and wtot = 32λ0/3. Full wave simulation results are marked in red, PO
results are marked in blue and results calculated from the first approximation
method (σFEM

coated ≈ σFEM
PEC |S

planar
11 |) are marked in green. Solid curves correspond

to simulations of a PEC enclosing the scatterer with absorber coating, denoted
with the superscript “PEC”. Dashed curves correspond to simulations of the
scatterer with the absorber, denoted with the superscript “coated”. All results
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are normalized with the geometrical cross section of the PEC scatterer without
the absorber, i.e. A = πa2.

In Figure 8 it can be seen that the PEC results from the full wave- and PO
simulations agree very well for all sizes of the scatterer. In the case where the
scatterer is coated with a foam absorber it can be seen that for the smallest scat-
terer, in the upper right graph, the approximation methods represented by the
blue and green dashed curves deviate from the full wave simulation, represented
by the red dashed curve. When the size of the scatterer is increased this deviation
is reduced and in the largest case, where the radius of curvature of the scatterer
is about 5.3λ0, the approximation methods yield almost identical results as the
full wave simulation.

The same geometry was simulated with a thin magnetic absorber in Fig-
ure 15, and with a Salisbury absorber in Figure 16. When comparing the results
of the capped cylinder with these three different types of absorbers it can be seen
that the accuracy of the RCS approximation methods varies between the differ-
ent absorbers. The thin magnetic absorber seems to yield the best agreement,
closely followed by the foam absorber. The Salisbury absorber also shows good
agreement for the larger scatterers, but relatively poor agreement for radii of
curvature . 2λ0. This effect was investigated in great detail in [10], where it was
concluded that absorbers based on “volume losses” such as in foam absorbers or
thin magnetic absorbers are less sensitive to curvature than absorbers based on
single or multiple layers of thin resistive sheets. Both approximation methods
used in this work assume “local flatness” and this approximation is thus valid for
smaller radii of curvature for absorbers that utilize volume losses.

5.2 Rounded cone
The next geometry under test is a cone with a rounded nose, as in the middle
illustration in Figure 9. To the left in Figure 9 the PO geometry of the cone
is presented and to the right is the corresponding full wave simulation model
in Comsol Multiphysics. The radius of curvature of the nose of the scatterer
is denoted an1, and the length to width ratio of the cone is the same as for the
capped cylinder in Figure 6 resulting in the cone half angle α = tan−1(1/4) ≈ 14◦.
The angle defining the intersection between the spherical nose and the straight
cone segment β is calculated as a function of an1 tp achieve a smooth transition.
The scattering contribution from the back edge of the scatterer is gated out in
all simulations of this geometry.

This geometry is of interest for evaluating the accuracy of the RCS approxi-
mation methods for radii of curvature smaller than λ0. A general rule of thumb
for achieving high accuracy using a PO solver is to avoid simulating geometries
with radii of curvature smaller than a few wavelengths in size, which indicates
that we might see deviations between full wave simulations and the approxi-
mation methods. The length and width of the underlying cone are now fixed
as w = 4λ0, Ltot = 8λ0 while the radius of curvature of the nose is varied
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Figure 9: An example of a scattering scenario under test (center), where a
scatterer coated with an absorber is illuminated by a plane wave from below the
scatterer. Identical simulation models are evaluated in a PO solver (left) and a
full wave solver (right). In the PO model the line segment defining the scatterer
is parametrized with respect to a predefined coordinate system, and in the full
wave model the geometry is generated in a graphical editor.

a   = λ /20n1 0 a   = λ    /4n1 0 a   = λ  /2n1 0 a   = 3λ  /4n1 0

8λ 0

4λ 0

Figure 10: Cone scatterers with a spherically rounded nose. The radius of
curvature of the PEC scatterers, denoted an1, is increasing from left to right.
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a   = λ / 200n1 a   = λ / 40n1

a   = λ / 20n1 a   = 3λ / 40n1

Figure 11: Simulation results of rounded cone scatterers of the same underlying
size and with a varying radius of curvature in the nose, coated with a foam
absorber. In the upper left plot the radius of the nose of the scatterer is an1 =
λ0/20, in the upper right plot an1 = λ0/4, in the lower left plot an1 = λ0/2,
and in the lower right plot an1 = 3λ0/4. The solid curves represent the RCS of
a PEC enclosing the coated scatterer and the dashed curves correspond to the
RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.

an1 = [λ0/20, λ0/4, λ0/2, 3λ0/4], see Figure 10. The results in Figure 11 show
simulations of the rounded cone scatterer with the nose radius increasing from
the upper right to the lower left graph. Here it can be seen that for a radius of
curvature on the order of λ0/2 the RCS from the approximation methods and
the full wave simulations deviate, but for an1 in the lower right plot in Figure 11
the approximation methods yield accurate results.

In the same manner as for the previous geometry, the rounded cone scatterer
was simulated with a thin magnetic absorber and a Salisbury absorber, for differ-
ent radii of curvature of the nose, and the results are presented in Figures 17, 18.
When comparing the results of the different absorbers a similar behavior is ob-
served as for the capped cylinder, i.e. that the agreement of the approximation
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methods and the full wave simulations is best for the thin magnetic absorber,
slightly worse for the foam absorber and noticeably less accurate for the Salis-
bury absorber. In the magnetic absorber case the agreement is very good already
at an1 = λ0/4. A peculiar behavior is observed in the Salisbury results, where in
the PO simulations the absorber actually imply a larger RCS than the uncoated
scatterer. This is most likely a result of the uncertainty of the method, and it
can be seen that this effect is reduced as the radius of curvature of the scatterer
is increased. It can also be seen that the agreement between the PO simulations
and the full wave simulations of the uncoated scatterer is excellent for all cases
evaluated, even when the radius of curvature is � λ.

In Appendix A.4, simulation results are presented for a sharp cone tip, with
and without a Salisbury absorber. As in the previous simulated cases, the scat-
tering from the back edge of the structure has been removed by using time gating.
In Figure 21 it can be seen that the agreement between PO and full wave simula-
tions is good for a PEC scatterer. However, it can also be seen that the proposed
approximation method, using the PO solver, is not at all accurate when the cone
tip is coated with an absorber. This is expected since the PO uses the interaction
of the incident signal with the PEc cone and the absorber is more complicated
than what can be modeled with a local reflection coefficient on a planar surface.

5.3 Rounded cone-cylinder
The final geometry under study in this work is a combination of the scatterers
in Sections 5.1–5.2. A cone with a spherically rounded nose and a cylinder
are merged, and a rounding of the same radius of curvature as at the nose is
introduced at the joint. In Figure 12 an example of the scatterer is presented in
the center illustration, and the corresponding simulation model implemented in
Comsol Multiphysics and in the PO solver are presented to the right and left,
respectively. The half angle of the cone segment is given by α ≈ 14◦, as was
the case in the rounded cone scatterer in the previous section. The size of the
scatterer was defined as w = 8λ0/3, Ltot = 32λ0/3 to avoid very long simulation
times when generating the full wave simulation results. Just as for the previous
geometries the scattering from the back edge of the cylinder is gated out.

A parametric sweep was carried out were the radius of curvature of the nose
and the rounded joint was varied as An1 = [λ0/10, λ0/4, λ0/2, λ0, 4λ0/3]. When
the radius of curvature of the nose and joint take the value of half the width
of the scatterer, as in the rightmost illustration in Figure 13, the center of the
two spherical components coincide and structure takes the same form as the
hemispherically capped cylinder in Section 5.1. The results of this scenario is
presented for the three different absorbers in the lower left plot in Figure 8 and
Figures 15–16.

Simulation results of the rounded cone-cylinder are presented in Figure 14,
where the radius of curvature of the nose is increased in the order from the upper
left plot, to the upper right, to the lower left and finally the lower right plot. For
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Figure 12: An example of a scattering scenario under test (center), where a
scatterer coated with an absorber is illuminated by a plane wave from below the
scatterer. Identical simulation models are evaluated in a PO solver (left) and a
full wave solver (right).
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a   = λ /10n1 0 a   = λ  /4n1 0 a   = λ  /2n1 0 a   = λ  n1 0 a   = 4λ  /30n1

Figure 13: Cone-cylinder scatterers with a spherically rounded nose and middle
edge. The radius of curvature of the PEC scatterers, denoted an1, is increasing
from left to right.

the smallest nose curvature in the upper left plot all curves are oscillating quite
rapidly due to interference between the signals scattered from the nose and the
joint between the cone and the cylinder parts of the scatterer. It can be seen that
the agreement between PO- and full wave simulations is still very good in the
PEC scenario, but in the absorber case the approximation methods are showing
much larger oscillations than the full wave simulations. As the radius of curvature
of the nose is increased the oscillations of the absorber coated curves are reduced
and the approximation methods yield better results. When comparing the results
in Figure 14 with the results of the rounded cone in Figure 11 it is observed that
the approximation methods yield better results for the cone scatterer. This is
most likely due to the fact that both methods are based on a "local flatness"
assumption, which is very accurate for specular reflections, but not as accurate
for non-specular (or diffused) reflections. The second type of reflections are often
a result on diffraction, which is not fully incorporated in PO.

The geometries in Figure 13 were also evaluated for the thin magnetic ab-
sorber and the Salisbury absorber and the results are presented in Figures 19–20.
Here it can be seen that the approximation methods yield similar accuracy for the
foam absorber and the magnetic absorber, where reasonably accuracy is achieved
when an1 ≥ λ0/2. For the Salisbury absorber the accuracy is significantly worse
and good agreement is not achieved in any of the scenarios evaluated.
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a   = λ / 100n1 a   = λ /4  0n1

a   = λ /2  0n1 a   = λ  0n1

Figure 14: Simulation results of rounded cone-cylinder scatterers of the same
underlying size and with a varying radius of curvature in the nose, coated with
a foam absorber. In the upper left plot the radius of the nose of the scatterer is
an1 = λ0/10, in the upper right plot an1 = λ0/4, in the lower left plot an1 = λ0/2,
and in the lower right plot an1 = λ0. The solid curves represent the RCS of a
PEC enclosing the coated scatterer and the dashed curves correspond to the RCS
of the coated scatterer. The dashed red curve is the full wave simulation, the
dashed green curve is the first approximation method and the dashed blue curve
is the PO approximation method.

6 Evaluation of approximation methods
The two approximation methods introduced in this work have been thoroughly
evaluated and it has been shown that in most cases they yield similar results.
This is most likely due to the fact that the PO- and full wave simulations of a PEC
enclosing the scatterer show excellent agreement for all geometries evaluated, as
long as the diffraction scattering from the back edge is gated out. The first
method is relatively fast if simulated in a full wave solver, since the absorber is
not meshed in the simulation model. However, if a PO solver is used, as in the
second approximation method, the simulations are carried out in a few seconds
since only a line integral describing the scatterer is required.
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It has been shown that for specular reflections the approximation methods
yield accurate results for scatterers coated with an absorber, when the radius
of curvature of the scatterer is larger that about λ0/2 − λ0. But it has also
been observed that both methods yield significantly better agreement for the
foam absorber and the magnetic absorber than the Salisbury absorber. This
behavior was described in detail for spherical scatterers in [10], where it was
concluded that absorbers based on single or multiple layers of resistive sheets are
more sensitive to curvature than absorbers based on “volume losses”. Since the
approximation methods used in this work are derived from the work in [10] it was
expected that the same behavior is observed for the scatterers under study. The
agreement between the approximation methods and the full wave simulations
was not as good for the final geometry under study as for the previous two
geometries. This is most likely due to the fact that the scattering from the
joint between the cylinder and the cone components of the scatterer is causing
non-specular reflections that are not as accurately modeled by PO as ordinary
specular reflections.

7 Conclusions
Two approximation methods have been presented for calculating monostatic RCS
from axial-symmetric scatterers coated with electromagnetic absorbers. The
methods are designed for plane wave illumination parallel to the axis of rota-
tion of the scatterer. The first methods is based on simulating the scattering of
a PEC enclosing the absorber coated scatterer, and multiplying the result with
the squared magnitude of the absorber reflection coefficient in a planar scenario.
The second method is based on simulating the scattering scenario in a PO solver,
where the electromagnetic absorber is treated as a reflection dyadic at the outer
surface of the scatterer. Both methods result in a significant acceleration in com-
putation speed, where the PO method carries out the computations in a number
of seconds.

The monostatic scattering from three different geometries have been inves-
tigated, and parametric sweeps were carried out to test the limits where the
methods yield accurate results. The two methods yield similar results in most
cases evaluated in this study. This is due to the fact that the agreement between
PO- and full wave simulations of a PEC scatterer is excellent, even for radii of
curvature much smaller that the wavelength of incident signals. For specular
reflections, the approximation methods yield very accurate results compared to
full wave simulations when the radius of curvature is on the order of 1/2-1 wave-
length of the signal. It is also concluded that the accuracy of the two methods
vary depending on what type of absorber is applied to the scatterer, and that
absorbers based on “volume losses” such as carbon doped foam absorber and
thin magnetic absorbers yield better results than for absorbers based on resistive
sheets, such as a Salisbury absorber.
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Appendix A Simulation results
In this appendix, a collection of simulation results are presented. All geometries
introduced in Section 5 have been coated with a thin magnetic absorber or a
Salisbury absorber, defined in Section 4, and the monostatic scattering results
are presented in Figures 15–20. In Section A.4, simulation results are presented
for a sharp cone tip, with and without an absorber.

A.1 Hemispherically capped cylinder
A.1.1 Thin magnetic absorber

a = λ / 30 a = 2λ / 30

a = 4λ / 30 a = 16λ / 30

Figure 15: Simulation results of capped cylinder scatterers of different sizes,
coated with a thin magnetic absorber. In the upper left plot the radius of the
scatterer is a = λ0/3, in the upper right plot a = 2λ0/3, in the lower left plot
a = 4λ0/3, and in the lower right plot a = 16λ0/3. The solid curves represent the
RCS of a PEC enclosing the coated scatterer and the dashed curves correspond to
the RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.
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A.1.2 Salisbury absorber

a = λ / 30 a = 2λ / 30

a = 4λ / 30 a = 16λ / 30

Figure 16: Simulation results of capped cylinder scatterers of different sizes,
coated with a Salisbury absorber. In the upper left plot the radius of the scatterer
is a = λ0/3, in the upper right plot a = 2λ0/3, in the lower left plot a = 4λ0/3,
and in the lower right plot a = 16λ0/3. The solid curves represent the RCS of
a PEC enclosing the coated scatterer and the dashed curves correspond to the
RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.
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A.2 Rounded cone
A.2.1 Thin magnetic absorber

a   = λ / 200n1 a   = λ / 40n1

a   = λ / 20n1 a   = 3λ / 40n1

Figure 17: Simulation results of rounded cone scatterers of the same underly-
ing size and with a varying radius of curvature in the nose, coated with a thin
magnetic absorber. In the upper left plot the radius of the nose of the scatterer is
an1 = λ0/20, in the upper right plot an1 = λ0/4, in the lower left plot an1 = λ0/2,
and in the lower right plot an1 = 3λ0/4. The solid curves represent the RCS of
a PEC enclosing the coated scatterer and the dashed curves correspond to the
RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.
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A.2.2 Salisbury absorber

a   = λ / 200n1 a   = λ / 40n1

a   = λ / 20n1 a   = 3λ / 40n1

Figure 18: Simulation results of rounded cone scatterers of the same underlying
size and with a varying radius of curvature in the nose, coated with a Salisbury
absorber. In the upper left plot the radius of the nose of the scatterer is an1 =
λ0/20, in the upper right plot an1 = λ0/4, in the lower left plot an1 = λ0/2,
and in the lower right plot an1 = 3λ0/4. The solid curves represent the RCS of
a PEC enclosing the coated scatterer and the dashed curves correspond to the
RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.
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A.3 Rounded cone-cylinder
A.3.1 Magnetic absorber

a   = λ / 100n1 a   = λ /4  0n1

a   = λ  /2  0n1 a   = λ  0n1

Figure 19: Simulation results of rounded cone-cylinder scatterers of the same
underlying size and with a varying radius of curvature in the nose, coated with
a thin magnetic absorber. In the upper left plot the radius of the nose of the
scatterer is an1 = λ0/10, in the upper right plot an1 = λ0/4, in the lower left plot
an1 = λ0/2, and in the lower right plot an1 = λ0. The solid curves represent the
RCS of a PEC enclosing the coated scatterer and the dashed curves correspond to
the RCS of the coated scatterer. The dashed red curve is the full wave simulation,
the dashed green curve is the first approximation method and the dashed blue
curve is the PO approximation method.
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A.3.2 Salisbury absorber

a   = λ / 100n1 a   = λ /4  0n1

a   = λ  /2  0n1 a   = λ  0n1

Figure 20: Simulation results of rounded cone-cylinder scatterers of the same
underlying size and with a varying radius of curvature in the nose, coated with a
Salisbury absorber. In the upper left plot the radius of the nose of the scatterer is
an1 = λ0/10, in the upper right plot an1 = λ0/4, in the lower left plot an1 = λ0/2,
and in the lower right plot an1 = λ0. The solid curves represent the RCS of a
PEC enclosing the coated scatterer and the dashed curves correspond to the RCS
of the coated scatterer. The dashed red curve is the full wave simulation, the
dashed green curve is the first approximation method and the dashed blue curve
is the PO approximation method.

A.4 Sharp cone tip
For the sake of completeness, the scattering from a sharp cone tip was simulated,
both using a full wave solver and the in-house code. The geometry of the scatterer
can be seen in B.3, the size of the scatterer was defined as a = 4λ0/3, and the
same frequency range was used as in previous simulations. In [19, p.255], the
monostatic scattering from a cone tip is stated to be approximately related to
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Figure 21: Simulation results of a PEC cone tip, with and without a foam
absorber applied. To the left, simulation results from the in-house PO solver and
a full wave solver are compared to the asymptotic scattering from a cone tip in
(A.1). To the right, the PO scattering data is plotted in log-log scale and the
simulated results are compared to the asymptotic relation.

the opening angle of the cone 2α, and the frequency f as

σPEC
tip ≈ (0.256 · 2α)4.3

(
c0
f

)2
. (A.1)

This result is verified in Figure 21 where simulation results are presented for
the scattering from a cone tip. In order to evaluate if the approximation method
based on PO simulations is accurate in this type of scenario, a foam absorber was
also added to the structure, see the dashed lines in Figure 21. The scattering
data from the cone is truncated using time gating, but to extract the desired
information a small modification is applied to the time gating procedure. Due
to the frequency dependency of the cone tip scattering contribution (A.1), the
spectrum of the scattered far field was weighted before transformation into the
time domain. The spectrum of a differentiated Gaussian pulse was here used
as a weighting function. This weight function, operating on the scattered far
field, have a linear frequency slope which was used to compensate for the 1/f2-
dependency in the RCS of (A.1). Without this operation, it is not possible
to separate the scattered contributions from the cone tip and the rest of the
structure the in time domain. This weighting operation was compensated for
after the signal had been gated and transformed back to the frequency domain.

In the left plot in Figure 21, simulation results are compared to the asymp-
totic relation (A.1) and it can be seen that the PO and full wave simulation
results agree very well with the asymptotic relation. In the case with a foam ab-
sorber applied it can be seen that the approximative results acquired using PO
deviate from the full wave simulation results. This indicates that the proposed
approximation methods are not suitable for calculating scattering from sharp
edges coated with an electromagnetic absorber. In the right plot in Figure 21,
the scattering from a PEC cone tip is calculated using FEM, PO and the ex-
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pression (A.1) and plotted in log-log scale. Here it can be seen that the slope of
the three curves, corresponding to the frequency dependency of 1/f2 is almost
identical in the three curves. The slight vertical shift that can be seen is most
likely caused by the gating procedure.

Appendix B Parametrization of axially
symmetric objects

A detailed parametrization of each scatterer under study is presented in this
appendix.

B.1 General theory
A curve γ defining a axially symmetric scatterer can be parametrized by a real
scalar q:

γ = {r(q) : 0 ≤ q ≤ 1}, (B.1)

where r(q) = ρ(q)ρ̂+z(q)ẑ. The start point r(0) is chosen at the bottom of each
scatterer and the end point r(1) is at the top. Defining the unit vector as

n̂(q) = z′(q)ρ̂− ρ′(q)ẑ√
(z′(q))2 + (ρ′(q))2

(B.2)

then makes it point out of the object (in the typical case, we have z′(q) ≥ 0).
The angle of incidence is given by

cos θ = −ẑ · n̂(q) = ρ′(q)√
(z′(q))2 + (ρ′(q))2

. (B.3)

Finally, the length element is d` = (d`/dq) dq, where

d`
dq =

√
(z′(q))2 + (ρ′(q))2. (B.4)

In special cases it may be easier to do the parametrization more explicitly. The
approach that is used here is to identify the location of key points of the geometry
in a global coordinate system ri = (ρi, zi), break down the parametrization in
separate regions, and from these points determine the parametrization of the
scatterer.

B.2 Hemispherically capped cylinder
To parametrize a hemispherically capped cylinder coated with an absorber as in
Figure 22 the parametrization is broken down to three regions. Key points of the
geometry are identified and marked in Figure 22, and the coordinates of these
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points are defined in Table 1 where L is the length of the cylinder, a is the radius
of the hemispherical nose and an = a + d is the radius of the absorber coated
hemispherical nose. Here, it is clearly seen that the straight part of the cylinder
and the flat top do not satisfy cos θ > 0, and hence are in the shadow region in
the physical optics approximation.
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Figure 22: A typical geometry, with a hemispherically capped right circular
cylinder of height L and radius a. The total height is L+ a.

Table 1: Key points of interest for parametrization of a hemispherically capped
cylinder coated with an absorber.

r1 r2 r3 r4 r5
ρi 0 0 an an 0
zi −L/2− an −L/2 −L/2 L/2 L/2

Table 2: Parametrization of hemispherically capped cylinder coated with an
absorber.

Spherical nose Straight cylinder Flat top
q 0 ≤ q < 1/3 1/3 ≤ q < 2/3 2/3 ≤ q ≤ 1

ρ(q) an sin(q3π/2) ρ3 ρ4 − ρ4(3q − 2)
z(q) z2 − an cos(q3π/2) z3 + (z4 − z3)(3q − 1) z5
n̂(q) sin(q3π/2)ρ̂− cos(q3π/2)ẑ ρ̂ ẑ

d`/dq |an3π/2| |3(z4 − z3)| |3(ρ5 − ρ4)|
cos θ(q) cos(q3π/2) 0 −1
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Figure 23: A cone scatterer with total height L + a and width a, coated with
an absorber with thickness d.

B.3 Cone
A cone with the same width and length as the capped cylinder in Section B.2 is
presented in Figure 23 and is defined by the points r1, r2, r3 specified in Table 3.
The thickness of the absorber is dented d and the parameters Ld = d/ sin(α), ad =
d/ cos(α) are introduced to take this into consideration. The cone is parametrized
according to the expressions in Table 4.
Table 3: Key points of interest for parametrization of a cone scatterer coated
with an absorber.

r1 r2 r3
ρi 0 a+ ad 0
zi −L/2− a− Ld L/2 L/2

B.4 Rounded cone
Next we consider a cone with a spherically rounded nose. The underlying cone
has the same width and length as the capped cylinder in Section B.2, but the
total length of the rounded cone depends on the radius of curvature of the nose.
The geometry is presented in Figure 24 and is parametrized through the key
points ri, i = 1, 2, .., 5. The thickness of the applied absorber is denoted d and
the parameters Ld = d/ sin(α), ad = d/ cos(α) are introduced to maintain the
absorber thickness along the surface of the scatterer.
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Table 4: Parametrization of cone coated with an absorber.
Cone segment Flat top

q 0 ≤ q < 1/2 1/2 ≤ q ≤ 1

ρ(q) ρ1 + (ρ2 − ρ1)2q ρ2 + (ρ3 − ρ2)(2q − 1)

z(q) z1 + (z2 − z1)2q z2

n̂(q) (z2 − z1)ρ̂− (ρ2 − ρ1)ẑ√
(z2 − z1)2 + (ρ2 − ρ1)2

ẑ

d`/dq 2
√

(z2 − z1)2 + (ρ2 − ρ1)2 2|ρ3 − ρ2|

cos θ(q) ρ2 − ρ1√
(z2 − z1)2 + (ρ2 − ρ1)2

−1

Table 5: Key points of interest for parametrization of a rounded cone scatterer
coated with an absorber.

r1 r2 r3 r4 r5
ρi 0 ρ2 0 a+ ad 0
zi −L/2− a− Ld z2 z3 L/2 L/2

In order to parametrize the scatterer we need to determine the coordinates
of the center of the spherical nose, as well as the intersecting point between
the spherical nose and the cone in such a way that the first order derivative is
continuous at this point. This point, denoted r2, is given by the relations

ρ2 =

√
a2

n2
tan(α)2 + 1 , z2 = z1 + 1

tan(α)

√
a2

n2
tan(α)2 + 1 , (B.5)

where an2 = an1 + d is the radius of the nose including the absorber coating.
From r2 the location of the center of the nose, denoted r3, is calculated using
the relations

ρ3 = 0, z3 = z2 +
√
a2

n2 − ρ2
2. (B.6)

The angle β in Figure 24 defining the nose is given by β = arcsin(ρ2/an2), and the
key points of the geometry is summarized in Table 5. To parametrize a rounded
capped cone as in Figure 24, the parametrization is broken down to three regions
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Figure 24: A capped cone scatterer with total height L+a and width a, coated
with an absorber with thickness d.
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B.5 Capped cone-cylinder
A slightly more complicated structure consisting of a cone and a cylinder is
parametrized. The same rounding is introduced in the nose and at the wedge in
the middle of the structure, see Figure 25. The nose is parametrized in the same
way as in Section B.4 where the spherical nose has the maximum parametrization
angle β1. To determine the location of the center of the upper rounding r6 and
the spherical parametrization angle of the upper rounding 2β2, a number of
trigonometric expressions are introduced:

γ1 = α− π/2, γ2 = α/2, β1 = arcsin(ρ2/an2), β2 = π/2− α/2,

x = an2

√
1

tan(γ2)2 + 1

(
1 + 1

tan(γ2)2

)
= an2
| tan γ2|

, (B.7)

where γ1, γ2 are relevant angles related to the rounding of the edges, and x =
|r7 − r4| = |r5 − r4| is the distance between points of interest. After some
calculations, the key coordinates of the geometry in Figure 25 were identified
and are summarized in Table 7 where (ρ1, z1), (ρ2, z2), (ρ3, z3) are defined as in
(B.5)–(B.6) and in Table 5. From these coordinates is is relatively straightforward
to parametrize the scatterer in Figure 25, and the key parameters are presented
in Table 8.
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Table 6: Parametrization of the scatterer in Figure 24.

Spherical nose Cone segment Flat top

q 0 < q < 1/3 1/3 < q < 2/3 2/3 < q < 1

ρ(q) an2 sin(q3β) ρ2 + (ρ4 − ρ2)(3q − 1) ρ4 − ρ4(3q − 2)

z(q) z3 − an2 cos(q3β) z2 + (z4 − z2)(3q − 1) z4

n̂(q) sin(q3β)ρ̂− cos(q3β)ẑ (z4 − z2)ρ̂− (ρ4 − ρ2)ẑ√
(z4 − z2)2 + (ρ4 − ρ2)2

ẑ

d`/dq an23β 3
√

(z4 − z2)2 + (ρ4 − ρ2)2 3|ρ4|

cos θ(q) cos(3qβ) 3q(ρ4 − ρ2)√
(z4 − z2)2 + (ρ4 − ρ2)2

−1

a

d
L

a

z

½

cone

n1
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Figure 25: A rounded cone-cylinder scatterer with total height 2L + 2a and
width a, coated with an absorber with thickness d.
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Table 7: Key points of interest for parametrization of a rounded cone-cylinder
scatterer coated with an absorber.

r1 r2 r3 r4 r5 r6 r7 r8 r9
ρi ρ1 ρ2 ρ3 a+ d ρ6 + an2 cos(α) ρ4 − an2 ρ4 ρ4 0
zi z1 z2 z3 L/2 z6 − an2 sin(α) z4 + x z6 L/2 z8

−d tan(α/2) +Lcone

Table 8: Parametrization of the scatterer in Figure 25.

Spherical nose Cone segment

q 0 ≤ q < 1/5 1/5 ≤ q < 2/5

ρ(q) an2 sin(5qβ1) ρ2 + (ρ5 − ρ2)(5q − 1)

z(q) z3 − an2 cos(5qβ1) z2 + (z5 − z2)(5q − 1)

n̂(q) sin(5qβ1)ρ̂− cos(5qβ1)ẑ (z5 − z2)ρ̂− (ρ5 − ρ2)ẑ√
(z5 − z2)2 + (ρ5 − ρ2)2

d`/dq an25β1 5
√

(z5 − z2)2 + (ρ5 − ρ2)2

cos θ(q) cos(5qβ1) 5q(ρ5 − ρ2)√
(z5 − z2)2 + (ρ5 − ρ2)2

Rounded edge Straight cylinder

q 2/5 ≤ q < 3/5 3/5 ≤ q < 4/5

ρ(q) ρ6 + an2 cos((5q − 3)2β2) ρ7

z(q) z6 + an2 sin((5q − 3)2β2) z7 + (z8 − z7)(5q − 3)

n̂(q) cos((5q − 3)2β2)ρ̂ ρ̂

+ sin((5q − 3)2β2)ẑ

d`/dq an210β2 5(z8 − z7)

cos θ(q) − sin((5q − 3)2β2) 0

Flat top

q 4/5 ≤ q ≤ 1
ρ(q) ρ8 − ρ8(5q − 4)

z(q) z8

n̂(q) ẑ

d`/dq 5ρ8

cos θ(q) −1
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Appendix C Full wave benchmark simulations
and mesh convergence

A capped cylinder with the parameters a = 4λ0/3, Ltot = 16λ0/3, w = 8λ0/3
has been simulated both in FEKO and in Comsol Multiphysics for validation of
simulation results from the 2D axially symmetric solver in Comsol Multiphysics,
which is used for most full wave simulations in this work. The structure was
simulated both with and without a Salisbury absorber, using 10 steps per wave-
length mesh setting, and the results in Figure 26 show good agreement between
the softwares. In the right plot in Figure 26 a mesh convergence study is pre-
sented, where a PEC capped cylinder of the same size as in the left plot has
been simulated using different mesh settings. It can be seen that when 10 steps
per wavelength (at the shortest wavelength of the simulation λ2) mesh setting is
used, the agreement is good in comparison to much finer mesh settings.
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Figure 26: In the left plot the monostatic RCS of a capped cylinder simulated
both in FEKO and in Comsol Multiphysics, with and without a Salisbury screen
absorber, are presented. In the right figure a PEC capped cylinder scatterer has
been simulated in Comsol Multiphysics using different mesh settings.
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Abstract
This paper presents imaging results from measurements of an indus-

trially manufactured composite test panel, utilizing two introduced algo-
rithms for data post-processing. The system employs a planar near-field
scanning setup for characterizing defects in composite panels in the 50–
67GHz band, and can be considered as a complementary diagnostic tool
for non-destructive testing purposes. The introduced algorithms are based
on the reconstruction of the illuminating source at the transmitter, en-
abling a separation of the sampled signal with respect to the location of its
potential sources; the scatterers within the device under test or the trans-
mitter. For the second algorithm, a L1-minimization problem formulation
is introduced that enables compressive sensing techniques to be adapted
for image retrieval. The algorithms are benchmarked against a more con-
ventional imaging technique, based on the Fourier Transform, and it is seen
that the complete imaging system provides increased dynamic range, im-
proved resolution and reduced measurement time by removal of a reference
measurement. Moreover, the system provides stable image quality over a
range of frequencies.

1 Introduction
Non-destructive testing (NDT) is the science and practice of evaluating vari-
ous properties of a device under test (DUT) without compromising its utility
and usefulness [33]. Applications where NDT is used are for example welding
inspection and structural evaluation of composite materials [2, 33]. Composite
structures, manufactured with low permittivity and low loss materials such as
honeycomb or foam, are increasingly utilized in e.g. aircraft structural com-
ponents and radomes [1], and in order to conduct NDT on such structures, the
method of choice must be capable of detecting defects related to low conductivity
and inhomogeneity.

In recent years, millimeter wave (mm-wave) (30 – 300GHz) imaging has at-
tracted much attention as an electromagnetic testing technique for NDT appli-
cations [1, 2, 4, 22, 41]. High resolution imaging is possible at these frequencies
due to the inherent short wavelengths. Other advantageous properties of mm-
wave imaging systems are: low power consumption, compact size, low weight,
and that they can easily be integrated into existing industrial scanning plat-
forms [22]. Millimeter-wave NDT is particularly well-suited for inspection of
composite structures since it has been proven useful for detection of material in-
homogenities, disbonds, delaminations and inclusions in low loss dielectrics [8,41];
all potential defects in composite structures. For example, in [21] it was shown
that subsurface voids in insulating foam were detectable in a wide range of the
mm-wave spectrum.

A near-field mm-wave imaging system can either operate in reflection, such
as in security applications [2,12], or in transmission as in radome diagnostics [28]
and near-field antenna measurements [40]. The spatial sampling of the scattered
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signals can be acquired either through mechanical scanning [40] or electronic
scanning by utilizing antenna arrays [2]. Much time can be saved if an elec-
tronic scan can be performed, but at mm-wave frequencies it is non-trivial to
develop cost-effective imaging arrays of high complexity. This complexity can be
reduced by performing a one-dimensional (1D) raster scan using a 1D imaging ar-
ray, which provides a good compromise between complexity and scan time [10].
Depending on the application, either a single frequency or a broadband elec-
tromagnetic signal is used to illuminate the object. In this work, the focus is
on transmission based near-field scanning systems. These systems traditionally
utilize either planar, cylindrical or spherical scanning [13,17,40].

Once the signals have been acquired over a given spatial area, the aim is to
reconstruct the unknown sources on a given surface. This is an inverse problem
which has traditionally been solved using reconstruction in the Fourier domain,
commonly referred to in literature as time reversal, digital beam forming (DBF),
aperture synthesis, back propagation, back projection or migration technique
[34,35].

Alternatively, compressive sensing (CS) based processing techniques could be
used for image retrieval if the inverse problem could be modelled as an underde-
termined linear system [5,6,19]. The strategy is to formulate the relation between
the data and unknowns as a linear mapping, modelled by a rectangular matrix,
and where the unknown vector has only a few non-zero entries with respect to a
defined basis. Since the industrial manufacturing standard is good, existing de-
fects in composite structures would be few and CS processing techniques would
be adaptable to the problem at hand. Furthermore, the theory behind CS states
that, if adapted to a sparse problem, the sought after solution can be recovered
using far fewer samples than what is classically required by the Nyquist theo-
rem [23], allowing for a potentially reduced measurement time as the number of
required data samples decreases.

The characteristics of CS have resulted in a fast development in a variety of
applications related to electromagnetics [23] such as: array synthesis [26], antenna
diagnostics [24], direction-of-arrival estimation [7], ground penetrating radar [15],
and inverse scattering [27, 31, 32]. The state-of-the-art within CS techniques for
microwave imaging includes a variety of formulations to target specific problems
and improve performance; wavelet basis functions for CS and total-variation CS
can be adapted to solve problems with non-sparse scatterers (with respect to a
pixel basis) [3, 14, 25]. Additional examples are the contrast field based CS [29]
applicable to weak scatterers and multi-task Bayesian CS [30].

As spatial resolution, the achievable dynamic range and overall measurement
time for acquiring data is generally considered the main measures of performance
of an imaging system [2], mm-wave imaging using CS offers a promising foun-
dation for further development of electromagnetic testing techniques for NDT
applications.

In this paper, we introduce a mm-wave imaging technique based on CS that
aims at: (1) reducing the required measurement time by removal of a reference
measurement, and (2) improving the dynamic range compared to the conventional
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imaging technique based on time reversal of the measured fields. A 50 – 67GHz
imaging system is constructed using a planar near-field scanning setup, and is
then applied to industrially manufactured composite test panels. The technique
could be seen as a complement to currently used diagnostic tools used in industry
such as ultrasonic testing.

The technique is developed in two steps, where first a source separation algo-
rithm is introduced that separates the components of the scattered signal related
to the defects in the DUT from the total received signal by subtracting the illu-
minating field. This implies that no reference measurement is needed. After the
illuminating field has been subtracted, a weak scattered field from a few sparse
defects is acquired. This linear inverse problem is then formulated in a CS sense
in order to improve the dynamic range.

2 Algorithm descriptions
For clarity, the notation used in the rest of this pap er is summarized here: bold-
face uppercase and boldface lowercase are used for matrix- and vector notation,
respectively.

2.1 Measured signal
The measured signal is sampled at a distance z from the illuminating antenna
over a finite rectangular aperture. The sampling is performed over a uniform
rectangular grid, and the measured signal for each fixed frequency in the cor-
responding grid point can be represented as the sampled signal s (a complex
number at each spatial grid point)

s(xi, yj , z) = s(x1 + (i− 1)∆, y1 + (j − 1)∆, z),
i = 1, 2, . . . , Nx,

j = 1, 2, . . . , Ny.

(2.1)

Here, ∆ is the sample increment in the x- and y-direction, and (x1, y1) is the grid
point in the lower left corner of the grid. The aggregated samples of the signal
(or field) in the measurement plane for each fixed frequency is represented as a
Nm × 1 column vector, where Nm = NxNy.

2.2 Time reversal technique
For a measured signal s(x, y, z2) sampled continuously at a fixed distance z = z2,
the time reversal technique exploits the Fourier transform and its inverse in order
to translate the signal between different xy-planes [35]. The signal’s spatial
spectrum at z = z2 is

S(kx, ky, z2) =
∫ ∞
−∞

∫ ∞
−∞

s(x, y, z2)ej(kxx+kyy)dxdy, (2.2)
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where kx and ky are the x- and y-component of the wavenumber, respectively.
In the spectral domain, the signal can be translated to a xy-plane closer to the
source using a simple exponential, i.e., the signal’s spectrum at z = z1 is

S(kx, ky, z1) = ejkzdS(kx, ky, z2). (2.3)

Here, kz =
√
k2 − k2

x − k2
y, d = z1 − z2 < 0 and k = 2πf/c with f being the

frequency and c being the speed of light in air. Applying the inverse Fourier
transform yields the signal in the spatial domain s(x, y, z1). For discrete signals,
the usage of the discrete versions of the Fourier transform and its inverse allows
for the time reversal technique to be efficiently implemented using fast Fourier
transform (FFT) algorithms. Aliasing can be avoided by choosing the sample
increment as ∆ ≤ λ/2 in accordance to the Nyquist criterion. In the setup
considered in this paper, the choice of ∆ can be relaxed as discussed further in
Section 3.

In order to retrieve the vector field components from the measured signal,
it is necessary to compensate for the probe that samples the signal. The probe
correction, explained in detail in [20, 40], is based on the a priori knowledge of
the receiving characteristic of the probe. Using an open-ended waveguide, the
far-field in the spectral domain can be modelled using formulas in [39]. The
procedure can be used in order to extract either a scalar field or a vector field
where the vector field extraction requires two independent measurements of the
same signal. These are commonly chosen as the co-polarized and cross-polarized
measurements. If the field is normalized with that obtained from a reference
measurement, the time reversal technique can be applied for image retrieval of a
DUT containing defects.

2.3 Source separation algorithm
A general model of the imaging setup with appropriate field vectors and operators
defined is seen in Figure 1. As depicted in the figure, for a single frequency the
field extracted from the corresponding discrete samples in the measurement plane
is assembled into the Nm × 1 vector bm. The nm:th entry of bm corresponds to
the field value in the spatial grid point (xi, yj) with nm = (j−1)Nx +i in relation
to the introduced indices in (2.1). In order to expand the field in an arbitrary
plane, all surfaces of interest are discretized into rectangular mesh cells with
rooftop functions acting as local basis functions. The operator Aij , constructed
analogously to conventional method of moments [9], thus maps the currents in
plane j to the field in plane i.

The scattered field from the defects is assumed to be orders of magnitude
smaller in amplitude compared to the total field in the measurement plane in the
sense that critical defects (e.g., delaminations and debonding) have only a minor
impact on the electromagnetic properties of the DUT. The measured field bm
can then be decomposed into the illuminating field b2 from the antenna and the
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DUT plane
b̃1

Measurement planebm = b̃m + b2

Antenna plane
xa

A21

A20

A10

b1

z

z2

z1

z0

d

Figure 1: Discretized model of the imaging setup with operators and field
vectors as depicted.

slab of the DUT, and the scattered field b̃m arising only from the interior defects

bm = b̃m + b2. (2.4)

Using (2.4), b̃m can be extracted if b2 can be estimated appropriately. This is
done by finding the currents on the antenna aperture represented by the Na × 1
vector xa, using the operator A20 (size Nm×Na). A singular value decomposition
(SVD) is applied to A20

A20 = UΣVH. (2.5)
Here, U and V are unitary matrices, and Σ is a diagonal matrix containing
the non-zero positive singular values of A20. The normalized singular values are
truncated according to a prescribed threshold τ , selected by means of the L-curve
criterion [18]. The pseudo inverse is then constructed as [11]

A†20 = VΣ†UH. (2.6)

Here, Σ† is a diagonal matrix, with all entries corresponding to singular values
whose normalized value is below τ set to zero. The remaining entries contain the
reciprocal of the corresponding singular value. Applying A†20 to the measured
field bm yields

xa = A†20bm, (2.7)
and the field contribution from the antenna, b2, is found as

b2 = A20xa. (2.8)

After finding b2, the analysis is restricted to the scattered field b̃m, where the
source separation algorithm utilizes the time reversal technique to retrieve the
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Figure 2: Extracted scattered field b̃m (left) from a total field bm in the mea-
surement plane (right) from an example simulation using the theory presented
in Section 2.3. The figures depict independently normalized absolute values of
the fields in dB-scale. The relative power difference between total and scattered
field is ' 30 dB.

final image in the DUT plane. The CS algorithm introduced in Section 2.4 is
instead based on the formulation of the L1-minimization optimization problem.
The partitioning of the field as a result of the source separation is illustrated in
Figure 2.

2.4 Compressive sensing algorithm
The CS algorithm utilizes the SPGL1 Matlab solver based on the general basis
pursuit denoise (BPDN) L1-minimization problem [37,38]. For a single frequency,
the target image can be acquired from the scattered field b̃m, by finding the
corresponding scattered field b̃1 in the DUT plane. The initial optimization
problem is then formulated as

minimize ||b̃1||1
subject to ||A21b̃1 − b̃m||2 ≤ σ.

(2.9)

The choice of the user-defined threshold σ is discussed in the final part of this
section. In order to reconstruct properties of the defects rather than the scattered
field b̃1, we introduce the scattering amplitudes s as

b̃1 = B1s, (2.10)

with

B1 = diag(b1) =


b1,1 0 . . . 0
0 b1,2 . . . 0
...

...
. . .

...
0 0 . . . b1,N1


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representing the incident field on the panel at z = z1 from the antenna, see
Figure 1. N1 spatial grid points are assumed in the DUT plane. Using xa and
the operator A10 (size N1 ×Na), and, b1 can be found through

b1 = A10xa. (2.11)

The scattering amplitudes s comprise N1 unknowns, induced by the scatterers
in the DUT plane. In a pixel basis, only few non-zero elements would be needed
to represent the defects if their physical size is on a wavelength scale. This
would correspond to defects no larger than a few centimeters when considering
the 60GHz band; a reasonable scenario since industrial manufacturing processes
rarely results in large-size fabrication errors. The optimization problem then
reads

minimize ||s||1
subject to ||A21B1s− b̃m||2 ≤ σ.

(2.12)

The incident field, expressed in B1, is not uniformly distributed over the DUT
plane which results in a non-uniform weighting of the scattering amplitudes in
this formulation. To re-compensate for this effect the final formulation is obtained
as

minimize ||s||1
subject to ||B2,invA21B1s−B2,invb̃m||2 ≤ σ,

(2.13)

where B2,inv represents the magnitude of the inverse of the incident field in the
measurement plane

B2,inv =


|b2,1|−1 0 . . . 0

0 |b2,2|−1 . . . 0
...

...
. . .

...
0 0 . . . |b2,Nm |−1

 .

2.4.1 Choice of the threshold σ

For a known field b̃m, an estimate of the scattering amplitudes ŝ is retrieved by
time reversing b̃m using the adjoint operator A∗21

B1ŝ = A∗21b̃m. (2.14)

By applying A21 to B1ŝ, the estimated scattered field in the measurement plane
b̂m is found as

b̂m = A21B1ŝ = A21A∗21b̃m. (2.15)
Finally, the threshold is chosen as

σ = ||b̃m − b̂m||2 = ||(1−A21A∗21)b̃m||2. (2.16)

This choice of σ is stable, and the performance of the algorithm would not be
compromised by small fractional changes to this value.
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Figure 3: Block diagram depicting the post processing steps used in this work.
The top row corresponds to processing that were carried out for all measurement
data. The three parallel schemes at the bottom correspond to 1) the time reversal
technique, 2) the source separation algorithm and 3) the CS algorithm.

2.4.2 Comment on implementation
Given that the measurement and DUT plane are discretized identically, it follows
that A21 is a block Toeplitz matrix. Due to the large number of grid points
necessary for a reasonable resolution, it is not desirable to compute the complete
matrix operator. Rather, A21 can be extended to a circulant matrix due to its
Toeplitz characteristic, and the general linear operations A21x and A∗21b can
instead be evaluated efficiently in a matrix free way using an FFT algorithm
[11,16].
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3 Performance
The three implemented algorithms are:

1. The time reversal technique, as described in Section 2.2. This technique
employs time reversal of the field bm in the measurement plane with DUT
present and a free space reference. The final image is obtained after nor-
malization with the free space field back-propagated to the DUT plane.

2. The source separation algorithm. This algorithm utilizes source separation
to estimate the scattered field b̃m in the measurement plane (Section 2.3),
and thereafter employs time reversal of b̃m (Section 2.2) in order to retrieve
the final image.

3. The CS algorithm. This algorithm utilizes source separation to estimate
the scattered field b̃m in the measurement plane (Section 2.3), and there-
after employs the general BPDN L1-minimization optimization problem
formulation in (2.13), in order to retrieve the final image (Section 2.4).

A block diagram describing the algorithms can be seen in Figure 3. As depicted,
the top row of blocks represents measurement post-processing procedures and
thus only apply to measured data (Section 3.2). When executing the time reversal
routine in algorithm 1) or 2), interpolation of the data can be employed using
zero padding of the signal’s spatial spectrum. For all results presented in this
section, sampling is carried out in the measurement plane at z2 = 530mm, with
∆ = 5mm and Nm = 512 = 2 601, resulting in a total finite square aperture of
250 × 250mm2. The DUT plane is at z1 = 470mm with N1 = 2032 = 41 209 of
spatial grid points. The distance between the measurement plane and the DUT
plane is d = 60mm. The antenna aperture plane is at z0 = 0mm.

Note that in the frequency band of interest 50 – 67GHz, the sample increment
is ∆ ≈ λ and thereby the Nyquist criterion is violated. However, no aliasing is
introduced that affects the final image due to the fact that the geometrical setup
limits the possible incident plane waves under consideration, or equivalently re-
stricts the (kx, ky)-spectrum. Consequently, any aliasing that occurs falls outside
of the wavenumber region of interest.

3.1 Synthetic data
The above described algorithms are employed on synthetic data, extracted from
simulations using FEKO. This discards any deterministic measurement errors
that might appear when measured data is considered, and consequently provides
a proof of concept of the algorithms themselves.

The Ey-component (co-polarization) in the aperture of a standard gain horn
antenna at 60GHz is used as the illuminating source, and three rectangular
resistive sheets with R = 100 Ω represent the DUT. The setup can be seen in
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Figure 4: Simulation setup in FEKO for synthetic data generation. Measures
not to scale. Highlighted regions in (a) denote the measurement-, DUT- and
antenna plane respectively in descending order.

Figure 4. With labelling according to Figure 4b, the dimensions of the resistive
sheets are 1.5× 10mm2, 5× 2.5mm2 and 1× 1mm2.

Retrieved images using the time reversal technique, source separation algo-
rithm and the CS algorithm can be seen in Figure 5. As seen, for the depicted
color range ([−60, 0] dB), the CS algorithm provides the best dynamic range
as only scattering amplitudes related to the physical dimension of the resistive
sheets have non-zero entries, i.e., the sparse solution to the problem is found.
The time reversal technique gives little information whereas the source separa-
tion algorithm manages to detect the defects, with noticeable low power noise
present. Due to the large difference in dynamic range for the different algorithms,
the images from the time reversal technique and source separation algorithm are
shown in Figure 6 for customized color ranges. It is seen that the source separa-
tion algorithm provides a dynamic range of around ' 20 dB. As Figures 5 and
6 (a) depict the time reversed field normalized with a free space measurement
(|Ey|/|EFS

y |), the shadowing effect from the resistive sheets is clearly seen as the
amplitude around the defects is lower than the surrounding medium. However,
both the source separation algorithm and CS algorithm act on the scattered field
using (2.4), and consequently the images in Figure 5 (b), (c) and Figure 6 (b)
show the resistive sheets as the maximum amplitude in the DUT plane. Trun-
cation effects, i.e. sidelobes, arising from the finite aperture of the measurement
plane can be seen for both the time reversal technique and source separation
algorithm, most clearly seen in Figure 5 (b) as the vertical- and horizontal lines
springing from the resistive sheets. The sidelobes can be suppressed by applying
an appropriate windowing function, reducing the effect of the finite aperture of
the measurement plane, with the cost of degraded resolution. However, these
sidelobes do not appear for the CS algorithm, due to the usage of operators for
transforming between xy-planes. Moreover, the CS algorithm manages to resolve
the 1×1mm2 (0.2λ×0.2λ) defect, whereas this defect is not detected by neither
the time reversal technique nor the source separation algorithm.
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(a) Time reversal technique.
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(b) Source separation algorithm.
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(c) CS algorithm.

Figure 5: Retrieved images at 60 GHz for the synthetic data using the
three different algorithms. (a) depicts |Ey|/|EFS

y |, were EFS
y denotes the free

space reference measurement, (b) depicts |Ey|, and (c) depicts the absolute
value of the scattering amplitudes s. All figures are in normalized dB-scale
(20 log10(|u|/max(|u|)), where u is the parameter being plotted) with color range
[−60, 0] dB.

3.2 Measurements
Measurements were carried out in the microwave laboratory at Lund University,
Sweden. The illuminating source was chosen as a 50 – 67GHz standard gain horn
antenna, and an open-ended waveguide was used as the scanning probe. A single
planar scan was conducted, with both horn and probe being y-polarized. The
transmitted signal was measured using an Agilent E8361A network analyzer, and
a low noise amplifier (LNA) was added on the receiver side. The transmit power
was −7 dBm, the intermediate frequency (IF) bandwidth was set to 300Hz and a
linearly spaced frequency sampling with 201 points across the whole operational
band of the horn antenna was used.

In order to acquire the necessary data as input for the algorithms, post-
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(b) Source separation algorithm.

Figure 6: Retrieved images at 60 GHz for the synthetic data using the
time reversal technique and source separation algorithm with customized color
range. (a) depicts |Ey|/|EFS

y | were |EFS
y | denotes the free space reference

measurement, and (b) depicts |Ey|. Both figures are in normalized dB-scale
(20 log10(|u|/max(|u|)), where u is the parameter being plotted) with color range:
(a) [−5, 0] dB, and (b) [−20, 0] dB.

Rectangular open-
ended waveguide

Standard gain horn

Panel with defects

PNA

LNA

Stationary horn Scanning probe

DUT

Figure 7: Photo (a), and block schematic (b) of the measurement setup. Receiv-
ing antenna is a 50 – 67GHz standard gain horn antenna, and the transmitting
scanning probe is a rectangular open-ended waveguide. Surrounding absorbers
are seen in black (a).
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processing routines were employed on the measured S21, as seen in the top row
of blocks in Figure 3. First, multipath scattering components of the signal are
suppressed by applying an appropriate window function in the time domain,
here chosen as a Hanning window. An interesting remark is that even with
a free space path loss of ' 68 dB/m at 60GHz, and additional losses due to
reflection and surrounding absorbers, the data filtering resulted in a considerable
improvement of the purity of the S21 over the measurement aperture. Secondly,
probe correction is applied in order to extract the field components from the S21
as described in Section 2.2. Using one planar scan, only a single scalar component
may be extracted, here chosen as the co-polarized component of the electric field,
i.e., Ey according to the alignment of the horn and the probe. It should be noted
that the probe correction is not limited to a specific field or component [20].
Rather, there exists a flexibility in which field and which component to extract.
As mentioned in Section 2.2, an additional planar scan with the probe rotated
90◦ would allow for the extraction of the complete vector fields, with the cost of
doubling the total measurement time.

The measurement setup is shown in Figure 7. The DUT is an industrially
manufactured composite test panel provided by Saab Aerostructures with di-
mension 300× 300× 3mm3. The panel consists of a 2mm thick low permittivity
over-expanded Nomex honeycomb core sandwiched between two 0.5mm sheets
of TenCate EX-1515, a cyanate ester quartz fabric prepreg [36]. The panel was
assembled using TenCate EX-1516, an adhesive developed for bonding solid, hon-
eycomb or foam core structures used in aircraft and space applications [36], and
covered with a fluoropolymer film. The defects, inserted into the Nomex hon-
eycomb core, were selected in order to investigate the detection limits of the
imaging methods for metallic and dielectric objects with different shapes and
sizes. A picture of the inner layers of the panel before assembly is seen in Figure
10. Defects in the right column are metallic while the remaining defects consist
of the same adhesive used for assembling the panel. The largest dimension of all
defects are between 2− 20mm, i.e. ranging in size from sub-wavelength to a few
wavelengths of the illuminating signal. With the geometrical settings presented
earlier, one planar scan took 4 h to conduct, i.e., the total measurement time for
retrieving the necessary data for the different algorithms is 8 h, 4 h and 4 h for the
time reversal technique, the source separation algorithm and the CS algorithm,
respectively.

Retrieved images at f = 60GHz using the time reversal technique, the source
separation algorithm and the CS algorithm can be seen in Figure 8. Note the cus-
tomized color scale for every image, motivated by the large difference in dynamic
range achieved by the different algorithms. The image quality obtained in the
synthetic case is maintained for the measured data. As for the synthetic case, the
CS algorithm provides the best dynamic range. The source separation algorithm
and CS algorithm provide stable images regardless of the choice of frequency,
demonstrated by the similarity of the equivalent images at f = 61GHz shown in
Figures 9 (b) and (c). Errors arising from the measurement setup can be seen
to affect the image quality of Figures 8 and 9 (a) to a larger extent, perhaps
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(c) CS algorithm.

Figure 8: Retrieved images at 60 GHz for the measured data using the
three different algorithms. (a) depicts |Ey|/|EFS

y |, were EFS
y denotes the free

space reference measurement, (b) depicts |Ey|, and (c) depicts the absolute
value of the scattering amplitudes s. All figures are in normalized dB-scale
(20 log10(|u|/max(|u|)), where u is the parameter being plotted) with color range:
(a) [−40, -35] dB, (b) [−20, 0] dB and (c) [−60, 0] dB.
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(b) Source separation algorithm.
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(c) CS algorithm.

Figure 9: Retrieved images at 61 GHz for the measured data using the
three different algorithms. (a) depicts |Ey|/|EFS

y |, were EFS
y denotes the free

space reference measurement, (b) depicts |Ey|, and (c) depicts the absolute
value of the scattering amplitudes s. All figures are in normalized dB-scale
(20 log10(|u|/max(|u|)), where u is the parameter being plotted) with color range:
(a) [−30, -25] dB, (b) [−20, 0] dB and (c) [−60, 0] dB.
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Dielectric defects
Conducting defects

Figure 10: Photo (left) and schematic (right) of the panel under test as seen
from the probe. The size of the panel is 300× 300× 3mm3.

explained by the exploitation of data from two independent measurements (one
with DUT present and one free space reference). Whereas the dynamic range is
maintained, the color scale is different for the different frequencies in (a) in order
to provide the best image. The effect of the weighting compensation introduced
by the operator B2,inv can also be seen in Figures 8 and 9 (c), as the scattering
amplitudes for all defects are of the same magnitude unlike as in (a) and (b).

4 Conclusion
A complete imaging system using a planar near-field scanning setup operating in
the 50 – 67GHz band has been presented. Its potential as a complementary tool
for industrial NDT diagnostic purposes has been validated through measurements
on an industrially manufactured composite test panel using two introduced post-
processing algorithms. The source separation algorithm can be regarded as a
stepping-stone in the development of the more efficient CS algorithm, yet both
algorithms provide noticeable enhancements compared to the more conventional
time reversal technique. These enhancements include reduction of measurement
time by removal of a reference measurement, increased dynamic range, and stable
image quality over a range of frequencies. All three are critical measures of system
performance.

It should be noted that sparsity is a relative concept in CS, and a scatterer
can be sparse in some basis but not sparse with respect to another one. The
pixel basis used in this work is convenient due to the small physical size of the
defects under consideration.

Further development of the CS algorithm is ongoing, mainly for reduction
of measurement time while maintaining image quality. The single frequency
problem formulation provided in (2.13) allows for a straightforward extension to
the multiple frequency scenario, in which data from several fixed frequencies can
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be utilized in order to solve for the scattering amplitudes. Potentially, this would
allow for a reduction in spatial samples without compromising image quality.
This implementation is currently in progress.
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