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Populärvetenskaplig sammanfattning på svenska

Huvudsyftet med mitt avhandlingsarbete är att ta fram nya metoder för att tolka storskaliga
datamängder, insamlade med storskaliga genetiska (genomiska) mätmetoder, med särskilt
fokus på blodcancerforskning. Eftersom det finns cirka   proteinkodande gener i
genomet, och antalet möjliga reglerförhållanden därmed är stort, så är det svårt att få en
överblick över vilka gener som påverkar varandra. Genom att använda matematiska meto-
der och göra beräkningar med hjälp av datorer så går det att vaska fram en mindre mängd
särskilt intressanta samband som en senare kan undersöka noggrannare.

Artikel I och II utgår från s k microarraydata, som kan visa hur starkt uttryckta enskilda
gener är. I det här fallet kommer data från benmärg från patienter med akut myeloisk
leukemia (AML), en allvarlig form av blodcancer. I benmärgen sker ständigt nytillverkning
av blodceller, men hos AML-patienter tar cancercellerna över benmärgen och tränger undan
de friska blodcellerna, vilket leder till blodbrist och utmattning.

I artikel I utvecklade vi en metod för att bättre förstå hur olika geners uttryck samvarierar.
Genom att kombinera olika matematiska och beräkningstekniska metoder har vi utvecklat
en effektiv metod, programmet Ultranet, för att indikera samband mellan olika gener. Vi
visar att resultaten är rimliga genom att titta på benmärgsdata och på genen GATA, en
gen som är aktiv under blodbildningen. Resultaten visar att Ultranet på ett snabbt och
effektivt sätt kan hitta troliga samband, eftersom GATA visar sig ha samband med en rad
blodrelaterade gener (kända sedan tidigare).

Artikel II fokuserar på hur en kan analysera genuttrycksdata från patientprover som inte
består av en typ av celler, utan av en blandning av olika celltyper, vilket oftast är fallet. När
en vill studera hur cellerna beter sig kan detta ställa till problem, eftersom det är svårt att
veta vilka celler som ger upphov till vilken signal. Det blir lite som en orkester där varje
instrument spelar sin egen melodi, men det är svårt att urskilja exakt vad cellon gör eller
om det är tre eller fyra flöjtister (eller om de bara spelar ovanligt starkt). På cellnivå är varje
stämma (instrument) en typ av cell medan melodin är vilka gener cellen använder. Vi har
utvecklat en metod som utnyttjar att vi vet något om hur cellerna vi är intresserad av beter
sig för att samtidigt bestämma vilka celltyper som ett prov består av och vad de uttrycker
för gener. Genom att analysera sådana komplexa cellprover kan vi återskapa resultat från
experiment där de har sorterat ut cellerna laborativt.

Artikel III och IV tittar närmare på hur två olika protein interagerar med DNA under blod-
bildning. Vi undersöker var i genomet som proteinet binder genom att med olika laborativa
metoder rena fram små bitar av DNA som proteinet har bundit till. Sedan sekvenserar vi
dessa fragment och letar med datorns hjälp upp var i genomet som de kommer ifrån.

I artikel III tittar vi på proteinet DEK och kommer fram till att det ofta binder till starten

v



av gener, vilket tyder på att det påverkar hur dessa gener uttrycks. I artikel IV tittar vi på
hur två olika varianter av proteinet WT skiljer sig från varandra i hur de binder DNA. Det
som skiljer dem åt strukturmässigt är att den ena varianten har en lite längre loop mellan
två zinkfingrar som binder DNA. Detta gör att den ena formen, den med kort loop, binder
till början av gener och tros reglera uttrycksnivån, medan den andra formen, med en längre
loop, istället binder inuti genen.
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Abbreviations

AML Acute Myeloid Leukemia
ChIP-seq Chromatin immunoprecipitation followed by sequencing
CMP Common myeloid progenitor
CSC Cancer stem cells
DEK DEK proto-oncogene
DNA Deoxyribonucleic acid
FACS Fluorescence-activated cell sorting
GGM Gaussian graphical model
GMP Granulocyte-monocyte progenitor
HSC Hematopoetic stem cells
K Myeloid cell line
LIC Leukemia-initiating cells
LSC Leukemic stem cells
MEP Megakaryocyte-erythroid progenitor cell
mRNA Messenger RiboNucleic Acid
NNLS Non-Negativity-constrained Least Squares
NOD Non-Obese Diabetic (mouse strain)
scid Severe combined immunodeficiency (mouse strain)
RNA Ribonucleic acid
RT-PCR Reverse transcriptase polymerase chain reaction
SICS Sparse inverse covariance selection
U Myeloid cell line
WHO World Health Organization
WT Wilms tumor gene 
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Introduction

In recent years, genomic technologies like microarrays and next-generation sequencing have
transformed the study of human malignancies. Now standard procedures in both research
and in the clinic, genomics technologies generate enormous amounts of data at a rapidly
increasing pace. Computational methods are needed to translate these into biologically and
clinically relevant information.

is thesis focuses on novel methods to interpret complex genomics data, with an emphasis
on methods to identify regulatory networks and cell markers from genome-wide gene ex-
pression data (Papers I and II). Related to this aim, a second theme has been the application
of bioinformatics methods to analyze gene regulation using chromatin immunoprecipita-
tion and massively parallel sequencing (ChIP-seq; Papers III and IV).

In terms of diseases, the focus has been on hematologic malignancies, particularly Acute
Myeloid Leukemia (AML). is class of diseases is characterized by a rapid, uncontrolled
growth of abnormal white blood cells (blasts) in the bone marrow. ese cells outcompete
normal blood cell formation, leading to anemia, thrombocytopenia, and compromised im-
munity. ere are several different subtypes, defined by morphology and acquired genetic
changes. While therapy has improved, the prognosis for most subgroups of AML remains
poor with current therapies.







Biological background

Blood formation

Blood is one of the most actively replenished tissue types in the body. In healthy people,
blood cells are continuously replenished from proliferation and successive maturation of
hematopoietic stem and progenitor cells. Each day, somewhere in the order of  trillion new
blood cells are produced[]. Hematopoeisis is organized as a hierarchy with hematopoietic
stem cells (HSCs) at the apex. HSCs have the ability to regenerate all of the hematopoetic
lineages. ere are several later stages that can generate a transient repopulation of the bone
marrow.

Early work on mice determined that bone marrow cells, when transplanted into irradiated
mice, colonized the spleen and showed differentiation specific to blood cells[]. e same
group indicated that there are two main branches of blood differentiation, the myeloid
linage and the lymphoid linage[]. Since then, an array of cell types and developmental
paths have been described within these lineages, and, to this day, the debate on how to
classify subtypes of blood cells continues. Functionally, human HSCs are still defined by
xenografting into mice[].

Acute Myeloid Leukemia

Acute myeloid leukemia, AML, is a diverse group of blood cell neoplasms[], characterized
by abnormal, uninhibited growth of immature white blood cells, called blast cells, that
accumulate in the bone marrow and suppresses normal blood cell formation, which leads to
anemia, hemorrhage due to thrombocytopenia and compromised immunity[, ]. Each
year about one million people globally are diagnosed with acute myeloid leukemia (AML)
and the number seems to be increasing[]. In Sweden, about  new cases are diagnosed
each year, with the number of new cases per   being . for males and . for
females (all ages included) in []. Depending on acquired genetic lesions are present,
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the -year survival rate for treated patients under  years of age varies from about  to
about . For elderly patients (above  years of age) the mean survival time for patients
with favorable prognosis is about  years, while patients with an adverse prognosis survive
less than  year[]. e prevalence of survivors from acute myeloid leukemia in Sweden
in  was . per  [].

ere are several different subgroups of AML based on what kind of genetic lesions, includ-
ing translocations, DNA copy number aberrations, and point mutations, are present cite-
Mardis. Historically, subgroups of AML were defined according to the FAB (French-
American-British) system, based on cell morphology and cytochemical stains. Today the
World Health Organization’s (WHO) classification, first published in [], provides a
classification scheme that also takes genetic markers into account. e latest major revi-
sion was done in [], with additional revisions concerning AML done in []. e
WHO classification is based on a combination of cell morphology, immunophenotyp-
ing, cytogenetics and molecular genetics[, ]. Leukemias tend to have a lower number of
mutations per tumor compared to solid tumors. About half of all AML cases show chromo-
somal aberrations[]. e most common chromosomal alterations include t(;)(q;-
q.) [RUNX-RUNXT], t(;)(p.;q.)[MLLT-KMTA], t(;)(p;q.)[DEK-
NUP], inv()(p.;q)[CBFB-MYH], inv()(q.;q.)[GATA, MECOM ] and
t(;)(p.;q.)[RBM-MKL][, ].

A subgroup is acute promyelocytic leukemia (APL), a type of AML that has the fusion
protein [PML-RARA], generated by a translocation (t(;)(q.;q.)) or its variant
translocations[, ]. Patients with APL have a tendency for severe bleeding problems and
untreated it is rapidly deadly[]. However, this subtype is nowadays treatable with vit-
amin A analog (all-trans retinoic acid, ATRA), as part of the fusion gene (RARA, Retinoic
acid receptor alpha) encodes a vitamin A receptor. ATRA is usually combined with arsenic
trioxide (ATO) in practice. Arsenic is thought to interact with the PML moiety in a way
that leads to degradation of the fusion protein by the proteasome[]. Treated APL have
a good prognosis with complete remission rates of - and overall survival rates of
-[].

Of AML cases, about - have a normal karyotype[, ], and in  of the cases
no mutation can be found in a RT-PCR screening of previously diseased-linked genes[].
Common genes with prognostic implications mutated in patients with normal karyotype
are NPM, FLT, CEBPA, MLL, and BAALC [].

Some mutations have a significant impact on disease prognosis. e prognosis for patients
with mutated Wilms tumor  (WT) is generally worse. For patients with normal karyotype
around  percent have mutated WT, while the prevalence rises to around  percent for
patients with either APL or inv()(p.;q); [CBFB-MYH][].

AML cases have a relatively low number of mutations in comparison to solid tumors[, ].
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e number of mutations per patients was in one cohort of  patients found to be an aver-
age of  mutation in coding regions of the genome, out of which an average of  mutations
occurred in genes that are recurrently mutated in AML[]. e number of mutations per
patient can rather be related to the patient’s age, suggesting that the mutations have been
acquired before any disease-causing mutations[]. In experiments isolating healthy, re-
sidual hematopoietic stem cells from AML patients several pre-leukemic mutations were
found. is indicates that some of the mutations found in leukemic stem cells are not in
and of themselves pathogenic[].

AML is an aggressive disease, which for patients ineligible for cytotoxic therapy has a mean
survival time of  to  months[]. Apart from the advances in the treatment of the APL sub-
group, there has been no large changes in overall survival during the last three decades[].
e basic treatment, for patients who can tolerate intensive treatment, is cytarabine (Ara-C)
combined with an anthra-cycline[, ]. ese drugs target DNA replication and thereby
primarily eradicate proliferating cells[]. For patients up to about  years of age -
respond to chemotherapy[]. In some cases, allogenic hematopoietic-cell transplantation
is used.[] However, relapses remain common and the reported longterm survival ranges
from -[] to less than  for adult patients[].

Leukemic stem cells

e malignant cells in AML are not a homogeneous population, but display genetic, phen-
otypic and functional heterogeneity. A subset of the cells, termed leukemic stem cells
(LSCs) or leukemia-initiating cells (LICs), are thought to have properties that distinguish
them from other cancer cells or healthy blood stem cells. ey differ from the bulk of
leukemic cells by being able to recapitulate leukemia on transplantation into mice. LSCs
need to have a self-renewal capability, implying asymmetric division, producing one stem
cell-like cell and one more differentiated cell. In order to recapitulate leukemia, LSCs need
to be able initiate tumor growth and to give rise to a clonal longterm repopulation of the
bone marrow[, ].

e idea that cancers are hierarchically organized with a stem cell-like apex first emerged
during the s. Because cancer treatment targets rapidly proliferating cells, the cancer
stem cell hypothesis was suggested as a mechanism for treatment failure, as the stem cell-like
cells are expected to have a low proliferation rate[].

In theory, leukemic stem cells are cells have been mutated so that they can give rise to all
the cell types of different maturation in the leukemic cell mass. In practice, the niche and
epigenetic modifications also play a major role, since all cells in a tumor have very similar
genetic material, but only some can be classified as stem cells[]. e gold standard for
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Figure 1: Simplified picture of the hierarchically organized hematopoiesis. The LSCs can originate from any of a number of early
stages of blood differentiation.For AML the LSCs comes from early stages of the myeloid linage, and the bone marrow
gets overpopulated with immature blast cells. The lymphoid linage is more complex than shown in the illustration.
HSC: Hematopoeitic stem cell. LSC: Leukemic stem cell. CMP: Common myeloid progenitor. MEP: Megakaryocyte-
erythrocyte progenitor. GMP: Granulocyte-monocyte progenitor.

establishing this is to use functional repopulation assays in mice to confirm long-term clonal
maintenance. In many contexts this is not possible and in vitro assays are used instead[].
e leukemic cells derive from an altered version of one of the early stem or progenitor
cells. ey need not be transformed from the most multipotent hematological stem cells,
but can derive from somewhat later stages[]. ere are also indications that AML stem
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cells are more differentiated than healthy, but has regained the limitless self-renewal[].

ere are two major models of how the tumor cells differentiate, which posits either a hier-
archical model or a stochastic model. In the hierarchical model the stem cells develop into
cells that loose their self-renewal, and most cells do not have tumor-initiating capabilit-
ies. In the stochastic model, whether a cell has stemness or tumor-initiating capabilities is
more evenly spread throughout the tumor and each division leads to either self-renewing
or non-self-renewing ”by chance”. None of the models capture completely the behavior of
leukemias and the truth is probably in a combination of the models[, ].

Most of the cancer cells are not LSCs, and LSCs, due to their low proliferation rate and
small population, can survive cancer treatment and repopulate the bone marrow leading
to relapse. Achieving total eradication of the leukemic cells is thought to be complicated
as LSCs are thought to divide rarely, and therefore resistant to chemotherapeutics that
primarily target cell division[, ].

e origin of LSCs are disputed, and can vary depending on patient[, , ].e LSCs
can often be purified in the CD+ fraction[], which is the same fraction that enriches
for healthy hematopoeitic stem cells[]. While the CD+ fraction patient samples most
of the time contain LSCs, they can also be found in other fractions[, ]. is indicates
that LSCs can in some cases derive from more differentiated cells, shown by different cell
markers depending on patient[]. A high proportion of CD+ cells indicates a poor
prognosis[].

ere are a number of proposed immunophenotypic differences between LSCs and HSCs.
e leukemic cells have higher expression of CD, TIM, CD, CD, CLL- and
ILRAP, while they are deficient in CD and CD, as reviewed in []. ese differences
can be potential targets for further therapies.

e gold standard for establishing the stemness of a tentative LSC population is to use
engraftment studies in mice. is functional assay was first suggested in the early s[],
and the first transplant of CD+ cells isolated from AML patients into severe combined
immuno-deficiency (scid ) mice was done in []. is fraction was later shown to be
the only fraction that has engraftment ability in Non-Obese Diabetic(NOD)-scid mice
when injecting mononuclear cells from patients[]. By dilution series it was shown that
between .- engraftment events happened per million mononuclear cell depending on
patient. is supports the theory that only a small fraction of the leukemic cells have a
tumor initiating ability[].

While CD+ cells remain the most common selection procedure for LSCs, further
characterization has added CD+RAf+ as further detailing. e fraction of LSCs in
a sample also varies considerably between individual patients from .- LSCs in unsorted
AML cells, up to  in extreme cases. e amount can have some dependence on subtype
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of AML[]. Hope et al[] suggests that CD+ cells have the ability to induce a tran-
sient response but not long-term repopulation. ese transient responses do fade out over
time and do not last more than  weeks[]. Ishikawa et al[] showed that CD+ cells
could still initiate leukemic response after serial transplants in mice. ey also showed that
the leukemic cells homed to the endosteal surface in femur and to the spleen. e LSCs
were resistant to Ara-C treatment and could induce relapse[].

Mouse models which can more easily be engrafted have been developed over time. In
NOD-scid mice there are no mature T or B cells and low levels of natural killer (NK) cells.
ey have a higher level of human cell engraftment, which make them useful in studies
of stemness[]. By treating them with antibodies against CD (interleukin- receptor),
the NK cell population can be further disrupted[]. ere are mouse strains which have
the ILRG gene deleted or trunkated and thus have no NK cell activity; they do how-
ever lack human specific cytokines, which can influence the viability and development of
human cells[]. In studies where NOD-scid ILrg / mice were transplanted with hu-
man CD+ cells, the bone marrow repopulated after treatment with cytarabine and it
was shown that this treatment selectively eliminates cells in S-phase. By using granulocyte
colony-stimulating factor (G-CSF), the LSCs were moved from resting into more active
phases of the cell cycle. When treated with AraC, the mice that had been exposed to G-
CSF had less relapse of leukemia than mice not pre-treated[]. e mouse models may
only give part of the answer. Some argue that engraftment assays underreport the ability
of LSCs to initiate leukemic growth, since they can be dependent on human factors found
in the specific environment in human bone marrow[].
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Computational background

Network inference

A cell is an astoundingly complex system that in many ways is a challenge to model. A
common approach to modeling is to use differential equations to describe the dynamics of
the system. In engineering applications, the physics of the system are often easier to model
than the complex biochemistry and biology of cells. In many cases, the structure of the
interactions becomes the object of study. Finding this structure in large systems, such as
the gene expression of a cell, is a challenging task even when the system is described using
linear models.

is section will start with a discussion of how to structure a model and discusses a number
of different approaches that have been used. e section continues with some examples of
uses of models and ends with a discussion of some future challenges in the area.

Model structure

Building a model of a system is to establish which parts the system contains and in what
way they interact with each other. After a (non-trivial) mathematical re-formulation, de-
termining the structure of the model can then lead to considerations of what to measure in
order to find the parameters of the model that best describe how the system reacts. When
it comes to living cells, however, the limitations on measurability makes estimation of the
parameters of the system a difficult task. ere are many levels of interaction in a cell and,
obviously, even more if the system under consideration is the whole body. One possible
starting point is to look at the levels of mRNA measured for a large set of genes and to find
the covariance between expression levels. is can give insight into which genes are part of
the same subsystems. However, if a time series of data points is not used, the causality of
the interactions can not be determined.

A gene interaction network can be seen as a net where each node is a gene, measured as the





prevalence of mRNA, and where each edge is a link between two genes. e problems of
model structure boils down to determining which of the links are present. In most meth-
ods mentioned in this thesis the graphs are undirected, meaning that the sequence of the
proteins is not known[]. Directed graphs are a possibility, but have different constraints
and require data from more than one time point to generate.

A network of gene interactions can be described as an inverse covariance matrix having non-
zero entries where an interaction exists and zeros elsewhere. e number of genes active in
a given condition is comparatively large, in the range of hundreds to thousands of genes.
As the number of measured variables, n, increases the size of the covariance matrix grows
as n2 making the handling of the full-sized matrix computationally costly[].

Sparsity has several advantages in being easier to store and handle than full matrices[].
Biological systems have a tendency towards displaying sparsity[]. e interactions are
complex, but most gene products seem to interact only with a small number of other genes.
Some genes, for example major transcription factors, interact with many other genes, but
the general structure remains sparse.

Types of network inference

e networks used to describe interactions in cells can take different forms. Four of the
most common approaches are probabilistic models, information theory based models, cor-
relation-based models and partial-correlation based models[].

Bayesian networks are directed graphical models that that include probabilities in their
definition of the edges. e network is not allowed to contain cycles, i.e. it is not possible
to get back to the starting point by following the edges[]. Bayesian inference work well
for small networks, but do not tend to scale well. Disadvantages are the need to discretize
the data, usually by binning[], and the lack of ability to incorporate feedback loops in the
models.

Another technique is to use an information theory based approach. ARACNE (Algorithm
for the Reconstruction of Accurate Cellular Networks) uses mutual information as a meas-
ure of dependency between genes and uses data processing inequality to determine whether
there are any direct interactions between the genes[]. Information theory-based methods
have a tendency to generate to dense networks[]. Mutual information have the benefit
of being invariant to reparameterization[].

Correlation-based models, such as WGCNA[], uses the correlations calculated from ex-
perimental data. is matrix is then thresholded, using either a hard or soft threshold, to
get a binary adjacency matrix which shows the presence or absence of an edge.





Partial correlation-based models uses the inverse of the correlation matrix, called the con-
centration matrix, to determine which edges are present. A non-zero entry in the concen-
tration matrix is interpreted as an edge[]. Since the number of variables (genes) is large in
proportion to the number of samples, the correlation matrix is not invertible and specific
computational approaches are needed[].

Optimization of partial correlation networks

Optimization is a process where a possible solution to a mathematical problem is found
where no exact solution is possible. Limits to the ability to solve the problem can be intro-
duced by the dimension of the problem, measurement errors making more exact solutions
unreliable or mathematical formulation of the problem. e selection of solution is driven
by different constraints which can be traced back to the physical system. When used on
typical gene expression data sets, the direct mathematical solution process is computation-
ally intensive to degree of not being possible to solve[].

e number of parameters in a covariance model increases proportional as 0.5(p + 1)
where p is the the number of measured factors. e variables can be modeled as belonging
to the exponential family, which are log linear, meaning that logarithm of the probability
density follows a linear model. e entropy, a measure of simplicity of the model, can
then be maximized by selecting a empirical correlation matrix so that regularized inverse
correlation matrix contains zeros where no relation exists[].

Constraints on the optimization process are used to exclude mathematically feasible solu-
tions that are physically or biologically non-feasible. In bioinformatic applications these
are decided by a combination of the biological system and the measuring set-up. One of
the most used constraints is a non-negativity constraint on, for example concentration or
amounts of different proteins. Constraints that limit the number of non-zero elements are
also commonly used, as the average number of interactions per protein or gene is expected
to be low.

e non-negativity constraint is applicable in many different systems, as keeping all vari-
ables at zero or positive values gives an interpretation consistent with many types of phys-
ical restrictions. is type of restriction is used in non-negativity-constrained least squares
(NNLS) problems.

When it comes to the computational execution of the algorithms, the dimensionality of
most collections of microarray data pose a problem. e number of genes (variables) are in
most cases large and the number of samples are proportionately small. Simulation studies
confirm the intuitive assumption that a higher number of samples lead to higher accuracy,
but the effect saturates for high sample numbers[].
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Gaussian graphical models

Gaussian graphical models (GGMs) is an approach to inferring partial correlation net-
works. e approach was first used by Dempster in  and assumes that the parameters
measured are drawn from distributions that are normally distributed and then use their
natural logarithms[]. e original method was developed for problems that have a small
number of variables and a relatively large number of samples. In most current applications
to genetic data this is not true; the most common case being lots of variables, e.g. gene
level expression, and a relatively small number of replicates.

e determination of the inverse covariance matrix has two different elements: finding
the entries that should be zeros and calculating the value for the non-zeros. Determining
the values for the non-zeros can be done by a combination of likelihood equations and
Cholesky decomposition[].

e lasso (’least absolute shrinkage and selection operator’) is a method for estimating a log-
likelihood function and introducing a L-norm to promote sparsity[]. e graphical lasso
is further development of this method for solving NNLS problems developed by Friedman
et al[]. For problems with large number of variables, the running time for lasso can be
considerable[].

Sparsity of the inverse covariance matrix is a desirable feature from both a mathematical
and a biological perspective. In order to promote sparsity a L1 constraint has been used
in addition to the log-likelihood used for estimating inverse covariance[].A comparison
between different methods for building Gaussian graphical models finds that lasso based
models have a tendency to create too dense networks, whereas shrinkage-based models tend
to become overly sparse[].

One approach to solving large optimization problems is to subdivide them into smaller and
thus more easily computed problems. Block coordinate-descent is a method for subdividing
the problem by sequentially solving each column and row individually while keeping the
rest of the solution temporarily constant[].

Challenges

Newer methods for measuring the levels of RNA transcripts can be used in a similar way
to microarray data. e challenge is to go from individual reads to a good measure of the
total amount of mRNA related to a specific gene. Proteome data might also be used to
construct similar types of networks[]. ere is also data that on a broad scale measures
the interactions of a protein with DNA (see papers III and IV), that if a large number of
experiments are combined can give more insight into how interaction network function.
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One of the main challenges in bioinformatics is the handling and processing of the ever
increasing amounts of data. e different types of data could be exploited in parallel to
best extract the information in them. e large number of parameters measured and the
usually small number of samples in comparison can lead to computationally expensive and
badly conditioned problems.

One problem with many methods is the lack of theoretically grounded ways to fine-tune
the parameters. As shown in Friedman et al[], the value of the penalty parameters can
give networks with different number of edges and the judgment of which level is realistic
is left to the user.

e behavior of a biologic system varies depending on the conditions it is exposed to. In-
cluding data from different conditions or a time series can show interactions not caught by
a single time-point[]. Comparing networks inferred from data from different conditions
(e.g. healthy/diseased) can indicate pieces of the disease process.

Practical applications

e practical use of these types of methods is to analyze the data and give input for selection
of follow-up experiments. ese can be found in many areas, including chemometrics[]
and microarrays[]. e indicated interactions can then guide further experimental work.
We will focus primarily of microarray data.

One approach to network inference, that is possible when computational time is not a
limiting factor, is to use a ’wisdom of crowds’ approach. In this case the results from a
number of different methodologies are combined and weighted according to their known
strengths and weaknesses[].

By using data measuring gene expression in yeast across a range of different conditions,
mostly single gene deletions, Rung et al[] created gene disruption networks showing
which genes changed expression due to deletion of a single gene. e networks, however,
do not separate direct and indirect effects[].

Some networks are expected to be sparse, and there needs to be mathematical formulations
in the cost function to take this into account. One approach is to use a L penalty to
select which links to retain in the network. Banerjee et al[] develops a model for handling
problems using block coordinate descent. is approach optimizes over one column and
row at a time, solving a series of small problems repeatedly until convergence is achieved.
Another approach is to use an added cost based on the cardinality, i.e. the number of
nonzero entries[]. In both cases a parameter is used to balance the influence between the
sparsity’s weight and the rest of the cost function.
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Bien and Tibshirani[] developed a method that, instead of focusing on the inverse covari-
ance matrix, finds the covariance matrix where zeros can be explained in terms of marginal
independences.
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Deconvolution

Deconvolution is an in silico approach for analyzing gene expression in heterogeneous
samples. Tissue samples generally contain more than one cell type. is means that the
measurements done on a sample will be measuring a combination of signals from the con-
stituent cell types weighted by their abundance.

ere are methods for physical separation of samples into sub-populations, including fluo-
rescence-activated cell sorting (FACS) or magnetic bead-based cell sorting (MACS), micro-
dissection using a capillary pipette[], or laser capture microscopy[]. e isolated cells
are then analyzed by gene expression profiling. e techniques are work-intensive and also
leave the cells exposed to harsh ex vivo conditions for considerable amounts of time, which
stresses the cells and may affect the quality of gene expression measurements.

A newer approach is single cell mRNA sequencing, where single cells are sequenced separ-
ately. e process starts with very small amounts of mRNA present in a single cell, about 
pg per cell[]. e resulting data has a tendency to have high noise levels and the amplifica-
tion step can also introduce distortions, as well as being sensitive to contamination[, ].
Although these methods have transformed our ability to identify cell type-specific gene
expression patterns, they are comparatively labor- and cost-intensive. In addition, these
methods may also affect gene expression patterns due to prolonged handling of the cells ex
vivo[, ].

As a complementary approach to methods that physically separate cells, the analysis of data
generated from complex samples can be improved by taking heterogeneity into account. If
results from complex samples are used to draw conclusions about one sub-population of
the sample the situation assumed in the analysis is not actually present in the sample, giving
unnecessarily large error margins. e most basic model uses a linear combination of the
abundances of the cells together with the typical gene expression pattern. is approach
assumes that we can know something about the cells in advance. However, this is not
always the case and variations between samples (e.g. patients) are to be expected.

Modeling the mixture

From a signal theory perspective, it is important to have an idea of how the different signals
combine to form the output registered from the microarray assay. e signals or a trans-
formation of the signals being added linearly is the most often used model. is gives a
model that can be expressed as

A = WH+ ϵ
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where A is a m × n matrix containing the measured gene expression values, W is a m × p
matrix showing the (unknown) gene expression per cell type, H is a p × n matrix show-
ing the relative amount of each cell type, and ϵ is the noise due to the measuring process.
Without additional constraints on either W or H, there is an infinite number of math-
ematical solutions. To reduce the solution space, penalties are used to limit the possible
solutions to those compatible with the biological and physical properties of the system, e.g.
only accepting solutions having positive amounts for cell abundances.

All models are based on some set of assumptions about the model system, some of which
can be more or less accurate. Some methods include assumptions about the data that can be
seen as unrealistic, e.g. total lack of correlation between cell types[]. Others are limited
by just being able to separate the sample into two subpopulations, for example separating
the samples into cancer and non-cancer cells[].

Most approaches use extra information about the experimental system to guide the estim-
ation. Depending on the kind of information available the output of the methods are used
to fill in the gap in either proportions or cell expression profiles. Some methods estimate
both using constraints.

When it comes to data from microarrays, a common processing step is to log-transform
the data before handling it further. is has some advantages in handling outliers and gives
gene expression values a more normal distribution. However, if using log-transformed data
in a deconvolution setting, subject to the constraint that the frequency of all cell types
should sum to  in each sample, the result will always be a lower estimate than the true
value[]. In assessing the false discovery rate through permuting the data, Shen-Orr et
al[] found that which approach is best seems to be dependent on the particular data sets
used. e use of log-transformation can affect the rank ordering of significant genes, when
the data is used to determine differentially expressed genes[].

is transformation of H also makes the interpretation of the results more difficult. In
order for the mixing weights to be directly interpretable in a natural sense, they need to be
limited to non-negative numbers and the sum of them should ideally be . is complic-
ates the mathematical solutions, since in many cases the mathematically optimal solution
would include negative cell fractions. A strict sum-to- restriction for the cell abundances
is introduced by Gong et al[]. Allowing a slight deviation from  can be compatible with
a modeling of noise.

Generally, it is a good idea to include known information about the system in an estima-
tion of some other property of the system. It is however important that this data is well-
characterized, even if most methods allow some deviations from the guide. A schematic
of the different inputs and outputs that has been included in deconvolution of microarray
data can be seen in Fig. . e data available before the deconvolution includes the data
from the mixed samples. Furthermore, information regarding cell types in the sample such
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Figure 2: Schematic picture of the work flow during deconvolution. The input (on the left) are measured data from complex
samples. Also needed as input are some kind of guiding data (from the bottom). The guides can be expected pro-
portions, number of cell types or gene expressions per expected cell type. The process can also introduce or amplify
some noise (top), that might also be present within any of the inputs. The deconvolution process is represented as a
box and can be any of the deconvolution methods mentioned in the text. Outputs (on the right) are proportions of
each cell type in each sample and/or expression profiles for each cell type. Note that not all methods discussed need
all of the possible inputs nor do they necessarily generate all of the mentioned outputs.

as number of cell types, expression from pure samples or estimations of the proportions of
cell types can be included in the deconvolution scheme.

Previous work on deconvolution

Venet et al[] were the first to show that mathematical deconvolution of complex samples
is possible given circumstances where an assumption of no correlation between cells can be
used. ey found that they could recreate the amount of muscle tissue present in samples
from colon cancer. e study also gives predictions of genes associated with each cell type.

Abbas et al[] were the first group to try to deconvolve blood samples. ey used a method
based on Gene Set Enrichment Analysis (GSEA) to weight the gene probe set to take more
highly differentially expressed genes more into account in the cells of interest. ey solve
the problem as a linear least squares problem. After showing that the method could decon-
volve a known mixture of cell lines, they continued to look at leukocytes and found them
to correlate well with complete blood counts. Finally they compared systemic lupus eryth-
ematosus (SLE) with healthy samples and found that the SLE patients had higher numbers
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of activated NK cells, which correlated well with the data from complete blood cell counts.

A different approach called DSection uses a Bayesian model to estimate a prior containing
the behavior of the constituent cell type. is prior is then used to estimate the compos-
ition of a given sample. e use of a prior allows the expression in each sample to vary
slightly, which is realistic in considering the noisy signal. ey show that this works better
than simple linear regression in cases involving a small number of sufficiently different cell
types[].

In addition to methods guided by expected expression profiles or expected cell type abund-
ances, there has also been unguided approaches. Principal component analysis (PCA) has
been tried as a tool to group samples, but the outcome has not been sufficiently better
than clustering based on gene expression without PCA[]. Depending on the differences
between the cell types that one wishes to separate and the information available on the con-
tents of a given sample a method independent of previous information can be attractive.
PCA can also be used as a part of the method, as in Lähdesmäki et al[], where it is used
to reduce the number of parameters by grouping genes in their principal components.

Challenges

Deconvolution offers new ways of looking at complex samples. However, there are limita-
tions that have not been sufficiently explored and need to be addressed if the methods are
to be used in more demanding situations than exploratory investigations.

e limits of detection when it comes to proportionately small cell subpopulations are
currently unexplored[]. Depending partially on the nosiness on of the signal, small pop-
ulations can be hard or impossible to detect. Finding the detection limits is an important
issue for further consideration.

Most of the methods discussed above, e.g. [, ], only apply their algorithms to samples
assumed to contain only a small number of cell types. Some methods instead try to char-
acterize the tissue types in the sample, e.g. [, , , ], where each tissue is known to
contain several cell types. Blood, being one of the more common sample types, contains
about  cell types, depending on how you classify them, and some of them in very low
frequencies. ere is also a large variation between patients and conditions[].

In practice, the number of cell types possible to detect is related to the detection limit for
small cell type populations. A sample containing numerous cell types in small proportions
present a different challenge than a sample containing mostly one cell type but a small
number of a different cell type. Finding the detection limits is an important challenge for
further use of these methods.
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Practical applications

Differences in expression for a specific cell type for different disease conditions can be hard
to detect in mixed samples. Shen-Orr et al[] used known mixtures of liver-brain-lung
tissue to validate that a linear combination of microarray values works as a model for signal
combination. ey also identified differences in gene expression in the leukocyte fraction of
whole blood from kidney transplant patients with and without transplant rejection. ese
differences were not detectable without deconvolution.

One method including an extra step for identifying the number of cell-types has shown
some success when the cell types that the sample contain are sufficiently different[],
something that however is not the case in differential hierarchy of the bone marrow. e
groups, however, are hard to interpret and tend to cluster around functions rather than
cell types[]. An algorithm based on Bayesian linear unmixing found better performance
measure in mean square error of the deconvolved answer, but the factors found did not
correlate to cell types, but rather to cell functions[]. is makes unguided approaches
unsuitable for determining the expression of specific cells, while they can have some utility
in looking at the roles of a tissue as a whole.

Machine learning is an area that has had influence over the development of bioinformatics.
One example is a deconvolution method using linear support vector regression, a machine
learning derived-technique, and also does a select of the most informative subset of genes
to use for estimating blood cell fractions and expressions from microarray data[].

While the methods mentioned above use microarray data for their investigations, other
types of high-dimensionality data can potentially be used in a similar manner. Several
methods use data from RNA-seq, a high throughput sequencing method, and assumptions
on the proportions of cell types in the sample to estimate the abundance of each transcript
per cell type[, ]. With adding preprocessing of the sequencing data, it is possible that
more of the methods presented above can be adapted to handle RNA-seq data or similar
data types. ere has also been efforts to make the methods more user friendly[].
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Main results of the research papers

is section starts by describing the aims of the studies. e second part gives a brief outline
of the methods used. It is followed by a discussion of the results from our investigations
separatedly. e section ends with a general discussion and future research prospects.

Aim

e overall aim of the thesis is to develop new methods to extract information from high-
dimensionality data, and apply these to data from AML. e methods used are in silico
processes, using experimental data as a foundation for discovery of potential interactions
that in a later step can be verified experimentally.

Paper I aims to develop a computationally efficient method for finding correlations between
expression levels of different genes using optimization to arrive at a sparse inverse correlation
matrix. We look at the interactions in a collection of data sets from AML patients to validate
the method. We also evaluate our method against several other methods in the field.

Paper II focuses on finding expression and proportions of cells simultaneous from com-
plex samples containing different cell types. We develop an in silico approach to find new
insights from available microarray data from AML.

Paper III aims to find the DNA-binding pattern of the oncoprotein DEK and to find a
function for DEK in myeloid linage cells.

Paper IV aims to determine the functions of WT, a gene encoding a transcription factor
previously shown to be important for a number of different organ systems. We focus on
the transcriptional functions of two isoforms of the WT protein.
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Laboratory methods

Gene expression profiling

Transcribed genes are represented in the mRNA population of that cell. One way of cap-
turing RNA expression is to use DNA microarray chips. e RNA is purified and reverse-
transcribed to generate a more thermodynamically stable population of cDNA fragments.
Fluorescent dyes are added to the sample and the sample fragments are hybridized to probe
sequences on a microarray chip. Probe sequences are arranged in a spot pattern on the chip
and the results are read out by measuring the fluorescence of each spot[].

e presence of RNA detected in a microarray is used a proxy for gene activity in the cell.
e data is normalized to a log-normal distribution to minimize the effects of outliers.

In our experiments, we used the cell lines U (for paper III) and K (for paper IV).
e cell line U is derived from histiocytic lymphoma and shows myeloid characteristics.
e cell line K is derived from a chronic myelogenous leukemia patient in blast crisis
and carries the Philadelphia chromosome[].

With the advances in sequencing technologies RNA-seq has taken over as the method of
choice. After isolating and reverse-transcribing the RNA to cDNA, the fragments are se-
quenced and then mapped to the genome in a way that allow for gaps in the sequence
to take introns into account. RNA-seq has the advantage of not requiering any previous
knowledge of a sequence to be able to detect it.

ChIP-seq

Chromatin immunoprecipitation followed by sequencing (ChIP-seq) is a method to de-
termine where a protein binds to the genome. It is used to look at DNA associated pro-
teins, which includes proteins that are directly DNA binding or a part of a protein cluster
that binds to DNA. By cross-linking the proteins before sonic fragmentation of the DNA
and then using immunoprecipitation to isolate the protein-DNA complexes containing the
protein of interest, the sequences close to the putative binding site are isolated. e proteins
are then removed and the short DNA fragments are sequenced[].

e resulting sequences are mapped to a standard genome. e loci in the genome where
the sequences differ from the background are identified as ”peaks”. We measure the distance
from the peaks to identified transcription start sites.
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Methods

In paper I, we used microarray data compiled from AML cases[]. We normalized the
data to a lognormal distribution and gene networks were inferred by calculating the inverse
covariance matrix was calculated using our developed method, Ultranet.

In paper II, we developed a in silico method to discern the expression of subgroups of cells
in complex samples. We used data from sorted blood cells[] to guide the analysis. We
also used a compilation of blood and bone marrow samples containing several cell types
from different leukemias[].

In paper III, we used the cell line U and did ChIP-seq experiments using antibodies
against DEK and HKme and compared the results with pre-existing ChIP-seq and DNA
hypersensitivity data from the ENCODE project and also CAGE experiments for the same
cell line.

In paper IV, we used the cell line K and created clones expressing biotinylated WT
-KTS and WT +KTS, respectively. We did ChIP using streptavidin capture followed by
sequencing. e data was processed in a similar way to paper III.
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Results

Paper I: Ultranet: efficient solver for the sparse inverse covariance selection problem in
gene network modeling

Genes are regulated in a complex interplay of different factors. Regulatory relationships
can be identified through network modeling techniques. By treating different gene expres-
sion levels as variables it is possible to view this as a high-dimensional statistical inference
problem.

Network modeling can be used to identify potential regulatory relationships between genes.
Identifying gene regulatory networks from gene expression data at a global level can be
viewed as a high-dimensional statistical inference problem. In Paper I, we developed a net-
work reconstruction algorithm based on Graphical Gaussian Models (GGMs). To establish
such models we solve for the inverse Θ of the correlation matrix S, and then compute the
partial correlation matrix P∗ij = Θ∗

ij/
√
Θ∗

iiΘ
∗
jj. Because of the high dimensionality of gen-

omics data, computationally efficient methods are needed to calculate solutions to SICS in
practice. e SICS problem can be defined as,

maximize log det Θ− tr(SΘ)− λ∥Θ∥1

s.t. ΘT = Θ,Θ ≻ 0

where Θ is a regularized inverse correlation matrix, S is the empirical correlation matrix for
the input data and λ ∈ [0, 1], through the L1 norm, controls the sparsity of the solution.

We developed a novel algorithm to solve SICS problems efficiently, and implemented it as
a software tool, Ultranet. Our method combines several mathematical and programming
techniques that exploit the structure of the SICS problem and enables computation of
genome-scale GGMs without compromising analytic accuracy.

Conclusions:

• We have established a method for estimatingΘ, the inverse of the sample correlation
matrix S. Our method, Ultranet is implemented in C++.

• Ultranet solves the SICS problem significantly faster than previous methods.

• When looking at a known hematopoeitic transcription factor, GATA, Ultranet finds
an environment enriched in known hematopoietic genes. Most neighboring genes
were also present in ChIP-seq experiments for GATA, illustrating how GGM-based
inference can identify functionally relevant interactions.
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Paper II: Deconvolution of gene expression in cancer cell hierarchies

Leukemias and some solid tumors are organized as cell hierarchies, sustained by a popula-
tion of cancer stem cells (CSCs), or leukemic stem cells (LSCs) at the apex[]. ese cells
give rise to more differentiated cells in the tumor, and have the ability to transfer disease
in xenotransplantation assays. Additionally, CSCs and LSCs are thought to be resistant to
commonly employed cancer therapeutics, and can thus cause disease recurrences[].

Traditional approaches to characterize CSCs and LSCs rely on physical cell sorting, a labor-
ious procedure. In Paper II, we developed a new method to study gene expression in cancer
cell hierarchies by using large-scale mathematical deconvolution of gene expression profiles
of unsorted tumor cells. e method is based on pre-determined expression profiles for
cells similar to the expected populations, and applies a L1-constrained optimization to find
the expression of the disturbed cell hierachies. Following initial simulation experiments,
we tested our method against a gold standard assay based on in vivo xenografting of sorted
cell fractions and independently recover markers for AML stem cells.

Conclusions:

• We developed a method to infer, from mixed samples, the expression patterns of
the constituent cells. e method, tdeconv, uses typical profiles for the cell types
expected in the sample to ensure that the inferred gene expression patterns can be
interpreted as perturbed versions of the gene expression patterns of a corresponding
normal cell type.

• In a proof-of-principle study, we found that the AML cell gene expression patterns
identified in silico as perturbed versions of the gene expression patterns of normal
HSCs overlapped with gene expression signature extracting in an in vivo xenografting
study of CD+ AML LSCs[].
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Paper III: e DEK oncoprotein binds to highly and ubiquitously expressed genes with
a dual role in their transcriptional regulation

is study looked at the genomic binding pattern of the DEK oncoprotein, that is highly
expressed in a number of cancer types and is a known translocation partner in AML with
t(;)(p;q.); [DEK-NUP]. Previously, it has been unclear whether DEK is a pro-
moter-binding transcription factor or DNA-binding factor that is more generally distrib-
uted across the chromatin. It is known to be a part of human chromatin, but its function
and binding properties have not been fully characterized. Our analyses showed that DEK
preferentially binds transcription start sites, supporting that it is indeed a transcription
factor.

Here we mapped the binding sites of DEK at a genome-wide level by ChIP-seq in the
myeloid cell line U and combined it with epigenetic and gene expression analysis. ChIP-
seq is an experimental method for selecting gene fragments bound by a protein that can
be immunoprecipitated. e resulting fragments are then sequenced and aligned to the
reference genome assembly hg[]. e goal is to identify genomic regions that the DEK
binds to.

e bioinformatic part of the project included mapping of sequence reads to the reference
genome assembly, peak calling to identify chromosomal regions showing enriched binding,
comparison of binding sites between different experiments, identifying enriched binding
patterns, and analyzing distances from the nearest transcription start site at both single read
and peak level.

Using data from the Encyclopedia of DNA Elements (ENCODE)[], we also compared
the binding pattern of DEK with a large number of DNA-binding proteins and chromatin
features.

Conclusions:

• DEK preferentially binds to open chromatin and to the transcription start sites of
highly transcribed genes, suggesting that DEK plays a role in transcriptional regu-
lation rather than in making up chromatin structure. e comparative study shows
that the binding pattern of DEK shows similarities with the binding patterns of RNA
polymerase II in several different cell lines.

• Functional studies showed that DEK knockdown by shRNA resulted in both signi-
ficant up- and down-regulation of individual DEK bound genes, suggesting a dual
role in the regulation of gene transcription.
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Paper IV: Distinct global binding patterns of the Wilms tumor gene  (WT) -KTS and
+KTS isoforms in leukemic cells

is study looked at how an insertion of three amino acids changes the binding of Wilms
tumor gene  (WT) to DNA. We used K cell line and transfected them to induce
expression of biotinylated isoforms of WT and E. coli biotin protein ligase (BirA).

Wilms’ tumor gene  (WT) is a zinc-finger transcription factor that acts as an oncogene in
AML. An alternative splice-variant of WT removes the three amino acids KTS between
zinc-finger three and four. A change in the balance between these isoforms has been linked
to worse prognosis in leukemia. In Paper IV, we examined the genome-wide binding pat-
terns for biotinylated WT -KTS and +KTS in leukemic K cells using ChIP-seq by
streptavidin capture.

Using bioinformatic approaches similar to those in Paper III, we found that the WT -KTS
isoform binds close to transcription start sites and enhancers, similar to other transcription
factors, while WT +KTS binds within gene bodies. Motif searches revealed differences as
to how the two isoforms previously reported WT motifs, and that some motifs are bound
by both isoforms. We also show a large overlap of the genes bound by WT -KTS and
+KTS respectively, but they bind to different parts of the same gene. Using CAGE data
and HKme, histone mark for active transcription start site, we find that both isoforms
bind to actively transcribed genes.

Conclusions:

• e removal of three amino acids (KTS) changes the binding pattern of WT. Both
forms bind to actively transcribed genes but with different specificity.

• e WT -KTS isoform binds close to transcription start sites and enhancer. e
WT +KTS isoform binds within gene bodies. Both isoforms bind to actively tran-
scribed genes, sometimes the same genes but different positions, suggesting different
functions.





Discussion

Bioinformatics methods are required to interpret genomics data. Paper I and II have presen-
ted methodological improvements in the area of gene expression data analysis, whereas pa-
per III and IV represent collaborative projects were previously developed methods were
used to address specific questions in experimental hematology.

e generalizability of the methods developed in paper I and II is high. Ultranet can be used
to handle microarray data from other biological systems, and with minor pre-processing of
data can handle data from other high-dimensional measuring systems, for example single-
cell sequencing.

A limitation of network inference in paper I is that it does not inform about the causality of
the identified interactions, exemplifying the classical dilemma of causation and correlation.
How the interaction takes place is not revealed through the network modeling, and there
can be several different ways mRNAs or proteins can affect the presence of a specific mRNA
type, ranging from direct causal relationships (e.g., the mRNA level of a transcription factor
likely correlates with the mRNA levels of its targets) to pure false discoveries (e.g., links that
just represent noise but were detected as a consequence of multiple testing).

e design of the microarrays can lead to unknown systematic errors. For example, while
there are several probes per known gene the strength of the binding between the probe
and the sample cDNA varies depending on the nucleotide content of the sequence and
suboptimal probe design may affect the network. Microarrays can also introduce errors
due to the non-linearity of the technique.

In paper II we have looked at the ability of tdeconv to find differential expression of genes
in a small subpopulation of the sample. In simulations sampling from a given distribution
with simple known changes in the expression of a few randomly chosen genes, tdeconv
could find the changed genes could be identified. In a real data set, the underlying distri-
bution varies from patient to patient and the noise is not necessarily evenly distributed.

One critical factor in applying the method developed in paper II is how small a cell type
population can be and still be detectable. e noisy nature of microarray data gives a lower
threshold of the effect possible to detect. Another important consideration is how different
from each other the cell types are. Cell types that have similar expression tends in practice
to be lumped into one cell type, as the other cell type proportions go to zero. e detection
threshold is also dependent on the number of samples available and how homogeneous
they are, as the expression profile of a given cell type is shared between all the samples. If
the individual samples differ from the expected expression pattern in individual ways, this
is more likely to be interpreted as noise.

e data used for paper I and II are collected from a large number of patients, considering
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the number of patients affected. However, when looked at from a model identification
perspective, the number of samples should ideally be high in proportion to the number
of parameters (inverse correlation coefficients) to be identified. e proportionally very
large number of measured variables makes the probability of false positives a concern. e
networks will include false connections and the best use might be to find the strongest links
and then experimentally further explore these linkages.

In paper III and IV cell lines are used as a proxy for leukemic cells. As a mass of cells were
used, the cells are potentially in different stages of the cell cycle. As it is known that protein
expression changes over the cell cycle, this can lead to extra noise in the data. Single-cell
sequencing can be a way of getting less noise from variation in a population, but currently
has a high monetary cost. ere is also the question of how well immortalized cell lines
represent the actual micro-environment and cell types present and interacting in the bone
marrow of leukemia patients.

e cell line results have been compared with results from a wide variety of tissue types.
While this can give a general sense of which kind of proteins have similar binding patterns,
it is doubtful if a certain protein is active in the same way in all cell types it is present in.
For WT, different variants are transcribed in different contexts and the regulatory effect
can be traced to the balance between isoforms.
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