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Abstract

This thesis collects contributions to wireline and wireless communication sys-
tems with an emphasis on multiuser and multicarrier physical layer technol-
ogy.

To deliver increased capacity, modern wireline access systems such as G.fast
extend the signal bandwidth up from tens to hundreds of MHz. This am-
bitious development revealed a number of unforeseen hurdles such as the
impact of impedance changes in various forms. Impedance changes have a
strong effect on the performance of multi-user crosstalk mitigation techniques
such as vectoring. The first part of the thesis presents papers covering the
identification of one of these problems, a model describing why it occurs and
a method to mitigate its effects, improving line stability for G.fast systems.

A second part of the thesis deals with the effects of temperature changes
on wireline channels. When a vectored (MIMO) wireline system is initial-
ized, channel estimates need to be obtained. This thesis presents contribu-
tions on the feasibility of re-using channel coefficients to speed up the vec-
toring startup procedures, even after the correct coefficients have changed,
e.g., due to temperature changes. We also present extensive measurement re-
sults showing the effects of temperature changes on copper channels using a
temperature chamber and British cables.

The last part of the thesis presents three papers on the convergence of physi-
cal layer technologies, more specifically the deployment of OFDM-based radio
systems using twisted pairs in different ways. In one proposed scenario, the
idea of using the access copper lines to deploy small cells inside users’ homes
is explored. The feasibility of the concept, the design of radio-heads and a
practical scheme for crosstalk mitigation are presented in three contributions.
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Preface

This dissertation consists of an introduction, followed by a compilation of
three published journal papers, two unpublished papers and five published
conference papers. One filed patent application is also included. The thesis
is organized into three parts. The first parts deals with the side effects of
impedance changes to vectored wireline systems. The second part deals with
the effects of temperature changes on wireline channels and the third part
with combinations of radio and fixed communication systems.
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• Yezi Huang, Thomas Magesacher, Eduardo Medeiros, Per-Erik Eriks-
son, Chenguang Lu and Per Ödling, »Mitigating Disorderly Leaving
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Jun 2015.
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1
Introduction

As you hold this thesis in your hands, stop for a moment and consider your
environment. Very likely, a number of Internet connected devices will sur-
round you. Looking around you may see computers, phones, televisions,
loudspeakers, cameras and other gadgets capable of pulling data out of the
Ether, to serve you in one way or the other.

While all this connectivity seems effortless and ubiquitous, even natural,
it is the result of decades of relentless work by telecommunication engineers
and researchers. The widespread deployment of fixed and mobile broadband
systems has altered the way we communicate, work and socialize. In a twenty-
five year span, we have gone from a handful of webpages that were hand-
indexed to billions of websites, services, applications and business that rely
on connectivity for their existence.

The growth of online content and number of connected devices is paralleled
by the increase in connection speeds. Typically, the latter have observed a
thousandfold increase over the last two decades. More than that, they have
increased similarly for both wireline and wireless services.

To enable our exuberant online ecosystem, the telecommunications indus-
try and research institutes have invested massively into producing standards
that guarantee interoperability to enable economy of scale, and offer high
spectral and power efficiency. Examples of these standards include the many
variants of Digital Subscriber Line (DSL) [1–5], Long Term Evolution (LTE) [6]
and wireless local area networks (WiFi) [7]. Summed up, these technologies
are responsible for a significant percentage of all Internet connections. Al-
though each of them targets very different use cases, such as home connection,
outdoor mobility and indoor mobility, there is a great degree of similarity at
the most basic level, the physical layer. During the past decades, many differ-
ent avenues of technology and research have been pursued, but lately a few
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2 Introduction

ideas have emerged dominant in the common communication systems. The
dominating principle for accessing the physical layer is nowadays multicarrier
modulation (for a historical perspective of the contributions that led to its de-
velopment see [8]). Multicarrier modulation is a central method for this thesis
and we will go into further details in the next section.

Another example of principles that have come to dominate concerns how
to allow the signals of many users to access shared or connected media si-
multaneously. The subsequent chapter, 1.2, discusses a mathematical family
of techniques that, in wireline systems, are called vectoring. In the wireless
area this mathematical family is known as MU-MIMO, or multiuser multiple-
input, multiple-output techniques. Vectoring is another central theme of this
thesis. For vectoring to work well, very precise knowledge about the transmis-
sion channel is needed. This is reflected in both Part I of the thesis that deals
with the effects of impedance changes, Part II that investigates the effects from
temperature changes and in Part III that combines radio and wireline systems.

1.1 MULTICARRIER MODULATION

Digital communication systems are used to transfer messages reliably be-
tween a source and a recipient. In achieving this task a system’s physical layer
is responsible for delivering the messages (sequences of binary digits) between
two or more communicating hosts over a transmission medium (channel).

For the physical layer, the contents or meaning of the binary digits to be
transmitted are irrelevant. On the other hand, it is responsible to adapt the
message to the properties of the channel to facilitate transmission. Usually,
this requires converting the digital information to a continuous-time wave-
form, whose characteristics are manipulated to relay different messages. At
the receiver, after passing through the channel, waveforms are ideally trans-
lated back to the binary digits.

Before introducing multicarrier modulation it is worthwhile to describe
conventional single carrier techniques, and gradually add the concepts that
make it such a dominant digital communications technique.

1.1.1 A SINGLE CARRIER MODULATION EXAMPLE

As an example, let us consider the case of a transmitter using Quadrature Am-
plitude modulation (QAM) [9] [10] to send the binary string1 1010− 1100−
0001 to its counterpart. The translation between data and continuous wave-
form is represented in Fig. 1.1.

At first, the binary string to be transmitted is cut in smaller chunks of

1Hyphens inserted for legibility.
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log2(K) bits where K is the modulation order (the number of distinct symbols
the modulator can represent in a given transmission interval). With K = 16,
as in our example, a twelve-bit message is broken into three four-bit words.

Each word is translated to a QAM symbol using the constellation diagram
presented in the left plot of Fig 1.1. A QAM symbol is a complex number of
the form

xl = x(i)l + x(q)l j, (1.1)

where the real and imaginary coefficients are the coordinates of the respective
word in the constellation plot. The subscript l represents the symbol number
(the order in which the symbol was transmitted).
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Figure 1.1: 16-QAM Constellation diagram and waveforms for the bi-
nary string 1010− 1100− 0001. In the left plot we illus-
trate the translation between each binary four-bit word
and a corresponding complex symbol. On the right side
we present the result of modulating a sinusoid with said
complex symbol.

In our example the binary words result in the symbols

• 1010 (represented in red)→ x1 = 0.3162− 0.3162j

• 1100 (represented in blue)→ x2 = 0.9487 + 0.9487j

• 0001 (represented in green)→ x3 = −0.9487 + 0.3162j

After the symbols are mapped, they are translated to a continuous waveform
as

s(t) = Re
{

p(t− kTsym)
(

xkej2πFct
)}

, (1.2)

where p represents a square pulse of duration Tsym, and Fc is the carrier
frequency. Our three symbols result in the waveform shown in the right plot
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of Fig. 1.1. For each symbol a sinusoid waveform of corresponding amplitude
and phase is generated.

Given a finite transmit power and a band-limited channel with additive
noise, let’s consider the obvious ways to improve the capacity of the system
described in this example.

• The modulation order K could be increased, so each QAM symbol
would represent more bits for the same waveform duration.

There are no direct drawbacks to this, but it is worth mentioning that the
improvement will be limited by noise. If the signal-to-noise ratio (SNR) is low,
higher modulation orders will lead to more transmission errors.

• Tsym could be shortened, making the transitions between symbols more
frequent.

When the symbol duration is reduced the bandwidth necessary to transmit
the signal increases. The available bandwidth of the channel will eventually
limit how short the symbols can be. A second drawback to this approach is
dispersion, which will be described in the next section.

• We could increase the number of QAM modulators by transmitting
waveforms at different carrier frequencies, an approach known as Fre-
quency Domain Multiplexing (FDM).

If the carrier frequencies in an FDM scheme are not sufficiently apart from
each other, inter-carrier interference (ICI) will significantly harm the perfor-
mance.

1.1.2 DISPERSION

The transmission media, such as the air, metallic wires or optical fibres, present
constraints to the propagation of signals. Signals traversing a channel will
suffer attenuation, delays and other kinds of impairments. As an exam-
ple, twisted pairs are frequency selective, attenuating high-frequency signals
much more than low-frequency ones.

Continuing our QAM modulation example, let’s consider what happens to
the transmitted signal when it traverses a linear time-invariant (LTI) channel.
Let s(t) represent the the channel’s impulse response. The channel’s output
r(t) is given by the linear convolution

r(t) = h(t) ∗ s(t). (1.3)
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Figure 1.2: Effects of a time-dispersive LTI channel over the transmit
waveform for x2. The output r(t) has the same carrier
frequency, but amplitude and phase are modified. The
channel output is longer than the transmit symbol due to
non-negligible impulse response duration.

For frequency selective channels, the impulse response length (interval with
significant energy) may not be negligible when compared to the symbol du-
ration. This is illustrated in Fig. 1.2 below.

The transmit waveform s(t) has duration Tsym, but the output of the chan-
nel is longer. If more than one symbol were transmitted, the tail of the red
curve would interfere with the next symbol waveform, causing inter-symbol
interference (ISI).

At the receiver, the output of the channel is processed to map received
waveforms to symbols and finally binary words. The distortion caused by
the channel is mitigated by e.g., an equalizer. In the presence of ISI, the
complexity of equalization can be greatly increased, since the output of the
channel will depend not only on the current symbol, but also on the preceding
ones.

An alternative for avoiding the impact of ISI would be to insert guard inter-
vals (silent periods) between symbols that are longer than the channel impulse
response length. This has the drawback of lowering the overall efficiency of
the modulation scheme used.

Multicarrier modulation techniques such as Discrete Multitone (DMT) and
Orthogonal Frequency Division Multiplexing (OFDM) manage to avoid both
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ISI and ICI, while providing high spectral efficiency, convenient hardware
implementations and simple receiver processing. A brief description of both
techniques is given in the following section. For more details see [9] [11–13].

1.1.3 DMT & OFDM

Let’s assume that the LTI channel considered previously is band-limited, that
its output is sampled obeying the Nyquist criterion and that its sampled im-
pulse response, denoted h(n), is finite with length M + 1. If the sampled
transmit signal has length N and is denoted by s(n), a discrete-time version
of (1.3) can be written as

r(n) = ∑
k

h(n− k)s(k). (1.4)

The sampled channel output r(n) has length N + M. As a consequence, if
multiple symbols are transmitted sequentially, the first M received samples of
a symbol will be corrupted by the channel output of its predecessor.

To avoid the impact of dispersion, one could introduce a guard period of
L ≥ M samples at the beginning of each symbol, subsequently discarding
these ISI-distorted samples at the receiver.

In OFDM and DMT, this guard period is named cyclic prefix and it has a
specific formulation. A copy of the last L samples of each symbol is inserted at
the beginning of the transmit signal, as described by the matrix multiplication
below, where 0, I represent, respectively, the zero and identity matrices of
appropriate size and the samples s(n), n = 0, . . . , N − 1 are collected in the
vector s.

s̄ = As



s(N − 1− L)
...

s(N − 1)
s(0)

...
s(N − 1)




=

[
0 I

I

]



s(0)
...

s(N − 1)


 .

Assuming that L = M, the linear convolution between the cyclic prefix
appended samples s̄(n), n = N− 1− L, . . . , N− 1 and the channel in (1.4) can



1.1. Multicarrier Modulation 7

be expressed in matrix notation as

r = RHs̄,




r(0)
...

r(N − 1)


 =

[
0
I

]




h(0) 0 . . . . . . . . . 0
... h(0)

. . .
...

h(L)
...

. . . . . .
...

0 h(L)
...

. . . . . .
...

...
. . . . . .

...
. . . 0

0 . . . 0 h(L) . . . h(0)







s(N − 1− L)
...

s(N − 1)
s(0)

...
s(N − 1)




.

Here, R represents the removal of the first L received samples at the receiver.
If we denote the mapping between between s and r as r = H̃s, the equivalent
channel H̃ is given by

H̃ = RH A =




h(0) 0 . . . h(L) . . . h(1)
... h(0)

. . . . . .
...

h(L)
...

. . . . . . h(L)

0 h(L)
...

. . . . . .
...

...
. . . . . .

...
. . . 0

0 . . . 0 h(L) . . . h(0)




.

The matrix H̃ is circulant and as such can be diagonalized [12] by the N-point
Discrete Fourier Transform pair as

Λ = QH̃QH =




λ0
. . .

λN−1




where

Q =
1√
N




1 1 1 . . . 1
1 w w2 . . . wN−1

1 w2 w4 . . . w2(N−1)

...
...

...
...

1 wN−1 w2(N−1) . . . w(N−1)2




.

and QH is its conjugate transpose.
The fact that H̃ is diagonalized by the DFT leads to the structures for trans-

mitter and receiver as follows. Let x =
[
x0, . . . , xN−1

]T be a vector collect-
ing multiple complex symbols, such as defined in (1.1). Choose s = QHx and
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y = Qr to obtain

y = Qr = QRH As = QR︸︷︷︸
receiver

H AQH
︸ ︷︷ ︸

transmitter

x = Λx =




λ0x0
...

λN−1xN−1


 . (1.5)

Instead of transmitting the complex QAM symbols serially at a high rate, a
multicarrier system groups a number of symbols and transmits then in paral-
lel. The addition of a cyclic prefix and the IDFT operation at the transmitter,
coupled with the cyclic prefix removal and DFT at the receiver diagonalize
the channel. For a long enough cyclic prefix, this scheme removes ISI and ICI
simultaneously.

The channel diagonalization described in (1.5) establishes at most N inde-
pendent complex channels between transmitter and receiver. Their transfer
functions are given by




λ0
λ1
...

λN−1


 =
√

NQ




h(0)
h(1)

...
h(L− 1)

0
...
0




, (1.6)

which is a discrete Fourier transform of the channel impulse response. The
parallel complex channels are referred in literature and in the remainder of
this thesis as “subcarriers”, “subchannels” or “tones” interchangeably.

Frequency selective channels such as twisted pairs or a radio channel have
a non-flat transfer function over the system’s bandwidth. The channel parti-
tioning performed by OFDM/DMT causes this broadband channel to be eval-
uated at regularly-spaced discrete frequencies. This is exemplified in Fig. 1.3.
The blue solid curve represents the magnitude of the transfer function of a
real twisted pair channel from around DC to 6.5 MHz. A hypothetical multi-
carrier system with N = 8 would experience parallel channels defined by the
red dots. The phase response is not shown in the plot.

The plot in Fig. 1.3 also illustrates another important aspect of multicar-
rier modulation. Since the subchannels are independent, each one can be
optimized according to its own signal-to-noise ratio. In other words, sub-
channels with low attenuation and low noise can use very high modulation
orders. Some DSL technologies, for example, employ constellations of up to
15 bits [2–4]. The opposite condition is also true. When a given subcarrier has
poor signal-to-noise ratio it will carry low-order constellations or be deacti-
vated entirely.
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Figure 1.3: An example of measured frequency selective channel,
with superimposed discrete subchannels, for a system
with N = 8. The blue solid line represents a twisted
pair’s transfer function magnitude. The magnitude of the
flat subchannels is represented by the red circles.

HARDWARE IMPLEMENTATION

The implementation of multicarrier OFDM/DMT transceivers requires an
IDFT operation at the transmitter and a DFT at the receiver. These are both
performed via the Fast Fourier Transform (FFT) algorithm [14] and benefit
from its low-complexity properties.

Another consequence of (1.5) is a significant reduction of receiver hard-
ware complexity, because the equalization process (the removal of channel
influence) can be performed per subcarrier as

x̂k =
1

λ̂k
yk, (1.7)

where k is the subcarrier index, x̂k represents an estimate of the transmitted
symbol and λ̂ an estimate of the channel transfer function.

DIFFERENCES BETWEEN OFDM AND DMT

Up to now multicarrier modulation has been presented without addressing
the differences between OFDM, used for instance in radio systems and DMT,
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used in wireline systems. From a baseband implementation perspective, both
techniques are very similar. Both exploit the DFT pair and cyclic prefixes as
shown in (1.5).

The main differences come from the characteristics of the channels ad-
dressed by these techniques. DMT is commonly used in wireline channels,
where the signalling is done in baseband. In other words, the transmit DMT
transmit multiplex signal s(t) is not modulated (shifted) by a carrier fre-
quency.

As a consequence of the baseband signalling, the output of a DMT trans-
mitter must be real valued. To assure this, DMT imposes the condition that
the transmit symbol vector x has hermitian symmetry. When a DMT transmit-
ter is implemented with an N-point FFT the number of available subcarriers
is reduced2 to ≈ N

2 .
Radio channels on the other hand are passband. The implementer typi-

cally has access to a band-limited channel around a carrier frequency. WiFi
transmitters, for example, often use carrier frequencies of 2.4 or 5 GHz. The
baseband OFDM signal is used to modulate the amplitude and phase of a
sinusoid at the desired carrier frequency. Since both amplitude and phase
can be manipulated, the OFDM transmit multiplex is complex valued. Due to
the absence of the hermitian symmetry requirement for OFDM, the number
of useful subcarriers is the same as the number of bins in the FFT. On the
other hand, due to the modulation to the carrier frequency, an OFDM system
occupies twice the bandwidth required by a DMT transmitter using the same
FFT size.

A major difference between the two systems is the availability of channel
information at the transmitter. Wireline channels have much longer coherence
times than radio channels. As a result, in DMT systems it is usual that the
transmitter have fairly good channel estimates. These channel estimates are
used by the DMT modems to optimize how much power is allocated to each
subchannel and what modulation order to use (a process called bit-loading).

In OFDM systems, due to the channel being time-variant, the amount of
channel information available at the transmitter is limited. As a consequence,
OFDM transmitters use the same modulation order over blocks of subcarriers,
coupled with strong error correcting coding schemes.

In parts I and II of this thesis, the contributions address DMT systems.
In part III an OFDM system is coupled to a copper channel to enable the
deployment of indoor cellular systems.

2Two of the available subchannels are real valued and typically not used.
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1.2 TWISTED-PAIR CHANNELS

The introduction of twisted-pairs and differential signalling led to widespread
development in fixed telephony. Twisted-pairs have been employed ever
since, in later years finding use in DSL systems and other indoor systems
such as the twisted pair profiles of Ethernet. In this section, a short descrip-
tion of the important parameters will be presented, while a more complete
treatment is given in [13] [15] [16].

The use of twisted pairs and differential signalling improve the resiliency
of transmission when compared to a common-mode approach. In differential
signalling system, the signal is transmitted with opposite polarity in each
of the conductors. The receiver takes the difference between both signals,
reducing the effect of common mode interference.

An ideal twisted pair can be modelled as an uniform transmission line. The
pair is described as a concatenation of infinitely short line segments as the one
presented in Fig. 1.4.

I Rdx Ldx I + dI

V Cdx Gdx V + dV

dx

Figure 1.4: A uniform transmission line segment of length dx. The
voltage and current at the input of the line segment are
represented by V, I, respectively. The line segment can be
thought of as a dissipative low-pass filter.

The so-called primary parameters R, L, C, G represent, respectively, the dis-
tributed resistance, inductance, capacitance and conductance. In turn, these
can be used to derive the secondary parameters, namely, the characteristic
impedance Z0 and the propagation constant γ as

γ(ω) =
√
(R + jLω) (G + jCω)

Z0(ω) =

√
R + jLω

G + jCω

(1.8)
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where ω represents the angular frequency. If the transmission line is termi-
nated by an impedance ZL, we can obtain the reflection coefficient as

ρ =
ZL − Z0

ZL + Z0
. (1.9)

The reflection coefficient expresses the ratio between incident and reflected
waves for a uniform transmission line. An important consequence of this def-
inition is that, if the load of the line equals its characteristic impedance, the
reflected wave vanishes. The matching between load and line impedance is
very significant for vectored DSL systems (see Sec. 1.3). Transitions in the
matching condition lead to changes in the channel properties that may nega-
tively impact multiuser signal processing algorithms. The implications of this
are explored in chapters 2 to 4.

In practice, real cables deviate from the uniform transmission line assump-
tions, especially as the length of the cable increases beyond tens of meters.
Due to manufacturing tolerances the dimensions of conductors, insulation
and the twist-rate vary [17–22]. Besides that, external factors such as han-
dling, installation and age may further influence the properties of a twisted
pair.

There is extensive literature modelling the characteristics of twisted-pairs,
some examples including [23–29]. The main use of such models is to predict
the capacity of DSL systems deployed over different topologies. Cable models
are also used in loop3 diagnostic and loop make-up identification methods.
The basic idea is to probe the lines and analyze reflected signals to deter-
mine the location of faults or the parameters associated with sections of a
loop [30] [31]. A good comparison between cable models is presented in [28].

While cable models vary in many ways, most are based on the equivalence
between a twisted-pair and uniform transmission lines. This leads to a good
match between model and the average behavior of cables, but fail to capture
effects of non-uniformities [18] [22] [27].

Chapters 6 and 8 present contributions related to how the twisted pairs are
influenced by environmental factors and consequences to the functioning of
vectored systems.

1.2.1 CROSSTALK

Due to the proximity between pairs in a cable, signals transmitted in one pair
leak to the ones nearby. The term crosstalk is commonly used to denote both
the power leaked from one line to the next as the coupling path itself. The
magnitude of crosstalk paths is influenced by the proximity between pairs (an

3A concatenation of cable sections connecting transmitter and receiver.
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adjacent pairs is usually the stronger source of interference) and by the length
of the shared cable section.

Suppose a cable with two pairs is under consideration. At one end of the
cable, each pair is connected to equipment transmitting signals to a receiver
on the opposite end. This situation is presented in schematic form in Fig. 1.5.
The coupling between the first transmitter and equipment connected to the
same cable extremity is referred to as near-end crosstalk (NEXT). The cou-
pling between the first transmitter (TX1) and the opposite receiver (RX2 in the
figure) is termed far-end crosstalk (FEXT).

FEXT
NEXT

TX1 RX1

TX2 RX2

Figure 1.5: A schematic description of NEXT and FEXT between two
pairs. For near-end crosstalk the source of interference
and victim are connected at the same cable end. For far-
end crosstalk the opposite is true.

The negative influence of near-end crosstalk can be mitigated if the trans-
mitters are synchronized. If that is not the case an alternative is to use differ-
ent bands for communicating in uplink and downlink directions. Similarly,
FEXT can be suppressed efficiently if synchronous transmission and some
multi-user processing is used (see Sec. 1.3). In case the coordination between
transceivers is not possible, the effective reach or capacity will be limited by
crosstalk.

Models for crosstalk are discussed in e.g. [22] [32–35].

1.3 VECTORED DMT SYSTEMS

Historically, the copper line connections between telephone exchanges and
end-user homes were built in tree structures. Immense cable bundles would
leave an operators’ central office (CO) and gradually branch out geographi-
cally down to one of a few twisted-pairs connecting individual homes.

When DMT transceivers became available in the early nineties, this cop-
per line tree structure was used to deploy DSL equipment to provide Internet
access at much higher speeds than voiceband modems could achieve. Succes-
sive generations of standards have increased the bandwidth, resiliency and
flexibility of the technology, while also introducing new terminology. A brief
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summary is given here

• The modem in a user’s home is usually referred to as customer premises
equipment (CPE).

• The equipment connecting many CPEs to the operator’s network is a
Digital Subscriber Line Access Multiplexer (DSLAM) or a Distribution Point
Unit (DPU).

• Communication from the DPU to a CPE is said to be in downstream
direction.

• Communication from a CPE to the DPU is said to be in upstream direc-
tion.

While each CPE contains a single DMT transceiver, a DPU contains many.
If we consider an isolated system where a single DPU is connected to a plu-
rality of CPEs, all transmitters in downstream direction and all receivers in
upstream direction are colocated. An example with three CPEs is shown in
Fig. 1.6.

CPE1

CPE2

CPE3

D
P
U

downstream

upstream

Figure 1.6: A diagram illustrating a wireline access deployment
with tree subscribers. The DPU contains multiple DMT
transceivers, making each transmitter for the downstream
and each receiver to the upstream directions collocated.
The direct paths between transmitter and receiver are rep-
resented as solid lines, while far-end crosstalk is shown in
dashed lines.
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Due to the proximity between twisted-pairs in a cable bundle, the signal
transmitted between the DPU and any of the CPEs will induce currents in
neighboring pairs. As a result, not only is the signal transferred to the in-
tended recipient, but also to other modems in the system. In Fig. 1.6 this is
represented by dashed lines.

The input-output relationship between all pairs connected to a DPU can be
thought of as a multiple-input multiple-output (MIMO) channel. If the DMT
transceivers connected to each twisted pair are synchronized, this MIMO
channel can be modelled per subcarrier as

y = Hx + z, (1.10)

where the vectors x =
[
x1, . . . , xU

]T, y =
[
y

1
, . . . , y

U

]T
and z =

[
z1, . . . , zU

]T collect, respectively, the transmit symbols, the received sym-
bols and additive noise in each of the U pairs connected to a DPU. The com-
plex channel gains between transmitter j and receiver i are represented as the
elements H i,j of the square matrix H.

The received symbol at receiver i is

y
i
= Hi,ixi + ∑

i 6=j
Hi,jxj

︸ ︷︷ ︸
crosstalk

+zi. (1.11)

The crosstalk term, highlighted in the previous equation is significant, being
a major impairment to high data rate transmission in DSL systems.

If transmitters are not synchronized, but some channel information is avail-
able, the power allocation per user can be optimized, for example, to maxi-
mize rate or minimize power while offering a desired quality of service. Some
examples are given in [36–39].

With the intention of mitigating the negative effect of crosstalk and taking
advantage of collocated, synchronized transceivers at the DPU, a technique
termed vectoring was introduced [40] [41]. The main idea in downstream is to
use channel information (estimates) at the transmitter to precode (pre-distort)
the transmit symbols so that the crosstalk contribution is cancelled out at
the output of the channel. Similar crosstalk mitigation can be achieved in
upstream by jointly equalizing the received symbols from multiple users at
the DPU.

For frequencies up to around 30 MHz, a zero-forcing-based precoder and
equalizers were shown to be near optimal in [42] [43]. For downstream, the
precoder has the form

P = (1/η) H−1diag{H1,1, . . . , HU,U}, (1.12)
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where η is a normalization factor and diag{H1,1, . . . , HU,U} represents a di-
agonal matrix with elements H1,1, . . . , HU,U along its main diagonal. The pre-
coding operation with (1.12) leads to the channel output

y = HPx + z

= (1/η)diag{H1,1, . . . , HU,U}x + z
(1.13)

where the crosstalk terms have been removed and the equivalent channel for
each CPE is a scaled version of its original direct path gain.

To ensure that DSL systems do not interfere with other services, the stan-
dard compliant modems are subject to limitations on the total transmit power
as well as maximum transmit power per subcarrier. The per subcarrier limit
is usually referred to as a power spectrum density (PSD) mask (for an example
see [44]).

If a transceiver is already using close to the per-subcarrier PSD mask, the
precoding operation can lead to violations of the power constraint. One way
to avoid this is to introduce the normalization step, choosing η as

η = max
i

∥∥∥
[

H−1diag{H1,1, . . . , HU,U}
]

row i

∥∥∥ (1.14)

This scheme is near optimal for diagonally dominant channels and it has
a low complexity when compared with alternatives such as the Tomlinson-
Harashima precoder (THP) [40] [45] [46].

At low enough frequencies (≤ 30 MHz), most copper channel matrices ex-
hibit a high degree of diagonal dominance, indicating that the direct paths
between DPU and CPE attenuate the signals much less than the crosstalk
paths. This is illustrated using measured channels in Fig. 1.7.

With the development of the G.fast standard, the wireline access indus-
try decided to target shorter copper lines, taking advantage of the rollout of
fiber to distribution points close to the end user. With shorter copper pairs,
bandwidths of hundreds of MHz became available. As seen in Fig. 1.7, for
these high frequencies, the direct channel gains get closer to the magnitude of
the crosstalk paths. To cope with the smaller degree of diagonal dominance,
while using a linear zero-forcing precoder, some alternatives were proposed
in [47] [48]. Joint optimization of precoder, power allocation and equalizers is
discussed in [49].

The introduction of G.fast also brought power-saving features, allowing
transceivers to be inactivated while there is no data to be transmitted [5] [50].
The presence of unused lines led to the idea of designing precoders such
that the crosstalk channels could be exploited to boost the signal to groups of
users [51].



1.4. Research Contributions 17

20 40 60 80 100 120 140 160 180 200

-80

-70

-60

-50

-40

-30

-20

-10

0

Figure 1.7: Plot of the transfer function magnitudes for three twisted-
pairs. Both direct (solid lines) and crosstalk paths (points)
are displayed, color-coded by the receiver number i. At
low frequencies, the direct paths clearly dominate over
crosstalk. The degree of diagonal dominance decreases as
frequency increases.

What most precoder (and equalizer) designs have in common is the need
for accurate channel estimates. When there is a mismatch between the true
channel and the channel estimates, the performance will be affected by residual
crosstalk [52].

1.4 RESEARCH CONTRIBUTIONS

This section present a summary of the research contributions aggregated in
this dissertation. It is divided in three parts. The contributions of part I deal
with the impact of impedance changes at the termination of twisted pairs,
some of which are connected to a vectored system, leading to channel varia-
tions and therefore mismatched precoders.

A second part of the thesis covers the impact of environmental effects on
copper channels, such as temperature variations. It also investigates the reuse
of channel estimates to shorten the time a vectored system takes to initialize
by shortening the channel estimate acquisition process.
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Lastly in part III, the subject of crosstalk mitigation in an analog radio-over-
copper system is presented. One of the contributions is the development of a
channel estimation method using the pilot symbols already embedded in the
radio signal.

1.4.1 PART I - SIDE EFFECTS OF IMPEDANCE CHANGES TO VECTORED
WIRELINE SYSTEMS

The capacity of wireline multicarrier transceivers has improved over time, by
among other means, transmitting over higher and higher bandwidths. An-
other factor driving the increased speeds is the use of joint multi-user pro-
cessing (vectoring).

During the development of the latest ITU standard for wireline access,
named G.fast [5], both increased bandwidths and improved vectoring algo-
rithms were explored. This has enabled the maximum aggregated capacity
to improve from around 100 Mbps in VDSL2 to more than 1 Gbps. It also
brought up a new set of unforeseen challenges.

In a well functioning vectored system, the transmitter or receiver uses chan-
nel estimates to either precode or post-cancel (equalize) the crosstalk from
neighboring lines. Usually, the channel is estimated between each pair of
transmitter and receiver in the system. The resulting MIMO channel estimate
is used to design signal processing algorithms that, for example, diagonalize
the channel.

Sudden changes in the channel characteristics cause a mismatch between
the crosstalk mitigation algorithms and the channel, leading to performance
degradation in the form of residual crosstalk. Compared with wireless chan-
nels, the twisted pair changes slowly, often due to environmental effects.

While the transmission line properties might be unchanged, the impedances
of the devices connected to it might. A simple example of this is the different
impedances of a telephone set when it is taken on or off-hook.

During the VDSL2 era, the changes in impedance were identified as a
source of problems and methods were suggested to address situations that
occur when a modem that is part of a vectored group change impedance [53].

In G.fast the same problems were observed but with more gravity. If an
impedance change occurs even in a line that is not part of a vectored group,
all lines in the vectored set would have its channel coefficients changed. This
problem is identified, modelled and solved in papers I to III of this thesis.



1.4. Research Contributions 19

PAPER I: HOW VECTORING IN G.FAST MAY CAUSE NEIGHBORHOOD
WARS

When modems are turned on/off or unplugged from the twisted-pair, the
impedance terminating that particular circuit changes. If the modem in ques-
tion is part of a vectored system, the channel estimates used to design pre-
coders will be outdated. To avoid residual crosstalk, some solutions were
proposed to guarantee that before a modem leaves a vectored group, oth-
ers can prepare by, for example, experiencing the impedance change during
training symbols [54].

However, when vectored wireline systems are deployed, there is no guar-
antee that all copper pairs in a bundle will be part of a vectored group (not
all lines may be managed, or even be connected to DSL service).

This paper presents measurements evidencing the severe impact of changes
to loads terminating twisted pairs that are outside vectored groups. A practi-
cal situation where this might occur is a neighborhood where a high-frequency
vectored system is deployed, but some houses connected to the distribution
point do not sign up. If one of the non-subscriber neighbors pick up his
phone, the change in impedance could seriously affect the quality of service
for the vectored lines. Besides measurements, the paper discusses the feasi-
bility of recovering from such an impedance change event using a decision-
directed channel estimation method in upstream.

I am the main author of the paper, having conducted measurements, sim-
ulations and writing. The paper was published in Proc. IEEE International
Conference on Communications (ICC 2014), Sydney, NSW, 10-14 Jun. 2014.

This paper received the following accolades

• IEEE ICC 2014 Best Paper Award,

• Best Paper Award in Transmission, Access Networks and Systems, by
the IEEE TAOS Committee - 2014.

The contents of this paper were also presented as a contribution to the ITU
SG15 workgroup standardizing G.fast.

PAPER II: MODELING ALIEN-LINE IMPEDANCE-MISMATCH IN WIDEBAND
VECTORED WIRELINE SYSTEMS

This letter presents a model that explains why the changes in termination
impedances cause negative effects to neighboring vectored lines (reported
in paper I). In brief, if the impedance changes from a matched state to un-
matched, the end of the line starts to reflect incoming signals and the reflected
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signal couples to the neighboring lines via near-end crosstalk paths. The pro-
posed model is verified with channel measurements and the model’s error
sources are also discussed.

I am the main author of this paper, having conducted measurements,
simulations and writing. The letter was published in IEEE Communications
Letters, vol. 18, no. 9, September 2014.

PAPER III: MITIGATING DISORDERLY LEAVING EVENTS IN G.FAST

When a line in a vectored group is powered off it can conduct an “orderly
leave” procedure [54], essentially allowing the other modems to estimate the
channel in the state it will be once it is powered off and its analog front-end
has its impedance changed.

This paper treats cases where a disorderly leave event occurs. In this situ-
ation, the resulting channel matrix can be modelled by the contribution pre-
sented in paper II. Here in paper III we observe that, if a modem changes
impedance abruptly and the change is detected, an efficient precoder update
procedure can be performed that restores stability. The precoder update is
proposed, simulated and verified in accordance with the G.fast standardized
pilot symbols and timing. The proposed method shortens the time to update
the precoder and reduces the complexity of the estimation procedure from
quadratic to linear in the number of vectored lines.

I have conducted measurements and contributed to the development of
the results and to the writing. The paper was published in Proc. IEEE Inter-
national Conference on Communications (ICC 2015), London, United Kingdom,
08-12 Jun. 2015.

This paper received the following accolades

• IEEE ICC 2015 Best Paper Award,

• Best Paper Award in Transmission, Access Networks and Systems, by
the IEEE TAOS Committee - 2015.

PAPER IV - MITIGATION OF ALIEN CROSSTALK FOR DOWNSTREAM DSL
IMPAIRED BY MULTIPLE INTERFERERS

When not all copper pairs in a cable are connected to a vectored system, the
crosstalk signals from these unmanaged lines will not be cancelled by the
precoder/equalizer. The crosstalk from unmanaged sources is referred to as
alien crosstalk.

This letter proposes a method to mitigate the negative influence of alien
crosstalk. In particular it is applicable to situations where there are multiple
sources of alien crosstalk and more than one pair at the victim line.
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I took part in discussions developing the results and contributed to the
writing. The letter was published in IEEE Communications Letters, vol. 21, no.
11, November 2017.

1.4.2 PART II - EFFECTS OF TEMPERATURE CHANGES ON WIRELINE CHAN-
NELS

This part addresses the effect that temperature changes have on the wire-
line channel. Temperature changes have always been around but their effect
has gotten renewed attention as the frequency range that is used by wire-
line broadband systems has increased. Traditionally, single user systems will
acquire channel information between transmitter and receiver once powered-
on. This channel estimation is used to decide what modulation to use and
also serves to train or adapt equalizers that eliminate the influence of the
channel on transmitted symbols. In a vectored system, this is more compli-
cated because not only the direct paths, but also the interference paths must
be estimated. All of these change if the temperatures of the lines change.

In this part we present three contributions with special attention given to
temperature. A first contribution, Paper V, is related to the design of initial-
ization methods in wireline systems and channel tracking. In particular, we
will focus on the shortening of VDSL2 initialization through reuse of chan-
nel estimates and spectral protection and the effects of temperature changes
to the performance of twisted pairs. This paper spawned our interest in the
importance of temperature changes and led to the in-depth studies of Paper
VI and VII.

A reader somewhat familiar with G.fast may think that the new paradigm
of reverse power feeding, a standardized option for G.fast where the DPU
draws power over the copper lines from the CPEs in the homes, has con-
tributed to the new interest in temperature changes of the lines. However, al-
though the dissipated power does warm the lines, it is insignificant compared
to temperature changes due to for instance weather. The power dissipated
due to the reverse power feeding is only in the order of 1 W over 100 meters
of copper line.

PAPER V - ANALYSIS OF FAST INITIALIZATION FOR VECTORED WIRE-
LINE SYSTEMS

This paper proposes a fast initialization scheme for VDSL2 based on spec-
tral protection. Two scenarios are considered, where in the first one no prior
channel information is available. The second one is based on erroneous prior
knowledge of channel coefficients being available, for instance acquired when
the transmission lines had a different temperature. Measurements on a com-
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mercial VDSL2 vectoring platform and throughput simulations are used to
evaluate the feasibility of the proposed scheme.

I have conducted measurements, participated in the discussions that de-
veloped the ideas and contributed to the writing. The paper was published
in Proc. IEEE Global Communications Conference (GLOBECOM 2013), Atlanta,
USA, 9-13 Dec. 2013.

PAPER VI - THE COLD CABLES CASE

This paper responds to the question: by how much do copper cables change
when temperature changes? The paper presents measurements over a broad
temperature range quantifying the effect on cable attenuation over frequency
for two cables commonly deployed in the United Kingdom. The paper also
attempts to give practical advice for how to adapt commonly used channel
models so that they can reflect temperature changes, as well as how to adjust
any available channel measurement taken at one temperature so that it reflects
the same channel at a different temperature.

I am the main author, having presented the main ideas and conducted
measurements, simulations and writing. This paper has not been published.

PAPER VII - TEMPERATURE-DEPENDENT SHIFT OF NOTCHES IN THE
FREQUENCY RESPONSE OF TWISTED-PAIRS

A second result extracted from the same set of measurements explain how
dips in the frequency response shift in frequency as temperature changes.
The result is interesting as it may seem counterintuitive. A line that warms
up becomes longer as the conducting metal expands, thus it would be natural
to assume that it would take longer for a signal to traverse the line. How-
ever, this does not seem to be the case. Furthermore, when the conducting
metal expands, the distance between the reflection points that cause dips in
the frequency response also increase, corresponding to a larger wavelength,
which should move the dips in the frequency response down in frequency.
However, the notches in the transfer function move up in frequency, by as
much as 1 MHz over a 85 degrees Celsius temperature increase. The paper
suggests that the propagation velocity of the signal increases so much due to
the temperature shift that it overwhelms the effects of the expanding metal.
The propagation velocity depends largely on the dielectric, the plastic that in-
sulates the cables. A similar result can be found for coaxial cables in [55] [56].

I am the main author, having presented the main ideas and conducted
measurements, simulations and writing. This paper has not been published.
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1.4.3 PART III - COMBINATIONS OF RADIO AND FIXED COMMUNICATION
SYSTEMS

The last part of this thesis investigates the use of twisted-pairs to deliver in-
doors wireless service. Since the copper network has considerable penetration
in many markets it is a viable infrastructure for connecting small cells and in-
crease the capacity of 3GPP compliant networks.

As discussed in previous sections, OFDM and DMT share many properties,
differing in the channel types each one targets. The main idea explored by the
papers in this part is to deliver OFDM-based radio access by deploying a
radio-head (a component with antennas and some RF processing capabilities)
at a user’s home. The radio signal, converted to appropriate frequencies, is
transmitted using twisted-pairs to a nearby cabinet and from there connected
to the core network where baseband processing and other functions are done.

The contributions cover the development of a radio-over-copper solution
over twisted-pairs, the development and analysis of a 3GPP compliant radio-
head and the development of a method estimate the MIMO copper channel
and mitigate the crosstalk between multiple cells, using the standardized pilot
symbols already present in the radio signal.

PAPER VIII - ENABLING DSL AND RADIO ON THE SAME COPPER PAIR

This paper proposes to use twisted-pairs to deploy an analog radio-over-
copper solution. The system is cabinet-based, collocated with VDSL2 and uses
small pieces of spectrum next to VDSL2. Instead of modulating the radio sig-
nal to the desired carrier frequency, the signal is shifted to a carrier frequency
adequate for copper transmission. At the end-user premises, the radio head
performs RF conversion to the proper LTE bands. The paper investigates the
feasibility of the concept and analyses the reach of such a solution.

I contributed to the development of ideas, simulations and writing. The
paper was published in Proc. IEEE International Conference on Communications
(ICC 2015), London, United Kingdom, 08-12 Jun. 2015.

PAPER IX - LTE OVER COPPER - POTENTIAL AND LIMITATIONS

This paper discusses the design of radio-heads for radio-over-copper systems
such as the one proposed in paper VII. The investigation considers 3GPP re-
quirements and assumes that the radio-head is connected to a single twisted-
pair through an imperfect hybrid circuit. The adjacent channel leakage ratio
and error vector magnitude requirements lead to results in what filter designs
the radio-head should be equipped with.

I contributed to the development of ideas, simulations and writing. The
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paper was published in Proc. IEEE Symposium on Personal, Indoor and Mobile
Radio Communications - (PIMRC), Hong Kong, China, 30 Aug. - 03 Sep. 2015.

PAPER X - CROSSTALK MITIGATION FOR LTE-OVER-COPPER IN DOWN-
LINK DIRECTION

In this last paper, we address the issue of crosstalk mitigation in LTE-over-
copper systems. By taking advantage of reference symbols present in the
downlink LTE signals we propose two methods for estimating the copper
channel. System performance is evaluated using channel measurements and
error vector magnitude calculations with promising results.

I am the main author, having proposed the main idea, conducted mea-
surements, simulations and writing. Published in IEEE Communications Let-
ters, vol. 20, no. 7, July 2016.

PATENT APPLICATION - METHODS AND NODES OF A WIRELESS COM-
MUNICATION NETWORK FOR MITIGATING CROSSTALK IN A BASE STA-
TION SYSTEM

The work developed in paper IX was the subject of a patent application named
“Methods and Nodes of a Wireless Communication Network for Mitigating
Crosstalk in a Base Station System”, also included in the thesis.

I am the main author, having proposed the main idea, conducted mea-
surements, simulations and writing. The application has been disclosed and
is under evaluation by the European Patent Office.



References

[1] Asymmetric digital subscriber line (ADSL) transceivers, ITU Rec-
ommendation G.992.1, Jun. 1999. [Online]. Available: http:
//www.itu.int/rec/T-REC-G.992.1

[2] Asymmetric digital subscriber line transceivers 2 (ADSL2), ITU
Recommendation G.992.3, Apr. 2009. [Online]. Available: http:
//www.itu.int/rec/T-REC-G.992.3

[3] Asymmetric digital subscriber line transceivers 2 (ADSL2) - Extended
bandwidth (ADSL2plus), ITU Recommendation G.992.5, Jan. 2009.
[Online]. Available: http://www.itu.int/rec/T-REC-G.992.5

[4] Very high speed digital subscriber line transceivers 2 (VDSL2), ITU
Recommendation ITU-T G.993.2, Jan. 2015. [Online]. Available:
http://www.itu.int/rec/T-REC-G.993.2

[5] Fast access to subscriber terminals (G.fast) - Physical layer specification,
ITU Recommendation ITU-T G.9701, Dec. 2014. [Online]. Available:
http://www.itu.int/rec/T-REC-G.9701

[6] LTE; Evolved Universal Terrestrial Radio Access (E-UTRA); LTE physical
layer; General description, 3rd Generation Partnership Project (3GPP) TS
36.201 V14.1.0, Apr. 2017. [Online]. Available: http://goo.gl/7swwPm

[7] “IEEE Standard for Information technology - Telecommunications and
information exchange between systems Local and metropolitan area
networks - Specific requirements - Part 11: Wireless LAN Medium
Access Control (MAC) and Physical Layer (PHY) Specifications,” IEEE
Std 802.11-2016 (Revision of IEEE Std 802.11-2012), Dec. 2016. [Online].
Available: http://ieeexplore.ieee.org/document/7786995/

25

http://www.itu.int/rec/T-REC-G.992.1
http://www.itu.int/rec/T-REC-G.992.1
http://www.itu.int/rec/T-REC-G.992.3
http://www.itu.int/rec/T-REC-G.992.3
http://www.itu.int/rec/T-REC-G.992.5
http://www.itu.int/rec/T-REC-G.993.2
http://www.itu.int/rec/T-REC-G.9701
http://goo.gl/7swwPm
http://ieeexplore.ieee.org/document/7786995/


26 Introduction

[8] S. B. Weinstein, “The history of orthogonal frequency-division
multiplexing [history of communications],” IEEE Communications
Magazine, vol. 47, no. 11, pp. 26–35, Nov. 2009. [Online]. Available:
http://dx.doi.org/10.1109/MCOM.2009.5307460

[9] L. Hanzo, W. Webb, and T. Keller, Single-and multi-carrier quadrature am-
plitude modulation: principles and applications for personal communications,
WLANs and broadcasting. John Wiley & Sons, 2000.

[10] J. G. Proakis, Digital Communications, 4th ed. McGraw-Hill, 2001.

[11] T. Magesacher, Ed., OFDM for Broadband Communication - Course
Reader (EIT 140). Lund University, 2013. [Online]. Available: http:
//goo.gl/aUEjoR

[12] J. M. Cioffi, Advanced Digital Communication. Stanford University.
[Online]. Available: http://web.stanford.edu/group/cioffi/doc/book/

[13] P. Golden, H. Dedieu, and K. S. Jacobsen, Eds., Fundamentals of DSL Tech-
nology. Auerbach Publications, 2006.

[14] J. W. Cooley and J. W. Tukey, “An algorithm for the machine
calculation of complex fourier series,” Mathematics of Computation,
vol. 19, no. 90, pp. 297–301, Apr. 1965. [Online]. Available:
http://www.jstor.org/stable/2003354

[15] C. R. Paul, Analysis of Multiconductor Transmission Lines, 1st ed. John
Wiley & Sons, 1994.

[16] W. Y. Chen, DSL: Simulation Techniques and Standards Development for Dig-
ital Subscriber Lines, 1st ed. Macmillan Technical Publishing, 1998.

[17] G. S. Borges, R. M. Rodrigues, J. C. W. A. Costa, A. Santos,
and A. Fertner, “Effect of periodic cable nonuniformities on
transmission measurements,” in 2015 IEEE International Instrumentation
and Measurement Technology Conference (I2MTC) Proceedings, May 2015,
pp. 315–319. [Online]. Available: http://www.dx.doi.org/10.1109/
I2MTC.2015.7151286

[18] G. S. Borges, “Modelagem de par-trançado para comunicações em
banda larga,” Ph.D. dissertation, Universidade Federal do Pará, Belém,
Brazil, Aug. 2016. [Online]. Available: http://goo.gl/pfk7vx

http://dx.doi.org/10.1109/MCOM.2009.5307460
http://goo.gl/aUEjoR
http://goo.gl/aUEjoR
http://web.stanford.edu/group/cioffi/doc/book/
http://www.jstor.org/stable/2003354
http://www.dx.doi.org/10.1109/I2MTC.2015.7151286
http://www.dx.doi.org/10.1109/I2MTC.2015.7151286
http://goo.gl/pfk7vx


1.4. Research Contributions 27

[19] A. Lago, C. M. Peñalver, J. Marcos, J. Doval-Gandoy, A. Meléndez,
Ó. López, F. Santiago, F. D. Freijedo, J. M. Vilas, and J. C. Lorenzo,
“Geometric analysis and manufacturing considerations for optimizing
the characteristics of a twisted pair,” IEEE Transactions on Electronics
Packaging Manufacturing, vol. 32, no. 1, pp. 22–31, Jan. 2009. [Online].
Available: http://www.dx.doi.org/10.1109/TEPM.2008.2005779

[20] A. Lago, C. M. Peñalver, J. Marcos, J. Doval-Gandoy, A. A. N. Meléndez,
O. Lopez, F. D. Freijedo, J. M. Vilas, and J. C. L. López, “Electrical
design automation of a twisted pair to optimize the manufacturing
process,” IEEE Transactions on Components, Packaging and Manufacturing
Technology, vol. 1, no. 8, pp. 1269–1281, Aug. 2011. [Online]. Available:
http://www.dx.doi.org/10.1109/TCPMT.2011.2144989

[21] J. Poltz, J. Beckett, and M. Josefsson, “Near end crosstalk in twisted
pair cables - a comparison of simulation versus measurement,” in 2005
International Symposium on Electromagnetic Compatibility, vol. 2, Aug.
2005, pp. 572–577. [Online]. Available: http://www.dx.doi.org/10.1109/
ISEMC.2005.1513580

[22] R. Strobel, R. Stolle, and W. Utschick, “Wideband modeling of twisted-
pair cables for MIMO applications,” in 2013 IEEE Global Communications
Conference (GLOBECOM), Dec. 2013, pp. 2828–2833. [Online]. Available:
http://dx.doi.org/10.1109/GLOCOM.2013.6831503

[23] R. F. M. van den Brink, “Measurements and models on Dutch cables,”
ETSI contribution TD15, Mar. 1997.

[24] J. W. Cook, “Parametric modelling of twisted pair cables for VDSL,” ETSI
contribution TD22, Mar. 1996.

[25] TNO, “G.fast: Parametric cable models for specifying reference loops,”
ITU-T SG15 Contribution, Sep. 2011.

[26] F. Lindqvist, P. O. Börjesson, P. Ödling, S. Höst, K. Eriksson, and
T. Magesacher, “Low-order and causal twisted-pair cable modeling by
means of the hilbert transform,” in 20TH Nordic Conference on Radio
Science and Communications, Jun. 2008, pp. 301–310. [Online]. Available:
http://dx.doi.org/10.1063/1.3117107

[27] R. F. M. van den Brink, “Cable reference models for simulating metallic
access networks,” ETSI, TS, Jul. 1998.

http://www.dx.doi.org/10.1109/TEPM.2008.2005779
http://www.dx.doi.org/10.1109/TCPMT.2011.2144989
http://www.dx.doi.org/10.1109/ISEMC.2005.1513580
http://www.dx.doi.org/10.1109/ISEMC.2005.1513580
http://dx.doi.org/10.1109/GLOCOM.2013.6831503
http://dx.doi.org/10.1063/1.3117107


28 Introduction

[28] D. Acatauassu, S. Höst, C. Lu, M. Berg, A. Klautau, and P. O.
Börjesson, “Simple and causal copper cable model suitable for
G.fast frequencies,” IEEE Transactions on Communications, vol. 62,
no. 11, pp. 4040–4051, Nov. 2014. [Online]. Available: http:
//www.dx.doi.org/10.1109/TCOMM.2014.2364585

[29] ——, “Simple and causal twisted-pair channel models for G.fast
systems,” in 2013 IEEE Global Communications Conference (GLOBECOM),
Dec. 2013, pp. 2834–2839. [Online]. Available: http://www.dx.doi.org/
10.1109/GLOCOM.2013.6831504

[30] S. Galli and D. L. Waring, “Loop makeup identification via single ended
testing: beyond mere loop qualification,” IEEE Journal on Selected Areas
in Communications, vol. 20, no. 5, pp. 923–935, Jun. 2002. [Online].
Available: http://dx.doi.org/10.1109/JSAC.2002.1007375

[31] F. Lindqvist, “Estimation and detection of transmission line characteris-
tics in the copper access network,” Ph.D. dissertation, Lund University,
2011. [Online]. Available: http://goo.gl/uWaUnS

[32] J. Maes, M. Guenach, and M. Peeters, “Statistical MIMO channel model
for gain quantification of DSL crosstalk mitigation techniques,” in 2009
IEEE International Conference on Communications (ICC), Jun. 2009, pp. 1–5.
[Online]. Available: http://www.dx.doi.org/10.1109/ICC.2009.5199490

[33] M. Sorbara, P. Duvaut, F. Shmulyian, S. Singh, and A. Mahadevan,
“Construction of a DSL-MIMO channel model for evaluation of FEXT
cancellation systems in VDSL2,” in 2007 IEEE Sarnoff Symposium, Apr.
2007, pp. 1–6. [Online]. Available: http://www.dx.doi.org/10.1109/
SARNOF.2007.4567335

[34] B. Lee, J. M. Cioffi, S. Jagannathan, K. Seong, Y. Kim, M. Mohseni,
and M. H. Brady, “Binder MIMO channels,” IEEE Transactions on
Communications, vol. 55, no. 8, pp. 1617–1628, Aug. 2007. [Online].
Available: http://www.dx.doi.org/10.1109/TCOMM.2007.902597

[35] R. F. M. van den Brink, “Modeling the dual-slope behavior of
in-quad EL-FEXT in twisted pair quad cables,” IEEE Transactions on
Communications, vol. 65, no. 5, pp. 2153–2163, May 2017. [Online].
Available: http://www.dx.doi.org/10.1109/TCOMM.2017.2669032

[36] W. Yu, G. Ginis, and J. M. Cioffi, “Distributed multiuser power
control for digital subscriber lines,” IEEE Journal on Selected Areas in
Communications, vol. 20, no. 5, pp. 1105–1115, Jun. 2002. [Online].
Available: http://www.dx.doi.org/10.1109/JSAC.2002.1007390

http://www.dx.doi.org/10.1109/TCOMM.2014.2364585
http://www.dx.doi.org/10.1109/TCOMM.2014.2364585
http://www.dx.doi.org/10.1109/GLOCOM.2013.6831504
http://www.dx.doi.org/10.1109/GLOCOM.2013.6831504
http://dx.doi.org/10.1109/JSAC.2002.1007375
http://goo.gl/uWaUnS
http://www.dx.doi.org/10.1109/ICC.2009.5199490
http://www.dx.doi.org/10.1109/SARNOF.2007.4567335
http://www.dx.doi.org/10.1109/SARNOF.2007.4567335
http://www.dx.doi.org/10.1109/TCOMM.2007.902597
http://www.dx.doi.org/10.1109/TCOMM.2017.2669032
http://www.dx.doi.org/10.1109/JSAC.2002.1007390


1.4. Research Contributions 29

[37] R. Cendrillon, M. Moonen, J. Verlinden, T. Bostoen, and W. Yu, “Optimal
multiuser spectrum management for digital subscriber lines,” in 2004
IEEE International Conference on Communications (ICC), vol. 1, 2004,
pp. 1–5. [Online]. Available: http://www.dx.doi.org/10.1109/ICC.2004.
1312441

[38] R. Cendrillon and M. Moonen, “Iterative spectrum balancing for
digital subscriber lines,” in 2005 IEEE International Conference on
Communications (ICC), vol. 3, May 2005, pp. 1937–1941. [Online].
Available: http://www.dx.doi.org/10.1109/ICC.2005.1494677

[39] R. Cendrillon, J. Huang, M. Chiang, and M. Moonen, “Autonomous
spectrum balancing for digital subscriber lines,” IEEE Transactions on
Signal Processing, vol. 55, no. 8, pp. 4241–4257, Aug. 2007. [Online].
Available: http://www.dx.doi.org/10.1109/TSP.2007.895989

[40] G. Ginis and J. M. Cioffi, “Vectored transmission for digital subscriber
line systems,” IEEE Journal on Selected Areas in Communications,
vol. 20, no. 5, pp. 1085–1104, Jun. 2002. [Online]. Available:
http://www.dx.doi.org/10.1109/JSAC.2002.1007389

[41] Self-FEXT cancellation (vectoring) for use with VDSL2 transceivers,
ITU Recommendation ITU-T G.993.5, Jan. 2015. [Online]. Available:
http://www.itu.int/rec/T-REC-G.993.5

[42] R. Cendrillon, G. Ginis, E. V. D. Bogaert, and M. Moonen, “A near-
optimal linear crosstalk canceler for upstream vdsl,” IEEE Transactions
on Signal Processing, vol. 54, no. 8, pp. 3136–3146, Aug. 2006. [Online].
Available: http://www.dx.doi.org/10.1109/TSP.2006.874822

[43] R. Cendrillon, G. Ginis, E. V. den Bogaert, and M. Moonen, “A
near-optimal linear crosstalk precoder for downstream vdsl,” IEEE
Transactions on Communications, vol. 55, no. 5, pp. 860–863, May
2007. [Online]. Available: http://www.dx.doi.org/10.1109/TCOMM.
2007.896121

[44] Fast access to subscriber terminals (G.fast) - Power spectral density
specification, ITU Recommendation ITU-T G.9700, Apr. 2014. [Online].
Available: http://www.itu.int/rec/T-REC-G.9700/

[45] M. Tomlinson, “New automatic equaliser employing modulo arith-
metic,” Electronics Letters, vol. 7, no. 5, pp. 138–139, Mar. 1971. [Online].
Available: http://www.dx.doi.org/10.1049/el:19710089

http://www.dx.doi.org/10.1109/ICC.2004.1312441
http://www.dx.doi.org/10.1109/ICC.2004.1312441
http://www.dx.doi.org/10.1109/ICC.2005.1494677
http://www.dx.doi.org/10.1109/TSP.2007.895989
http://www.dx.doi.org/10.1109/JSAC.2002.1007389
http://www.itu.int/rec/T-REC-G.993.5
http://www.dx.doi.org/10.1109/TSP.2006.874822
http://www.dx.doi.org/10.1109/TCOMM.2007.896121
http://www.dx.doi.org/10.1109/TCOMM.2007.896121
http://www.itu.int/rec/T-REC-G.9700/
http://www.dx.doi.org/10.1049/el:19710089


30 Introduction

[46] H. Harashima and H. Miyakawa, “Matched-transmission technique
for channels with intersymbol interference,” IEEE Transactions on
Communications, vol. 20, no. 4, pp. 774–780, Aug. 1972. [Online].
Available: http://www.dx.doi.org/10.1109/TCOM.1972.1091221

[47] M. Guenach, C. Nuzman, P. Tsiaflakis, and J. Maes, “Power optimization
in vectored and non-vectored G.fast transmission,” in 2014 IEEE Global
Communications Conference (GLOBECOM), Dec. 2014, pp. 2229–2233.
[Online]. Available: http://www.dx.doi.org/10.1109/GLOCOM.2014.
7037139

[48] F. C. B. F. Müller, C. Lu, P. E. Eriksson, S. Höst, and A. Klautau,
“Optimizing power normalization for G.fast linear precoder by
linear programming,” in 2014 IEEE International Conference on
Communications (ICC), Jun. 2014, pp. 4160–4165. [Online]. Available:
http://www.dx.doi.org/10.1109/ICC.2014.6883973

[49] W. Lanneer, P. Tsiaflakis, J. Maes, and M. Moonen, “Linear and nonlinear
precoding based dynamic spectrum management for downstream
vectored G.fast transmission,” IEEE Transactions on Communications,
vol. 65, no. 3, pp. 1247–1259, Mar. 2017. [Online]. Available:
http://www.dx.doi.org/10.1109/TCOMM.2016.2641952

[50] R. Strobel and W. Utschick, “Discontinuous operation for precoded
G.fast,” in 2016 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), Mar. 2016, pp. 3551–3555. [Online]. Available:
http://www.dx.doi.org/10.1109/ICASSP.2016.7472338

[51] Y. Huang, T. Magesacher, E. Medeiros, C. Lu, P. E. Eriksson,
and P. Ödling, “Rate-boosting using strong crosstalk in next
generation wireline systems,” in 2015 IEEE Global Communications
Conference (GLOBECOM), Dec. 2015, pp. 1–6. [Online]. Available:
http://www.dx.doi.org/10.1109/GLOCOM.2015.7417753

[52] J. Maes, C. Nuzman, and P. Tsiaflakis, “Sensitivity of nonlinear precoding
to imperfect channel state information in G.fast,” in 2016 24th European
Signal Processing Conference (EUSIPCO), Aug. 2016, pp. 290–294. [Online].
Available: http://www.dx.doi.org/10.1109/EUSIPCO.2016.7760256

[53] C. Lu and P. E. Eriksson, “A fast channel estimation method for
disorderly leaving events in vectored DSL systems,” in 2011 IEEE
International Conference on Communications (ICC), Jun. 2011, pp. 1–6.
[Online]. Available: http://www.dx.doi.org/10.1109/icc.2011.5962433

http://www.dx.doi.org/10.1109/TCOM.1972.1091221
http://www.dx.doi.org/10.1109/GLOCOM.2014.7037139
http://www.dx.doi.org/10.1109/GLOCOM.2014.7037139
http://www.dx.doi.org/10.1109/ICC.2014.6883973
http://www.dx.doi.org/10.1109/TCOMM.2016.2641952
http://www.dx.doi.org/10.1109/ICASSP.2016.7472338
http://www.dx.doi.org/10.1109/GLOCOM.2015.7417753
http://www.dx.doi.org/10.1109/EUSIPCO.2016.7760256
http://www.dx.doi.org/10.1109/icc.2011.5962433


1.4. Research Contributions 31

[54] Alcatel-Lucent, “Influence of an Impedance Change on a Leaving Line
onto the Direct and Crosstalk Channels of the Active Lines,” ITU-T SG15
Contribution 2013-10-Q4-058, Oct. 2013.

[55] K. Czuba and D. Sikora, “Temperature Stability of Coaxial Cables,”
Acta Phys. Pol. A, vol. 119, no. EuCARD-PUB-2011-001, 2011. [Online].
Available: https://cds.cern.ch/record/1349292

[56] ——, “Phase drift versus temperature measurements of coaxial cables,”
in 18-th International Conference On Microwaves, Radar And Wireless Com-
munications, Jun. 2010, pp. 1–3.

https://cds.cern.ch/record/1349292




2
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Wars

Eduardo Medeiros, Thomas Magesacher, Per-Erik Eriksson,
Chenguang Lu and Per Ödling

Abstract

Emerging wireline transmission systems such as G.fast use bands up to
around 200 MHz on short cables. A key enabler for achieving the aspired
throughput of several hundred Mbit/s is joint processing of transmit signals
in downstream direction as well as joint processing of receive signals in up-
stream direction through techniques referred to as vectoring. A new challenge
in such systems are sudden and severe changes in the channel matrix caused
by changing terminations on lines outside the vectoring group. Such events
can be caused by users disconnecting their modems, turning them on or off,
or on-/off-hook events on lines that still support the plain old telephony ser-
vice.

This work presents channel measurements capturing the impact of termi-
nation changes caused by modems or handsets. An analysis of the impact of
these sudden changes on the signal-to-noise-power-ratio in vectoring systems
reveals that throughput and stability can be seriously degraded. The poten-
tial of decision-directed channel tracking based on least squares estimation is
investigated.1

1Published in Proc. IEEE International Conference on Communications (ICC 2014), Syd-
ney, NSW, 10-14 Jun. 2014.
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2.1 INTRODUCTION

The implementation of precoding and crosstalk cancellation schemes has en-
abled multi-carrier copper-based systems to reach bit rates around 100 Mbit/s
[1] [2]. These advances have prolonged the life expectancy of copper cables in
the field, while allowing operators to extend their fiber-based access network
to distribution points, avoiding the massive investment step of deploying fiber
to the customer premises.

As deployments of vectored VDSL2 hit the market, vendors and academia [3]
have been involved in drafting a new standard (G.fast), with features that sup-
port even higher bit-rates, improved energy efficiency through discontinuous
operation and enable new business models through reverse powering.

One of the practical challenges of deploying vectored VDSL2 schemes is re-
ferred to in the literature as disorderly leaving events (DLEs). A DLE happens
when one of the lines in the vectoring group is disconnected or powered off.
This causes the termination impedance to change and consequently a change
in the crosstalk coupling gains. When dealing with DLEs, the ITU-G.vector
standard [1] advises implementors to mute (turn off) transmitters as soon as
possible. DLEs have been addressed in [4] by means of a fast tracking algo-
rithm. That work has influenced a corrigendum to the standard [5], where a
procedure for fast precoder coefficient update is described.

Differently from its predecessors, G.fast will be a time-division duplex
(TDD) system. One of the envisioned features, the so-called discontinuous
operation, allows transceivers to switch to an energy-saving mode during
portions of a TDD frame where there is no useful data to send. This has seri-
ous implications for the vectoring engine design [6]. In a precoding scheme,
for example, turning off some transceivers is equivalent to changing the size
of the precoding matrix—a change that requires precoder coefficient recal-
culation and transmit power spectral density (PSD) adjustment [7]. Several
contributions have been presented to address this issue [8] [9].

One point that these contributions stress is the assumption that discontinu-
ous operation does not change the impedance of the line. If impedances were
to change, the far-end crosstalk (FEXT) couplings would be modified in the
whole channel matrix, requiring a lengthy channel estimation phase prior to
the precoder update.

In a recent ITU contribution [10], it is suggested that G.fast vectoring bun-
dles may be affected by changes in the terminating impedance of alien lines,
that is, lines which are not part of the vectoring group. While a DLE occurs
with lines which are part of a vectoring group, and are therefore monitored
and managed as a unit, in G.fast this change can be triggered by any neigh-
boring line, such as a plain old telephony service (POTS) line in the same
cable or even by a line managed by a different operator.
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This paper focuses on the impact of alien-line termination changes caused
by modems or POTS handsets and investigates possible remedies. In Sec-
tion 2.2, the system model and an analysis of the signal-to-noise-power-ratio
(SNR) are introduced. Section 2.3 presents measurement and SNR-loss re-
sults. Section 2.4 investigates the potential of decision-directed channel track-
ing based on least-squares estimation and Section 2.5 concludes the work.

2.2 SYSTEM MODEL AND ANALYSIS

Hereinafter, the following notation is used: bold upper-case and bold lower-
case symbols are used to denote matrices and vectors, respectively. X(i, j)
denotes the element in row i and column j of X and ⊗ is the Kronecker
product.

2.2.1 VECTORED TRANSMISSION

For a discrete multi-tone (DMT) system using TDD with U synchronised
transmitters and a cyclic prefix of sufficient length, the received symbol vector
y`

k ∈ CU×1 at time instant k for subcarrier no. ` can be modelled in frequency-
domain as

y`
k = H`

kx`k + n`
k, (2.1)

where x ∈ CU×1 is the transmitted symbol vector, H ∈ CU×U is the frequency-
domain channel matrix and n ∈ CU×1 is the additive noise vector. For the sake
of simplicity, time index k and subcarrier index ` are omitted when possible.

Since near-end crosstalk (NEXT) can be disregarded, the received symbol
for user u ∈ {1, . . . , U} can be written as

y(u) = H(u, u)x(u) + ∑
m 6=u

H(u, m)x(m) + n(u),

where the term ∑
m 6=u

H(u, m)x(m) represents FEXT.

Given that the channel matrix H is known, FEXT can be mitigated by
means of low-complexity linear compensation schemes. The zero-forcing can-
celer [11] and the diagonalizing precoder [12] provide near optimal perfor-
mance for upstream and downstream directions, respectively.

This paper deals with imperfect channel information caused by changes
in an alien line’s terminating impedance. Alien lines are defined as copper
pairs which are not part of the vectoring group but might, for example, share
portions of the the same cable or even the same binder.

It is reasonable to assume that all lines at the distribution point are properly
terminated. On the customer premises side, however, the alien line’s termi-
nating impedance could change, as a result of equipment being powered off,
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disconnected or even, in case of a POTS handset, being taken on/off hook. In
order to model this situation, we use the channel model (2.1) with two distinct
states H = T and H = O, where the channel matrix T represents the state
when the alien line is properly terminated (i.e. a 100 Ω resistor or an on-hook
phone is connected) and O represents the state when the alien line is left open
(or an off-hook phone is connected). T and O can be related by

O = T + ∆, (2.2)

where the matrix ∆ represents the mismatch in complex channel coefficients
due to the terminating impedance change.

The next sections present expressions for the SNR in upstream and down-
stream using the aforementioned zero-forcing canceler and diagonalizing pre-
coder, respectively. For a full derivation of these expressions, see [13]. We
distinguish between the SNR before the termination change, denoted SNRT ,
and the SNR after the termination change, denoted SNRO, and define the SNR
loss ∆SNRu for user u in dB as

∆SNRu = 10 log10 SNRT
u − 10 log10 SNRO

u . (2.3)

2.2.2 UPSTREAM: PERFORMANCE OF ZERO-FORCING WITH IMPERFECT
CHANNEL ESTIMATES

In upstream direction, the received symbol z(u) for user u is given by

z(u) = x(u) + ∑
i∈U

∑
j∈U

T−1(u, i)∆(i, j)x(j) + ∑
i∈U

T−1(u, i)n(i),

where U ⊂ {1, . . . , U} is the set of active transmitters. The residual crosstalk
caused by the alien line’s termination change is represented by the term
∑

i∈U
∑

j∈U
T−1(u, i)∆(i, j)x(j). Here, we assume that the estimate of the channel

before a termination change, T , is perfect.
The SNR for user u before the termination change can be written as

SNRT
u =

pu

Γ
(

∑
i∈U
|T−1(u, i)|2σi

) , (2.4)

where Γ is the SNR-gap to capacity, pi = E
{
|x(i)|2

}
is the variance of the

transmitted symbol at user i and σi = E
{
|n(i)|2

}
is the variance of the addi-

tive noise experienced by user i ∈ U .
After the alien line termination is removed, the SNR for user u can be

calculated as

SNRO
u =

pu

Γ

(
∑

i∈U
∑

j∈U
|T−1(u, i)|2Φ(i, j)pj + ∑

i∈U
|T−1(u, i)|2σi

) ,
(2.5)
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where Φ(i, j) = E
{
|∆(i, j)|2

}
is the channel estimation error variance.

2.2.3 DOWNSTREAM: PERFORMANCE OF DIAGONALIZING PRECODER WITH
IMPERFECT CHANNEL ESTIMATES

In downstream direction, the received symbol z′(u) at user u can be written
as

z′(u) = D(u, u)x(u) + ∑
i∈U

∑
j∈U

∆(u, i)T−1(i, j)D(j, j)x(j) + n(u),

where D is a diagonal matrix with D(u, u) = T(u, u).
Before the termination change, the SNR for user u is given by

SNRT
u =

|T(u, u)|2 pu

Γ σu
. (2.6)

After the termination change, the SNR for user u can then be calculated as

SNRO
u =

|T(u, u)|2 pu

Γ

(
∑

i∈U
∑

j∈U
Φ(u, i)|T−1(i, j)T(j, j)|2 pj + σu

) ,
(2.7)

assuming perfect knowledge of the channel before the termination change.

Figure 2.1: Experimental setup. When all lines are properly termi-
nated, the matrix T is measured (top). After the alien line
termination is removed, O is measured (bottom).

2.3 EXPERIMENTAL RESULTS

This section presents experimental evidence that corroborates the significant
impact of alien lines’ termination changes on vectored G.fast performance.
Measured channel information is used to compare the performance of linear
compensation schemes before and after a termination change.
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2.3.1 MEASUREMENT SETUP

The experimental setup is depicted in Fig. 2.1 and consists of a 30-pair cable
(0.5 mm, 100 m) with three binders. Six lines of the same binder are chosen
to constitute a 5-line vector group and an alien line. The measurement equip-
ment (a network analyzer) is coupled to the vectored copper pairs using 100 Ω
balun transformers. The alien line extremity at the distribution point is at all
times terminated in a 100 Ω resistor.

The other end of the alien line is initially coupled to a 100 Ω resistor. This
load represents the purely resistive impedance of a G.fast modem [14]. A
first set of transfer function measurements is taken, constituting the T matrix.
Next, the resistor is removed and a new batch of measurements are performed
and stored in matrix O. This procedure was executed for both downstream
and upstream directions.

The stability and accuracy of the measurement setup has been verified fol-
lowing the procedures described in [10]. The measurements were performed
under the following assumptions:

• 51.75 KHz subcarrier spacing.

• The first 3500 subcarriers are considered.

• No interpolation has been used (exactly one measurement point per
subcarrier).

A sample of the measurement results is shown in Fig. 2.2. The upper sub-
plot presents the squared magnitude of T(4, 1) and O(4, 1) for the down-
stream direction. The lower subplot presents the squared magnitude of the
ratio between O(4, 1) and T(4, 1) in dB.

2.3.2 VECTORING PERFORMANCE COMPARISON

The measured channel matrix T has been used to train a diagonalizing pre-
coder and zero-forcing canceler. Fig. 2.3 presents the resulting SNRs for line 4
(worst case). The black lines in Fig. 2.3 correspond to the crosstalk-free SNRs
achieved with perfect channel knowledge (SNRT) when using diagonalizing
precoding in downstream (top plot) and zero forcing in upstream (bottom
plot). The SNR calculations presented in this section assume a transmit PSD
of −76 dBm/Hz, a background-noise PSD of −140 dBm/Hz, and Γ = 12.9 dB.

The red solid lines represent the SNRs achieved after the alien line termi-
nation changes (SNRO). The precoder/canceler settings are outdated and the
residual crosstalk terms in ∆ cause a considerable performance degradation
(see (2.5) and (2.7)).
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Figure 2.2: Top: Squared magnitude of FEXT coupling coefficients
from line 1 into line 4 before (T) and after (O) the alien-
line termination change. Bottom: Impact of termination
change in terms of the ratio between O and T in dB.

The areas filled in blue in Fig. 2.3 represent the total SNR loss (∆SNR)
caused by the alien line termination change. For both directions, more than
half of the subcarriers experience a SNR degradation larger than 6 dB.

Fig. 2.4 shows the SNR loss ∆SNR for all lines. From these plots it becomes
even clearer that the SNR loss caused by the impedance change is significant.
Whenever the termination in the alien line changes, all lines in the vector
group experience an instantaneous loss in SNR, higher than 6 dB for subcar-
riers above 60 MHz. For the two worst lines (2 and 4), ∆SNR peaks at around
20 dB.

Also in Fig. 2.4, one can notice that the performance of most lines is prac-
tically unchanged up to 20 MHz. This fact is worthy of notice because it
represents exactly the frequency range used for most of the deployed VDSL2
systems (using 17 MHz profiles). In other words, while this issue is of high
impact for G.fast systems, it may have been undetected for VDSL2, which was
standardised without requiring channel tracking features.

Fig. 2.5 shows the empirical complementary cumulative distribution func-
tion of the ∆SNR based on one set of measurements over the 3500 subcarriers.
The curves are very similar for both directions. Three of the five lines in the
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Figure 2.3: SNR comparison for line 4 before and after the alien-
line termination change using diagonalizing precoding in
downstream direction (top) and zero forcing in upstream
direction (bottom). The black line represents SNRT

4 , the
SNR before alien line termination change. The red lines
represents SNRO

4 , the SNR after the terminating resistor
is removed. The area shaded in blue represents ∆SNR4.

vector group have between 10 and 15% of their active subcarriers subject to a
SNR loss higher than 6 dB. For the worst performing lines, (2 and 4) roughly
half of the subcarriers have a ∆SNR higher than 6 dB.

The results shown in Fig. 2.5 hint that state-of-the-art mechanisms used in
VDSL2 such as bit-swapping and seamless rate adaptation may not be able
to adequately remedy the termination-change problem in G.fast. To illustrate
this issue, it is worth picturing a 24-user vectoring group. With just one alien
line impedance change (let’s say, an on-off hook transition in a neighboring
line) the whole channel matrix would change. Suddenly the whole 24 lines
would face a significant SNR loss over hundreds of subcarriers.

2.3.3 IMPACT OF TERMINATION CHANGE IN DIFFERENT VECTOR GROUP
SIZES

The SNR loss caused by changes of terminating impedances is more harmful
to larger vector groups. Since the whole channel matrix changes, larger vec-
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Figure 2.4: SNR loss ∆SNRu for u ∈ {1, . . . , 5} when using diagonal-
izing precoding in downstream direction (top) and zero
forcing in upstream direction (bottom).

toring bundles tend to suffer with the error propagation. The experimental
data collected by the authors can be used to illustrate the practical effects of
this fact.

Fig. 2.6 depicts the SNR loss experienced by line 4 while being part of
vectoring groups with different sizes. The vectoring bundles in question use
the linear precoder. The SNR loss consistently increases for larger groups,
with U = 5 being the worst case. For some subcarriers the difference between
a U = 2 and a U = 5 vector group is higher than 6 dB. This SNR loss is
higher than the usual 6 dB of target margin used by DSL operators to maintain
stability.

2.4 CHANNEL TRACKING

In this section, we investigate the suitability of decision-directed (blind) chan-
nel tracking based on least-squares estimation as a remedy to mitigate the
impact of sudden channel changes. The purpose is to verify the concept and
point out some basic tradeoffs under typical operating conditions encountered
by G.fast systems. Note that a solution for use in practical systems requires
optimization of tracking accuracy, stability and complexity for the operating
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Figure 2.5: Empirical CCDF of the ∆SNRu defined in (2.3) when
using diagonalizing precoding in downstream direction
(top) and zero forcing in upstream direction (bottom).

point (SNR margin) at hand.

2.4.1 SLIDING-WINDOW LEAST SQUARES

Hereinafter, we focus on decision-directed channel tracking in upstream di-
rection for a single subchannel of a vectoring system using zero-forcing. In a
real system, the tracking has to be extended to all subchannels that experience
severe degradation.

Let zk and x̂k denote zero-forcing equalizer output and hard decisions for
receive symbol no. k, respectively. We use the error ek = zk − x̂k as a measure
for the channel deviation ∆ caused by a termination change2. Under the
assumption that the decisions are correct (x̂k = xk), the error is given by
ek = ∆′ x̂k + T−1nk, where ∆′ = T−1 ∆, and we attempt to “average out” the
channel noise T−1nk by applying the least squares approach.

Let ek,Wk
=
[
eT

k eT
k−1 . . . eT

k−Wk+1

]T
∈ CUWk×1 denote the errors of the

2In principle, it would of course be desirable to use decisions from the channel de-
coder output. However, channel decoder output symbols are only available after a
certain delay, which depends on the scheme and the strength of the code at hand.
For simplicity, we here focus on uncoded hard decisions.
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Figure 2.6: ∆SNR4 for different vectoring group sizes in downstream
direction. Residual crosstalk increases with the number
of lines.

last Wk DMT symbols, where Wk is the length of our sliding observation win-
dow. Stacking the rows of ∆′ into a vector δ′ ∈ CU2×1 and defining the matrix

X̂k =




IU ⊗ x̂T
k

IU ⊗ x̂T
k−1

...
IU ⊗ x̂T

k−Wk+1



∈ CWkU×U2

,

we can write the error vector of the last Wk DMT symbols as ek,Wk
= X̂kδ′ +

nk,Wk
where nk,Wk

=
(

IWk ⊗ T−1
) [

nT
k nT

k−1 . . . nT
k−Wk+1

]T
denotes the re-

ceived noise. The least-squares approximation δ̂′
k of δ′

k can, for example, be
obtained using the pseudoinverse of X̂k yielding

δ̂′
k =

(
X̂H

k X̂k

)−1
X̂H

k ek,Wk
. (2.8)

Row-wise stacking of δ̂′
k into a matrix ∆̂

′
k finally allows us to compute the

channel-deviation estimate
∆̂k = T∆̂

′
k.
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In a real system implementation, the channel tracker can be activated based on
an error metric derived from receiver-side hard decisions or based on a metric
from a monitoring system detecting a performance decay on all lines in the
vectoring group. Clearly, the challenge with blind channel tracking is that the
assumption of making correct decisions after the channel change (x̂k = xk)
may not hold. Simulations presented in the following section investigate the
impact of decision errors.

2.4.2 CASE STUDY

We use the cable measurements presented in the previous section in a vector-
ing system with U = 5 users and choose the following parameters conforming
with the emerging G.fast standard: transmit PSD −76 dBm/Hz, background
noise −140 dBm/Hz. The channel attenuation at the chosen frequency (sub-
channel no. ` = 3178, which corresponds to subcarrier frequency 164.4 MHz)
is roughly 27 dB yielding a receive SNR of about 37 dB. In order to achieve an
uncoded symbol error rate of 10−7, a receive SNR of roughly 28 dB is required
for 64-QAM yielding an SNR margin of 9 dB. For 128-QAM, the required re-
ceive SNR is roughly 31 dB resulting in an SNR margin of 6 dB. Finally, for
256-QAM, the required SNR is roughly 34 dB with an SNR margin of 3 dB.

We simulate 1000 runs of transmission and channel tracking for 64-QAM,
128-QAM, and 256-QAM where a line outside the vectoring group changes
termination right before symbol no. k = 1:

Hk =

{
T , k < 1
O = T + ∆, k ≥ 1

.

Fig. 2.7 shows that the sudden channel change causes an SNR loss of around
16 dB for user u = 4.

We invoke the channel tracker (2.8) after every received DMT symbol for
k ≥ 1 in order to show the achievable SNR improvement. In a real system,
more complexity-friendly implementations of (2.8) should be employed. From
symbol no. k = 21 on, the window size is increased linearly from 20 to 80 and
then kept constant:

Wk =





20, 1 ≤ k ≤ 20
k, 21 ≤ k ≤ 80
80, k > 81

.

Since wrong decisions during the tracking procedure cause an error bias, there
is no notable improvement for k > 80. Thus, the tracking can be stopped and
the coefficients can be frozen for Wk > 80. Note that this choice for the
window length is not optimized in any sense. Further work is required to,
for example, adjust the window length depending on the residual error in
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combination with a recursive implementation of the least squares estimator in
order to circumvent expensive matrix inversions.

−50 0 50 100 150 200
20

22

24

26

28

30

32

34

36

38

DMT symbol no. k

r
e
c
e
iv

e
S
N

R
in

d
B

 

 

64-QAM, no tracking

64-QAM, with tracking

128-QAM, no tracking

128-QAM, with tracking

256-QAM, no tracking

256-QAM, with tracking

Figure 2.7: Receive SNR of user u = 4 with and without tracking for
64-QAM, 128-QAM, and 256-QAM. For k ≥ 1, a termina-
tion change from 100 Ohm to open on the alien line causes
a sudden change in the channel matrix. The SNR results
shown are averaged over 1000 simulation runs.

Fig. 2.8 shows the cumulative QAM-symbol error count of user u = 4 aver-
aged over 1000 simulation runs. For 64-QAM, 128-QAM, and 256-QAM, the
symbol error count without tracking continues to rise after the channel change
(note the logarithmic scale on the y-axis). Channel tracking essentially avoids
errors for 64-QAM apart from a total of 17 QAM-symbol errors in 1000 simu-
lation runs (or equivalently, an average of 0.017 QAM symbol errors) during
the tracking phase.

Tracking for 128-QAM manages to reduce the SNR loss from about 15 dB to
roughly 9 dB. During the tracking phase, a total of 1127 QAM-symbol errors
in 1000 simulation runs (or equivalently, an average of 1.127 QAM symbol
errors) occur.

For 256-QAM with an SNR margin of 3 dB, blind tracking results in a small
SNR improvement (≈ 1 dB). For subchannels with such low SNR margin,
tracking might not be justifiable.

Note that the reason for the residual SNR loss after tracking is twofold:
First, erroneous decisions during tracking cause an error bias. Second, the
achievable SNR with vectoring for the channel O can be lower than for the
channel T .
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Figure 2.8: Cumulative QAM symbol error count of user u = 4 with
and without tracking for 64-QAM, 128-QAM, and 256-
QAM. Note that the y-axis is in logarithmic scale. The
results shown are averaged over 1000 simulation runs.

2.5 CONCLUSION

Termination changes on alien lines can cause a serious degradation of re-
ceive SNR on lines operating wideband vectoring. Measurements and anal-
ysis show that while the impact is fairly mild for lower frequencies (below
20 MHz), an SNR-loss of up to around 15 dB can happen for higher frequen-
cies. Maintaining retrain-free transmission with low SNR margins in case of
such a termination-change event is a challenge.

Decision-directed channel tracking based on least-squares estimation can
yield a fast and substantial SNR improvement in upstream direction without
losing spectral efficiency. In principle, blind channel tracking can also be used
in downstream direction but requires fast feedback of the errors computed by
the modems via subcarriers with high SNR margins to the distribution point
during the upstream portions of TDD frames. Alternatively, a fast pilot-based
channel-update mechanism could be introduced in order to avoid neighbor-
hood wars.



References

[1] Self-FEXT Cancellation (Vectoring) for Use with VDSL2 Transceivers, Inter-
national Telecommunication Union Recommendation, Sep. 2010.

[2] V. Oksman, H. Schenk, A. Clausen, J. M. Cioffi, M. Mohseni, G. Ginis,
C. Nuzman, J. Maes, M. Peeters, K. Fisher, and P.-E. Eriksson, “The
ITU-T’s new G.vector standard proliferates 100 Mb/s DSL,” IEEE
Communications Magazine, vol. 48, no. 10, pp. 140–148, Oct. 2010.
[Online]. Available: http://dx.doi.org/10.1109/MCOM.2010.5594689

[3] P. Ödling, T. Magesacher, S. Höst, P. Börjesson, M. Berg, and E. Areizaga,
“The fourth generation broadband concept,” IEEE Communications Mag-
azine, vol. 47, no. 1, pp. 62–69, 2009.

[4] C. Lu and P.-E. Eriksson, “A fast channel estimation method for dis-
orderly leaving events in vectored DSL systems,” in IEEE International
Conference on Communications (ICC), 2011, pp. 1–6.

[5] Self-FEXT Cancellation (Vectoring) for Use with VDSL2 Transceivers - Cor-
rigendum 1, International Telecommunication Union Recommendation,
Jun. 2011.

[6] Sckipio, “Power saving implications on vectoring – static allocation case,”
ITU-T SG15 Contribution 2012-11-4A-043, Nov. 2012.

[7] Lantiq, “G.fast: Issues with discontinuous operation,” ITU-T SG15 Con-
tribution 2013-05-Q4-057, May 2013.

[8] ——, “G.fast: Precoder update in support of discontinuous operation,”
ITU-T SG15 Contribution 2013-01-Q4-068, Jan. 2013.

[9] Alcatel-Lucent, “G.fast: Solutions for precoding in discontinuous opera-
tion,” ITU-T SG15 Contribution 2013-03-Q4-052, Mar. 2013.

47

http://dx.doi.org/10.1109/MCOM.2010.5594689


48 How Vectoring in G.fast May Cause Neighborhood Wars

[10] TNO, “G.fast: Vectoring gain limitations due to changing terminations of
alien wire pairs,” ITU-T SG15 Contribution 2013-03-Q4-044, Mar. 2013.

[11] R. Cendrillon, G. Ginis, E. Van den Bogaert, and M. Moonen, “A near-
optimal linear crosstalk canceler for upstream VDSL,” IEEE Transactions
on Signal Processing, vol. 54, no. 8, pp. 3136–3146, 2006.

[12] ——, “A near-optimal linear crosstalk precoder for downstream VDSL,”
IEEE Transactions on Communications, vol. 55, no. 5, pp. 860–863, 2007.

[13] G. Marrocco, M. Wolkerstorfer, T. Nördstrom, and D. Statovci, “Energy-
efficient DSL using vectoring,” in IEEE Global Telecommunications Confer-
ence (GLOBECOM), 2011, pp. 1–6.

[14] Lantiq, Broadcom, and Ikanos, “G.fast: Proposal for the transmit signal
power limit,” ITU-T SG15 Contribution 2012-06-4A-047R1, Jun. 2012.



3
Modeling Alien-Line Impedance-Mismatch in

Wideband Vectored Wireline Systems

Eduardo Medeiros, Thomas Magesacher, Per Ödling, Dong Wei,
Xiang Wang, Qiaojie Li, Per-Erik Eriksson, Chenguang Lu,

Jeroen Boschma, and Bas van den Heuvel

Abstract

Sudden changes of channel coefficients in a wideband vectored wireline
system (such as G.fast) due to changes in the terminating impedance of lines
outside the vectored group can seriously degrade stability and throughput.
This work presents a model that predicts the impact of termination mismatch
based exclusively on crosstalk data for the properly-terminated state. Exper-
imental results confirm a tight fit between model and measurements. The
model allows analysis of system performance and stability without dedicated
crosstalk measurements for mismatch cases.1

1Published in IEEE Communications Letters, vol. 18, no. 9, September 2014.
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3.1 INTRODUCTION

Exploiting higher bandwidth on shorter copper loops, wireline access providers
can provide higher throughput at reasonable deployment costs [1]. The draft
ITU-T standard G.fast [2], for example, targets loop lengths in the order
of 100 m using bandwidths in the order of 100 MHz to obtain aggregate2

throughputs in the order of 1 Gbit/s. A key ingredient to achieving this per-
formance is canceling far-end-crosstalk (FEXT) through techniques referred to
as vectoring [3].

As bandwidths grow, termination mismatch has more and more impact
on the performance of wideband vectoring systems. In practice, a termina-
tion mismatch on the customer premises (CP) side occurs when users turn
off or disconnect their equipment or simply pick up their phones. At the
other end, frequently referred to as distribution point (DP), a termination
mismatch may—although probably less frequently—be caused by imperfect
maintenance.

Measurements of termination mismatch and evaluation of the correspond-
ing impact on performance have been presented in [4–7] and [8], respectively.
A related issue are termination mismatches that occur inside the vectored
group when modems leave (are turned off or being disconnected). This
type of event, called a Disorderly Leaving Event (DLE) can be dealt with
by quickly muting transceivers [9] or by executing a fast channel estimation
procedure [10] [11].

Fig. 3.1 illustrates the degradation of signal-to-noise-power ratio (SNR) for
a vectored G.fast user when changing the termination of a single alien line (a
line outside the target vectored group). For many tones, the loss in SNR is
far beyond 6 dB, which is the safety margin traditionally used by wireline
operators to account for non-stationary channel effects. Simply increasing the
SNR margin results in unacceptable throughput losses. Note that contrary to
the DLE case, muting transceivers does not solve the problem. Furthermore,
since the entire channel matrix is affected, tracking channel coefficients with
error sample feedback takes considerable time.

In order to study this effect and assess its impact, accurate and comprehen-
sive measurements are required. Direct measurement of crosstalk paths for
each mismatch case is tedious and time-consuming. In this work, we present a
model that allows us to predict the impact of impedance changes on crosstalk
coupling paths using only crosstalk information for the all-terminated case.
The latter is often a priori available, can be measured during an initializa-
tion phase where all lines are properly terminated, or can be extracted from
established models.

2Sum of upstream and downstream bitrates.
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Figure 3.1: Impact of alien-line impedance mismatch: the drop in re-
ceive SNR (shaded blue area) when changing the alien-
line termination from 100 Ω (solid black line) to open
(solid red line) can be significant. (example for line no. 1
in a 2-line vectored group transmitting over a 100 m 30-
pair cable).

Section 3.2 introduces the model and Section 3.3 provides an experimen-
tal verification showing a tight fit between directly measured and modeled
crosstalk paths for the mismatch case. Section 3.4 demonstrates the applica-
tion of the model to SNR predictions. Section 3.5 describes the main error
sources and Section 3.6 concludes the work.

3.2 PROPOSED MODEL

Consider a wireline channel (cable) with M pairs. The two sides (cable ends)
are hereinafter referred as DP-end and CP-end. The formulation presented
here is valid for a single sub-carrier in the frequency domain. Let Hi,j denote3

the coupling coefficient between pair j ∈ {1, . . . , M} on the DP-end and pair
i ∈ {1, . . . , M} on the CP-end. Hi,i and Hi,j, i 6= j thus denote direct channel
coefficients and FEXT coupling coefficients in downstream direction, respec-
tively. Let Ni,j denote the coupling coefficient between pair j ∈ {1, . . . , M} on

3Notation: Hi,j denotes the element in row no. i and column no. j of the matrix H
and Hm:n,k:` denotes the size (n−m + 1)× (`− k + 1) submatrix consisting of rows
no. m to n and columns no. k to `.
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the CP-end and pair i ∈ {1, . . . , M} on the CP-end. Ni,i and Ni,j, i 6= j thus
denote echo coefficients and near-end crosstalk (NEXT) coupling coefficients
on the CP-end, respectively.

For illustration, but without loss of generality, we consider a small vectored
group involving only two pairs no. 1 and no. 2 (cf. Fig. 3.2 top). In case all
2M termination impedances match perfectly, the receive signal on pair 1 at
the CP-end can be written as

y1 = H1,1x1 + H1,2x2, (3.1)

where xi are the transmit signals sent on the DP-end. Now assume that alien
line no. `, ` ∈ {3, . . . , M} is terminated in a mismatching impedance on the
CP-end, which results in a reflection of the arriving signal (cf. Fig. 3.2 bottom).
Let r` ∈ C, |r`| ≤ 1 represent the reflection coefficient—ratio of reflected and
arriving signal at the CP-end of line no. `. The receive signal can then be
written as

y1 = (H1,1 + N1,`r`H`,1)︸ ︷︷ ︸
ĤO

1,1

x1 + (H1,2 + N1,`r`H`,2)︸ ︷︷ ︸
ĤO

1,2

x2. (3.2)

Extending the idea to the general case of a vectored group over pairs4

no. 1, . . . , U, the coupling coefficients for an arbitrary number of mismatched
alien lines ` ∈ A ⊂ {U + 1, . . . , M} are given by

ĤO
1:U,1:U = H1:U,1:U + ∑

`∈A
r`N1:U,`H`,1:U (3.3)

In (3.3), we neglect second (and higher) order reflections. In other words,
we do not consider components that couple into the vectored group after
being reflected twice (or more often) at mismatched alien lines. To summarize,
the model yields an estimate ĤO of the coupling matrix HO with alien-line
termination mismatch5 using only the coefficients H and N for the all-matched
case and the reflection coefficient r`.

3.3 EXPERIMENTAL VERIFICATION

The experimental setup corresponds to the scenario depicted in Fig. 3.2. Three
lines were chosen randomly from the same binder of a 0.5 mm, 100 m, 30-pair

4For clarity of notation we pick pairs no. 1 to U. Note that an arbitrary size-U set of
pairs can be chosen out of {1, . . . , M} by renumbering the pairs.

5Although probably less likely, the dual scenario (i.e., training happens while there
is an alien-line impedance mismatch and the change occurs when the matching
impedance is connected) is possible and can be analyzed by the model.
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cable [12]. Two pairs constitute a vectored group (U = 2). The third pair
(` = 3) is used as the alien line. All remaining pairs were terminated in 100 Ω
resistors.

H1,2

x2

y1

H
ℓ,2

H1,2 N 1,
ℓ

x2

y1

x1

H1,1

ℓ

x1

H1,1

rℓ != 0

Hℓ,1

ℓ

rℓ ≈ 0

Figure 3.2: Illustration of the model’s idea for downstream coupling
in line no. 1. Top: For proper alien-line termination (r` ≈
0), the received signal is simply y1 = H1,1x1 + H1,2x2. Bot-
tom: For alien-line termination mismatch (r` 6= 0), the
components H`,1x1 + H`,2x2 arriving at the mismatched
port are reflected and yield an additional FEXT compo-
nent N1,`r`H`,1x1 + N1,`r`H`,2x2 through the NEXT cou-
pling path.

Direct gain/phase measurements for the approximately matched alien-line
case r` ≈ 0 (Fig. 3.2 top) and the open alien-line case6 r` = 1 (Fig. 3.2 bot-
tom) yield the matrix elements for H and HO, respectively. In order to verify
the model, ĤO given by (3.3) is calculated from all-terminated FEXT and all-
terminated NEXT measurements as

ĤO = H1:2,1:2 + r`N1:2,3H3,1:2. (3.4)

6This choice of reflection coefficient is used to model the case where the customer
premises equipment (CPE) is physically disconnected from the phone outlet.
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The squared channel gains from line 2 into line 1 are shown in Fig. 3.3. In gen-
eral, there is a good match between the directly measured coupling function
HO

1,2 (black line) and the modeled coupling function ĤO
1,2 (red line). The error

is concentrated around some dips on the higher frequencies (> 100 MHz).
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Figure 3.3: Squared magnitude of FEXT coupling coefficients from
line 2 into line 1 with open alien line: direct measure-
ment HO

1,2 and calculated coupling path ĤO
1,2 using the

proposed model (3.3).

3.4 APPLICATION

In order to demonstrate the virtues of the proposed model, the channel data is
now used to calculate the SNR when utilizing a diagonalizing precoder [13].
The left and right plot in Fig. 3.4 present results for vectored line no. 1 and
no. 2, respectively. The reference SNR curves (black solid lines) labeled SNRu,
where u denotes the line number, were obtained by performing a precoding
operation with perfect channel knowledge.

The curves in solid red lines, labeled SNRO
u , represent the SNR obtained

after the alien line termination is removed, resulting in outdated precoder
settings. The areas shaded in yellow, denoted ∆SNRu, represent the SNR loss
caused by the termination change. They are calculated as follows

∆SNRu = SNRu − SNRO
u .
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The curves in solid blue lines, labeled ŜNR
O
u were obtained using the chan-

nel matrix ĤO obtained by the model proposed in this letter. It is possible

to observe a tight fit between SNRO
u and ŜNR

O
u throughout the considered

frequency bands.

Finally, the error eu = ŜNR
O
u − SNRO

u , is depicted as the area shaded in
magenta. It is possible to observe that the error in SNR caused by assuming
the proposed model peaks at around 3.3 dB for line 1 and at 2.5 dB for line
2. For both lines, the error could be comfortably covered by the commonly
adopted 6 dB of SNR margin.
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Figure 3.4: SNR comparison before and after the alien-line termi-
nation change using diagonalizing precoding in down-
stream direction, for lines 1 (left) and 2 (right). The black
line represents SNRu, the SNR before alien line termina-
tion change. The red lines represents SNRO

u , the SNR after
the terminating resistor is removed. The area shaded in
yellow represents ∆SNRu. The shaded area in magenta
represents the SNR error between measurement data and
the proposed model.

3.5 ERROR SOURCES

A small discrepancy between unterminated channel measurements, HO, and
channel estimates ĤO obtained from the proposed model can be observed in
Fig. 3.3. This discrepancy is responsible for the error term eu in the diagonaliz-
ing precoder performance presented in Fig. 3.4. In this section we describe the
error sources that contribute to the mismatch between direct measurements
and model estimates.
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3.5.1 MEASUREMENT ERROR

The precision of the measurements for H, HO and N is limited by the ac-
curacy of the measurement equipment. According to the network analyzer
manufacturer [14], its dynamic magnitude and phase accuracy is in the range
of ±0.05 dB, ±0.3 degree respectively.

For some of the measurement sets, the authors had to modify the setup (for
example, by connecting and disconnecting terminating resistors manually, i.e.
Fig. 3). Even the slightest change in cable geometry caused by such actions
(like, for example, slightly bending a wire while dis-/reconnecting) can im-
pact directly measured crosstalk results. Finally, one should also consider
imperfect calibration as a source of error in the measurement process.

3.5.2 REFLECTION COEFFICIENT

A second source of error is the assumption of r` = 1 for the open-circuit
measurements. Since there is always a stray capacitance between the wire
ends, r` is frequency dependent and decreases the termination impedance as
frequency grows.

3.5.3 SECOND-ORDER REFLECTIONS

The unavoidable impedance mismatch between a CPE’s resistive termination
and the characteristic impedance of their respective copper pair results in a
small value for the reflection coefficient. If in addition to the alien line one or
more other line(s) are not terminated in their exact characteristic impedance
(rk 6= 0, k ∈ {1, . . . , M}\`), reflections occur which are not considered in the
model. For example, assume r2 6= 0 in the three-line example (cf. Fig. 3.5).
Signal components arriving at this port are reflected and cause an additional
contribution to y1 via N1,2 both before (r` = 0) and after (r` 6= 0) an alien-
termination mismatch occurs. For alien-line mismatch (r` 6= 0), there is
thus an additional term N1,2r2N2,`r`H`,k in ĤO

1,k, which is not included in
the model (3.3). We refer to this contribution caused by two reflections as
second-order reflection.

Note that even for the simple three-line case there are reflections of infinite
order between line 2 and line `, however, they vanish due to NEXT coupling
attenuation. In practical deployments, due to the distance between cable ter-
minations (and consequently lower NEXT) higher order reflections can be
safely disregarded. However, second-order reflections may result in a small
modeling error.
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Figure 3.5: Example of second order reflection. The residual crosstalk
received by line no. 1 due to a termination change in
alien line ` is composed of a first-order reflection term
(blue arrows) plus a second order reflection (red arrows),
N1,2r2N2,`r`

(
H`,1x1 + H`,2x2

)
.

3.6 CONCLUSION

An impedance change on an alien line can cause significant changes in the
channel matrix seen by a vectored group. Sudden changes may thus cause se-
rious performance degradation or even system instability. In order to properly
analyze the impact of this effect and develop appropriate counter measures,
accurate and comprehensive channel data is required. Direct measurement of
channel matrix changes caused by alien-line termination changes is cost- and
labour-intensive. This letter proposes a model-based approach to capturing
the impact of alien-line termination changes using only NEXT/FEXT data for
the terminated case: based on NEXT/FEXT channel data, the signal arriving
at the mismatched port is quantified. The mismatch causes a (possibly partial)
reflection depending on the actual termination at hand. Using NEXT/FEXT
channel data, the strengths of these components arriving at all ports of interest
in the vectored group can be accurately computed.
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4
Mitigating Disorderly Leaving Events in G.fast

Yezi Huang, Thomas Magesacher, Eduardo Medeiros,
Chenguang Lu, Per-Erik Eriksson and Per Ödling

Abstract

Vectoring is a vital component of wideband wireline communication sys-
tems. A disorderly leaving event (DLE) disturbs the vectoring operation since
the precoder, which was designed for the channel before the change, is no
longer up to date. Measurements indicate that the impact of a DLE can be
serious for frequencies beyond 30 MHz, which corresponds to the band used
by emerging wideband communication systems over short multi-pair copper
cables such as G.fast. As an alternative to the state-of-the-art update proce-
dure, this paper presents an approach to mitigating the DLE problem. By
interpreting DLE with the FEXT-reflected-NEXT (FRN) model, we propose a
scheme that enables the showtime lines to return to disturbance-free trans-
mission once the loss of signal on a certain line is detected while updating the
precoder as a background process. Furthermore, the estimation complexity
for a K-user vectoring group is reduced from O(K2) to O(K). 1

1Published in Proc. IEEE International Conference on Communications (ICC 2015), Lon-
don, United Kingdom, 08-12 Jun. 2015.
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4.1 INTRODUCTION

The widespread deployment of cloud-based services and video-on-demand
offerings continues to drive data rate and quality of service requirements for
last-mile connections. In response to this trend, the wireline access industry
advances towards a fiber to the last distribution point paradigm [1]. In this
scenario, the recently consented G.fast standard [2] exploits shorter copper
pairs and high bandwidth to provide up to around 1 Gbits/s aggregate net
data rate.

Modern wideband wireline communication systems (such as G.fast) em-
ploy techniques referred to as vectoring [3] in order to cooperatively mitigate
crosstalk. As vectoring relies on accurate channel information, changes of the
terminating impedance in the multi-port wireline channel may cause severe
performance degradation in terms of signal-to-noise ratio (SNR) as exempli-
fied in Fig. 4.1. A change of impedance alters the perceived channel coupling
conditions, and leads to residual crosstalk caused by an outdated precoder (or
equalizer).

A particular event resulting in sudden termination change occurs when a
modem within an active vectored group is turned off abruptly or is discon-
nected due to line disruption. This occurrence is called a disorderly leav-
ing event (DLE), and was first reported during the development of vectored
VDSL2 [3]. A fast channel tracking method was proposed in [4] to deal with
DLEs in VDSL2. Unfortunately, it cannot be applied to G.fast since it is based
on the assumption that only one column of the channel matrix changes.

In [5], a procedure is described that allows G.fast transceivers to leave a vec-
tored group without negatively impacting the performance of other lines in
the same bundle. The main idea is to allow coordination between transceivers
at both ends, and acquire information necessary to update the precoder/equalizer
before the line leaves and its termination impedance changes. While solving
the problem of orderly leaving events, [5] does not address situations where
there is no previous intent announced by the leaving transceiver(s).

This paper has two main contributions: First, we extend the model pre-
sented in [6] [7] to address DLEs, and identify the source of DLE disturbance
that we can control. Second, we develop a novel precoder update procedure
that does not disturb other lines while performing channel estimation as a
background process.

The paper is organized as follows. In Section 4.2 a system model is pre-
sented to explain DLE. Taking advantage of this model, we formulate the DLE
disturbance in Section 4.3 and propose in Section 4.4 a parameter-based chan-
nel estimation procedure that minimizes the impact of DLEs for the remain-
ing active users. Section 4.5 demonstrates the effectiveness of the proposed
method with channel measurements and simulations. Section 4.6 concludes
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the work.

Figure 4.1: SNR on one victim line before and after a termination
change. The SNR drop represents the impact of a dis-
rupted vectoring.

Notation: Bold capital letters (e.g., A) and bold lower-case letters (e.g., a)
denote matrices and column vectors, respectively. ai,j is an element on the
i-th row and j-th column of A and ai is the i-th element of a. In\i is an
n-dimensional identity matrix excluding the i-th row. Mi {A} denotes an op-
erator deleting both the i-th row and column from A. Operator “\” excludes
certain element(s) on the right-hand side from the set on the left-hand side.

4.2 FEXT-REFLECTED-NEXT (FRN) MODEL FOR DLE

Consider a wideband discrete multi-tone modulation (DMT) system with a
group of K twisted pairs (or equivalently, users). The twisted pairs connect the
transceivers at the distribution point (DP) with the customer premise equip-
ment (CPE).

In [6] [7], a FEXT-reflected-NEXT (FRN) model is proposed to character-
ize the changed coupling condition due to an alien-line impedance mismatch
at the CPE. A DLE is similar—except now the impedance change happens
within the vectored group as illustrated in Fig. 4.2. Without loss of general-
ity, we illustrate the DLE coupling model in downstream on a certain sub-
carrier. Since G.fast employs Time–Division Duplex (TDD), the model for
downstream applies, mutatis mutandis, to upstream.

Let H ∈ CK×K denote the frequency-domain channel matrix on a certain
sub-carrier for the perfectly-terminated case, where diagonal and off-diagonal
elements are direct-channel coefficients and far-end crosstalk (FEXT) coeffi-
cients, respectively. For the sake of simple notation, but without loss of gener-
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Figure 4.2: Downstream FRN model. Dash lines: Channel paths from
DP to the mismatched termination l. Solid lines: near-end
coupling paths from the mismatched termination l to the
remaining CPEs.

ality, the sub-carrier index is omitted. Let Λ = diag ([λ1, λ2, . . . , λK]) ∈ CK×K

denote a diagonal matrix with termination reflection coefficients and let C ∈
CK×K denote the near-end crosstalk (NEXT) coupling matrix at the CPE-side.
For scenarios with unequal pair-lengths, C denotes attenuated NEXT (as il-
lustrated in Fig. 4.2 for the l-th column of C). The diagonal entries of C,
corresponding to the CPE-side echo coefficients, are assumed to be 0. The
channel matrix H′ for the general case is

H′ = H + ∆,

where ∆ = CΛH quantifies the deviation from the all-terminated case ac-
cording to the FRN model. When the terminations at the CPE are perfectly
matched (i.e., λi = 0 for i = 1, . . . , K), then ∆ = 0 and thus H′ = H.

Vectoring enables cooperative signal processing within the group. A prop-
erly designed precoder in downstream and equalizer in upstream at the DP
significantly reduces FEXT. In this work, we focus on linear precoding and
thus on the frequency range up to 106 MHz (cf. [2]). Specifically in down-
stream, let G = diag ([g1, g2, . . . , gK]) ∈ RK×K denote a diagonal matrix with
the gain adjusters for each line on the main diagonal. Assume that the cyclic
prefix of DMT is not shorter than the impulse responses of the coupling paths.
Furthermore, assume that the inverse fast Fourier transform (IFFT) for the
group users is well synchronized. After including linear precoder Po, trans-
mitting x ∈ CK×1 at the DP-side yields the receive signal y ∈ CK×1 given
by

y = H′PoGx + n,

where n ∈ CK×1 denotes the background noise. An ideal precoder designed
for H at DP neutralizes the crosstalk effectively such that for the input sym-
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bols x
HPoGx = Σx, (4.1)

where Σ ∈ CK×K is diagonal.
In practice, most often only one diagonal element of Λ will deviate sig-

nificantly from 0 as a result of a DLE (i.e., mismatch of a single line only).
Assume line l exhibits a DLE, which is quantified by a reflection coefficient
|λl | � 0. Consequently, ∆ 6= 0 and all FEXT coupling coefficients change. The
new FEXT arriving at termination k, (k 6= l) is determined by

(h′k)
T = hT

k + ck,lλlh
T
l ,

where hT
l indicates the l-th row of H, and (h′k)

T is the k-th row of H′. The out-
dated precoding with Po fulfilling Eq. (4.1) yields the disturbed receive signal

y′ = HPoGx + n︸ ︷︷ ︸
yd

+CΛHPoGx︸ ︷︷ ︸
ξ

, (4.2)

where yd is the desired receive signal obtained in the perfectly-terminated
case and ξ is the residual crosstalk due to the DLE. Equivalently, the effective
channel changes from H to H′ = H + ∆.

The FRN model described in [6] [7] suggests that FEXT arrives at and is
reflected by the alien mismatched termination only. Compared to the alien-
line case, in a DLE the leaving line is always active. As the direct path hl,l has
a lower channel attenuation than the FEXT paths hl,k, k ∈ {1, . . . , K}\l, the
residual-crosstalk issue in a DLE could be even worse.

We demonstrate the impact of a DLE on the channel coupling conditions
by means of crosstalk-paths and direct-path measurements from a 30-pair,
100 m, 0.5 mm cable [8]. 10 pairs from a single binder were chosen at ran-
dom. The measurement points follow a 51.75 kHz sub-carrier spacing, and
we consider 2 048 sub-carriers in total corresponding to the frequency range
up to 106 MHz. The all-terminated case and a DLE-case where line l = 10 is
left unterminated yield two 10× 10 matrices H and H′ respectively. The 10-th
row of H′ is left the same as that of H. The corresponding channel-matrix
deviation is thus given by ∆ = H′ −H. We quantify the impact of this DLE
on vectoring in terms of the worst residual crosstalk P rx

k over all lines

P rx
k = P tx + 20 log10(max

i
|δi,k|), (4.3)

when line k is excited by a signal with transmit power spectrum density (PSD)
P tx. In essence, Eq. (4.3) evaluates the maximum power of the k-th column of
∆.

Fig. 4.3 shows the crosstalk power for P tx = −76 dBm/Hz with respect
to the background noise of −140 dBm/Hz. Clearly, the channel changes in
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Figure 4.3: Comparison of the strongest crosstalk caused by each col-
umn of ∆, when having a vectored group size of K = 10
and line l = 10 is leaving.

the column l = 10 (black curve) are dominant, which is consistent with the
assumption in [4]. However, channel changes in the other columns become
disturbing for frequencies beyond 30 MHz. Except for the l-th row, every
other entry of ∆ contributes to the new channel H′. Equivalently, almost
every element of H changes due to a DLE.

4.3 RESIDUAL CROSSTALK ANALYSIS

In downstream direction, changed channel coupling conditions result in an
outdated precoder. Specifically, the linear precoder as in [9] defines

Po = H−1HΣ, (4.4)

where the diagonal matrix HΣ contains direct channel coefficients of the all-
terminated channel H.

Consider the DLE case where line l leaves while all other lines are per-
fectly terminated. Thus, Λ = diag ([0, . . . , 0, λl , 0, . . . , 0]) and the resulting
reflection-followed-by-NEXT paths CΛ are given by

CΛ =
[
0 . . . 0 vl 0 . . . 0

]
, (4.5)

where the reflecting crosstalk coefficients are defined in a vector as

vl = λl [c1,l , . . . , ci,l , . . . , cK,l ]
T . (4.6)
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According to Eq. (4.2), the residual crosstalk when using the outdated pre-
coder Po is given by

ξ = CΛHPoGx

= CΛHΣGx. (4.7)

Using Eq. (4.5), the expression (4.7) for the residual crosstalk simplifies to

ξ = vlhl,l gl xl

= vlσl xl ,
(4.8)

where xl is the l-th element of x, and σl = hl,l gl is the effective gain for path l.
Eq. (4.8) reveals that retaining the outdated precoder Po can eliminate the

possible FEXT-reflected-NEXT components since the precoder keeps doing
its job of mitigating/eliminating FEXT arriving at the reflective surface of
termination l. The only source of the residual crosstalk ξ is the transmitted
signal xl on the leaving line via the l-th direct channel hl,l (see the bold dash
line in Fig. 4.2), which is then reflected and couples to other CPEs via vl .

A traditional reaction to DLE, however, is to stop transmission on the leav-
ing line as soon as possible, and quickly update the linear precoder at the DP
to P fulfilling

Ml {H} PMl {G} =Ml {Σ} , (4.9)

to diagonalize the dimension-reduced original channel Ml {H}. The FRN
model implies that stopping transmission on the leaving line only avoids
FEXT from line l (i.e., the l-th column of H), but does not avoid FEXT to
line l (i.e., the l-th row of H). Instant update of the precoder to P does not
cancel FEXT through paths hl,k for k ∈ {1, . . . , K}\l, which are then reflected at
mismatched port and couple as NEXT to the victim lines resulting in residual
crosstalk. Moreover, immediate line shutoff is sensitive to DLE false alarm or
detection failure [4], which leads to unnecessary retraining of the tranceivers.

In the upstream direction, the FRN model suggests that the leaving line l
“emits” an unwanted upstream signal as a result of “incoming” NEXT being
reflected by the mismatched port at the CPE side. The resulting upstream
FEXT through coupling into k ∈ {1, . . . , K}\l is taken care of by the interfer-
ence canceler, whose coefficients are still correct for coupling paths from line
l at the CPE to lines k ∈ {1, . . . , K}\l at the DP. The resulting upstream FEXT
coefficients from lines k ∈ {1, . . . , K}\l into line l change and cause residual
FEXT at the interference canceler output on line l, which is no problem since
transmission on line l is interrupted anyway.
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Figure 4.4: G.fast TDD structure at the DP-side. Time gaps are re-
served between paired down- and up-stream as Tg2 and
between upstream and next downstream as Tg1. The sum
of the Tg1 and Tg2 equals to one DMT symbol duration.

4.4 PROPOSED RESIDUAL-CROSSTALK-FREE CHANNEL ESTIMATION

A reference time-line for G.fast TDD frames is shown in Fig. 4.4. A typical
TDD frame is Tf = 750 µs long and consists of N f = 36 DMT symbols. A
superframe for this setting consists of Ns f = 8 TDD frames. The first frame of
each superframe is a sync-frame, which contains one synchronization symbol
located at a predefined symbol position in both directions. The sync-frame is
then followed by 7 regular frames without synchronization symbols.

Assume that a DLE happens at time instant tl at the CPE. In case tl falls
into a downstream transmission interval of the i-th TDD frame (tl ∈

[
(i −

1)Tf , (i− 1)Tf + Tds
]
), the DP will detect this event during the next upstream

transmission period (t ∈
[
(i − 1)Tf + Tds + Tg2, iTf − Tg1

]
). The DP initiates

upstream channel tracking and in the next downstream transmission period
and onwards (t ≥ iTf ), it transmits idle symbols [2] at non-synchronization
symbol positions on the leaving line l. The main idea is to mute the data
symbols on line l but keep transmitting the anti-crosstalk signals to cancel out
FEXT arriving at the mismatched termination of line l at the CPE. According
to the FRN model (cf. Fig. 4.2), there is thus no energy to cause reflections and
subsequent NEXT into the other lines. A more detailed illustration for this
special operation will be given below. If the DLE occurs during an upstream
transmission interval, the channel tracking for upstream and “muting line l”
for downstream launch directly.

Generally, instead of turning off the leaving line immediately after detecting
a loss of signal (los), channel estimation and precoder update in downstream
direction is accomplished by alternating two kinds of special symbols: idle
symbols and synchronization symbols (as illustrated in Fig. 4.5).
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Figure 4.5: Flowchart of proposed operation at the DP-side

SILENT MODE By modifying the l-th gain adjuster to be gl = 0 at non-
synchronization symbol positions, idle symbols are transmitted on the leaving
line. The residual crosstalk ξ in Eq. (4.8) on the victim lines becomes ξ =
vlhl,l xl · 0 = 0. It enables “silent” estimation and updating in the sense that
active users remain undisturbed. Thus, we call this kind of transmission mode
silent mode. The DLE noisy period is at most Tds + Tg2 before los on line l is
detected.

SYNCHRONIZATION MODE Synchronization symbols are transmitted ev-
ery 6 ms (i.e., one superframe duration) on each line in G.fast. Assume J su-
perframes are required before the estimation is completed. Let tj be the time
instant to transmit the j-th downstream synchronization symbol. In this spe-
cific time slot, the l-th gain adjuster is set back to gl , which is used for trans-
mission before DLE. According to Eq. (4.1), Eq. (4.2) and Eq. (4.8), transmitting
synchronization symbol s(tj) = [s1(tj), . . . , sl(tj), . . . , sK(tj)]

T yields

q(tj) = Σs(tj) + vlσlsl(tj) + n

= Σ
(
s(tj) + e(tj)

)
,

where e(tj) = Σ−1 (vlσlsl(tj) + n
)
. The synchronization error samples IK\le(tj)

on the victim lines are then fed back to the DP [2].
After sending the synchronization symbol at the scheduled time instant, the

transmission on line l goes back to idle symbols for all non-synchronization
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symbol positions. Keep on alternatively sending idle symbols and synchro-
nization symbols on the leaving line until DP collects J error symbols on the
victim lines as

E = IK\l
[
e(t1), e(t2), . . . , e(tJ)

]

= IK\lΣ
−1vlσls

T
l + N,

where sl =
[
sl(t1), . . . , sl(tJ)

]T is the synchronization sequence transmitted on
the leaving line l at tj (j = 1, . . . , J), and N ∈ C(K−1)×J is the equalized addi-
tive noise on victim lines for J synchronization time instants. The contributing
reflecting crosstalk coefficients in Eq. (4.6) can be estimated by

v̂l =
Ml {Σ} Es∗l

(
sT

l s∗l
)−1

σl
, v̂l ∈ C(K−1)×1, (4.10)

where s∗l is the conjugate of sl . Although the full channel matrix of Ml {H}
is changed due to a single DLE, the estimation effort of the proposed method
reduces from (K− 1)2 parameters to K− 1 by modeling the changed coupling
condition with reflecting crosstalk coefficients in vl .

During the whole process, the DP-side is still able to track the received sig-
nal power on line l. In case of, for example, a false alarm of DLE, no channel
retraining is required and it is fast to get back to the normal transmission by
a simple setting on gl .

With vl estimated, the precoder can be updated for the new channel matrix
Ml {H′} according to the FRN model, i.e.,

P̂ =
(
Ml {H}+ v̂lET

l HIT
K\l
)−1
Ml

{
H′Σ
}

, (4.11)

where E l is an elementary column vector with only 1 on the l-th position and
0s elsewhere.

4.5 SIMULATION RESULTS

In order to evaluate the proposed scheme, we consider a vectoring system
with K = 3 users operating on the 100 m-cable [8] introduced in Section 4.2.
A DLE occurs on line l = 3. We use G.fast system parameters [2] and focus on
the frequency-range up to 106 MHz. The special silent mode we propose in
Section 4.4 is appraised in terms of SNR drop, introduced in Fig.4.1. We also
compare our operation with the traditional method both in frequency and in
time based on the PSD of the resulting residual crosstalk.

Fig. 4.6 shows that the SNR drop caused by a DLE on the victim lines can
be mitigated by setting the gain scaling factor of line l to zero, which would
essentially solve the DLE problem. However, keeping the analog front-end
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Figure 4.6: SNR drop on victim line 1 after DLE, given full line trans-
mission with the outdated precoder Po.

running to send pure anti-crosstalk signals consumes power. If the line has
already left, it is thus desirable to invoke the second mode in order to update
the precoder for the new dimension-reduced channelMl {H′}.

Fig. 4.7 presents the residual crosstalk PSD on one of the victim lines in the
vectored group. By stopping transmission on the leaving line and updating
the precoder to P based on the dimension-reduced original channel Ml {H}
(i.e., the traditional operation as defined by Eq. (4.9)), there is an improvement
in SNR (comparing the second curve to the top one). However, the residual
crosstalk power level is still far above the background noise level, especially
for high frequencies where the crosstalk channel has a power level closer to
that of the direct channel. Thus, further channel tracking is needed.

In contrast, both modes in our proposed operation suppress the residual
crosstalk down to the background noise level throughout the studied fre-
quency range. The victim lines are able to retrieve the residual-crosstalk-free
transmission via the silent mode (yellow curve). With J = 1 synchronization
symbol, the estimated precoder P̂ can effectively take care of the new channel
matrixMl {H′} (green curve).

Assume no persistent detection of los requirement as in [3] is considered for
now, and no signal processing time is counted in. Fig. 4.8 and Fig. 4.9 compare
the residual crosstalk on a certain sub-carrier when the DLE happens at two
extreme time slots (time instants indicated by the black line): Fig. 4.8 shows
the longest time distance to the next synchronization symbol, and Fig. 4.9
presents the shortest time distance. The average residual crosstalk power on
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Figure 4.7: Residual crosstalk in frequency after DLE on victim line 1.

victim line k is calculated over one frame on one sub-carrier as

E[|ξk|2] =
1

Nds

Nds

∑
j=1
|ξk(j)|2,

where Nds is the number of DMT symbols assigned to downstream transmis-
sion in one frame.

As indicated with different vertical time lines in Fig. 4.8 and Fig. 4.9, both
the traditional and our proposed method deal with the DLE disturbance in
two steps. Once los is detected, the first step is taken in the next frame (time
instant marked by the yellow line). For the traditional method, the chan-
nel dimension is reduced and the precoder is updated to P. For our pro-
posed method, the silent mode is activated by transmitting idle symbols on
the leaving line. Both methods work well on low-frequency sub-carriers (e.g.,
20 MHz in Fig. 4.8a and Fig. 4.9a). However, on higher-frequency sub-carriers
(e.g., 100 MHz), P is not adequate for crosstalk cancellation, as shown by the
error plateau in Fig. 4.8b and Fig. 4.9b. Residual crosstalk severely disturbs
the active users before enough error samples can be collected (time instant
marked by the pink line) to proceed with a second step, aiming at a precoder
update based on the acquired estimates. A traditional way is to perform
an elementwise estimation of the dimension-reduced new channel Ml {H′}
using synchronization symbols and pilot sequences. When Hadamard se-
quences are applied, 2dlog2(K−1)e synchronization symbols are required to es-
timate (K − 1)2 channel matrix elements. For example, a single DLE in a
vectored group of K = 100 would keep on disturbing the active users for at
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Figure 4.8: Average residual crosstalk E[|ξ1|2] in time on victim line
1 in downstream at the worst situation: DLE happens one
symbol after the synchronization symbol during down-
stream transmission interval.

least 128× 6 = 768 ms, and require an estimation of 992 = 9 801 entries for
each sub-carrier.

The proposed operation, instead, keeps residual crosstalk close to the back-
ground noise level during and after the process of estimation and update
(time instant marked by the green line), and makes the dimension-reducing
operation unnoticeable. Once the DP is aware of the los, there is no more
crosstalk disturbing the victim lines. Given persistently detected los on line
l and accomplished estimation of the new channel matrix, it is safe then to
completely remove line l from the vectored group.

It is worth noting that keeping the precoder the same as before the DLE
during channel estimation has three advantages. First, other active users in
showtime are not disturbed, thanks to the silent mode. Second, it enables
FRN-based modeling, which significantly reduces the estimation effort. A
traditional method requires orthogonal synchronization sequences to estimate
(K − 1)2 channel coefficients, while our parameter-based method can exploit
the synchronization symbols on line l as a unique reference for estimating
the K − 1 reflecting coefficients only. Third, our estimation does not rely on
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Figure 4.9: Average residual crosstalk E[|ξ1|2] in time on victim line
1 in downstream at the best situation: DLE happens one
frame before the synchronization frame during upstream
transmission interval.

the orthogonality property. The traditional method shows a slightly higher
residual crosstalk-PSD level on severely impacted sub-carriers (cf. Fig. 4.8b
and Fig. 4.9b), since the required orthogonality is degraded by background
noise.

4.6 CONCLUSION

A sudden termination change due to a DLE alters the original channel matrix
of a vectored group, which can have serious consequences for the vectoring
operation. Based on the FRN model, we identify the sources and paths for
residual crosstalk after the DLE and introduce a model that is parameterized
by reflecting crosstalk coefficients. A procedure for channel estimation and
precoder update in the downstream direction is proposed. Temporarily re-
taining the outdated precoder after a DLE narrows potential residual crosstalk
paths down to only the direct channel of the leaving line. Compared to the
state-of-the-art method, the period during which active users are disturbed
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can be significantly shortened to the time it takes to detect the loss of signal
and the estimation complexity for a K-user system is reduced from O(K2) to
O(K).
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Impaired by Multiple Interferers
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Abstract

Alien crosstalk is one of the major impairments for copper-based transmis-
sions. This letter outlines a method for mitigating alien crosstalk for DSL
downstream transmissions impaired by multiple interference sources. The
method requires a reference channel, and includes a post processing stage in
which induced correlation is applied to prepare the interference at the target
channel to be reasonably removed by a prediction based mitigation step. The
results show that the proposed method outperforms published alien crosstalk
mitigation methods as the number of interference sources increase in G.fast
scenarios.1

1Published in IEEE Communications Letters, vol. 21, no. 11, November 2017.
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5.1 INTRODUCTION

Digital subscriber line (DSL) systems convey information through twisted pair
channels, and are largely used because they benefit from the legacy telephone
loop plant [1]. In its most recent version, G.fast, it achieves bit rates of up to 1
Gbps over short loops, using bandwidth of up to 212 MHz [2]. The architec-
ture of the G.fast is called fiber-to-the-distribution-point, in which a fiber extends
from the Central Office to the Distribution Point (DP), and from there the lines
are plugged in the customer premises. However, the copper transmission is
often impaired by crosstalk [3], which is the electromagnetic coupling between
the close twisted pairs through which the signal transmission is carried out.
When crosstalk occurs among lines that are coordinated by a single device
at one of the ends of the cable, it is called in-domain crosstalk [4]. The out-
of-domain crosstalk or alien crosstalk (AXT), which originates from a line that
is not coordinated, represents a challenge for DSL systems. This is owing to
the growth in the number of DSL deployments of different companies, which
increases the number of alien signals. In general, the coordinated transceivers’
information about out-of-domain crosstalk is limited to statistics, such as the
correlation matrix of this interference, which can then be exploited to mitigate
the effects of alien crosstalk [4–6].

Three AXT mitigation methods for two-sided coordinated systems are ex-
amined in [4]. The first achieves AXT mitigation through whitening, pre
and post-processing. The last two are based on a decision feedback equalizer
structure, in which the first processed users provide information to the AXT
mitigation of the ones to follow through an interference predictor. Another
AXT mitigation method for upstream direction is outlined in [5], which uses
whitening to mitigate AXT and decodes the received symbols through a suc-
cessive interference cancellation structure.

Despite the good performance achieved by the methods employed in [4]
and [5] under the conditions set out for these works, they present a sharp
reduction in their effectiveness when the number of alien lines (AL) becomes
larger than the number of coordinated lines. In specific terms, as observed
in [7] and evaluated in [6], when the number of AXT sources generating the
interference is larger than the number of lines providing information (i.e. the
reference channels), the interference mitigation tends to be poor. Additionally,
the methods in [4] and [5] are not suitable for regular downstream transmis-
sion because the receivers are not collocated. In fact, the lack of coordination
between the receivers in downstream, makes the AXT mitigation a challenge,
because neither standard whitening nor interference prediction can be ap-
plied. Seeking to overcome these limitations, this work presents an effective
AXT mitigation method for downstream transmissions impaired by multiple
interference sources, in which a minimum coordination at the receivers is cre-
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ated through the use of one reference channel per information transmitter.
This method needs both precoding and post-coding, and includes a stage of
signal conditioning at receiver, that can enable the interference to be suitably
removed by only using one reference channel through an AXT prediction-
based procedures in the next stage.

This work is organized as follows. Sec. 5.2 outlines the transmission model,
in Sec. 5.3 there is a detailed examination of the method and in Sec. 5.4 our
method is compared with others in G.fast scenarios.

5.2 SYSTEM MODEL

In this work we consider a downstream DSL transmission in frequency do-
main using Discrete Multitone Modulation, in which data is conveyed by the
transmission channel (TC). This transmission is impaired by some alien crosstalk
sources, that leads to an interference term at the received signals. Addition-
ally, the TC is served by a reference channel (RC) (as in Fig.5.1), which can be
either another twisted pair or an alternative transmission mode, such as the
common mode [7]. For example, an extra line can be found in quad cables. The
common mode can be accessed through a transceiver hardware modification
to obtain the signal from the center tap of its transformers. In this paper it is
assumed that all the coordinated channels are synchronized, which is a plau-
sible constraint according to [2]. For the sake of simplicity and to focus on the
description of the novel method, we will assume a single TC/RC pair here,
but the algorithm can be scaled to support several TCs, which will be shown
in the Sec. 5.3.1. Then, for a synchronized transmission, we can represent the
received signals in a given tone k by

yk = Hkxk + qk + nk = Hkxk + zk (5.1)

where yk = [yTC yRC]
T is a 2× 1 vector with the received symbols both in TC

and RC, Hk is a 2× 2 matrix with the direct channels of the TC and RC in its
diagonal, and the crosstalk channels between TC and RC in its off diagonal,
xk is a 2× 1 vector with the transmitted symbols [xTC xRC]

T , qk is a 2× 1
vector with the AXT observed in the TC and the RC, nk is a 2× 1 vector that
denotes background noise which can be modelled as additive white Gaussian
noise, and zk = qk + nk. The subscript k is omitted in the next paragraphs
since a per-tone processing is assumed.
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Figure 5.1: System model for a DSL transmission in TC with one RC
and multiple interference sources.

5.3 AXT MITIGATION FOR MULTIPLE INTERFERENCE SOURCES (AM-
MIS)

This section outlines details of the method AXT Mitigation for Multiple Interfer-
ence Sources, or AMMIS. This method needs to be executed both at the trans-
mitter and receiver, where the combination of these stages makes it possible
to mitigate the AXT and decode the transmitted symbols simultaneously. We
begin by carrying out the pre-processing at the transmitter to make the equiv-
alent channel decodable, and hence the resulting channel will be triangular.
Let the square matrix A represent the equivalent channel, i.e., the channel
observed by the transmitted symbols after the pre and post-processing. Let
A′ have the QR decomposition [5] A′ = QR, where Q is a unitary complex
matrix and R is an upper triangular matrix. Pre multiplying the transmitted
symbols by Q, s = Qx, we obtain

ỹ = As + v = (QR)′s + v = R′Q′Qx + v = R′x + v (5.2)

where v represents the resulting interference (after processing) at the receiver
and the superscript ′ indicates the conjugate transpose (Hermitian).

At the receiver the method begins with the conditioning signal stage, in
which the received signals will be applied to successive matrix multiplica-
tions. In this stage, the proposed method requires an interference correla-
tion matrix Cz = E[zz′] [4] to be estimated during a training phase, where
E[.] denotes statistical expectation. From Cz we obtain the whitening matrix
W = G−1

z , where Gz is a lower triangular matrix, obtained from the Cholesky
decomposition [8] Cz = GzG′z. In show-time phase, the whitening matrix is
used at the receiver in the expression

ŷ = Wy = WHs + Wz. (5.3)
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This stage makes the correlation matrix of the interference term, Wz, a 2× 2
identity matrix I, because E[Wzz′W′] = G−1

z CzG−′z = I. At this stage the
correlation matrix of the reminiscent interference has a canonical form, in
which a similar process can be used to the one used to make it diagonal, and
impose on it a desired behavior. Then, to make the correlation matrix to have
the form Cu = GuG′u, we left multiply ŷ by Gu, to get

ỹ = Guŷ = GuWHs + GuWz, (5.4)

where v = GuWz, and E[vv′] = Cu. Now we define GuWH = A, and
according to (5.2), the channel observed by the transmitted symbols is given
by the R′ matrix, which makes the end-to-end transmission

ỹ = R′x + v[
ỹTC
ỹRC

]
=

[
R(1, 1)∗

R(1, 2)∗ R(2, 2)∗

] [
xTC
xRC

]
+

[
vtc
vrc

]
(5.5)

where the superscript ∗ denotes complex conjugation, and R(i, j) denotes the
element in row i and column j of R matrix.

The conditioning signal step, in which the behavior of the correlation matrix
of the interference was induced (5.4), was carried out to ensure the interfer-
ence in the TC could be suitably predicted based on the interference observed
in the RC, that comprises the next stage called AXT removal. The taps of this
predictor can be found through the Cholesky decomposition of the correlation
matrix of the reminiscent interference [9]. However, to get a predictor through
this strategy, the data referring to the first line of the correlation matrix are
used to predict the data related to the second line. This means, we must gen-
erate a correlation matrix of the reminiscent interference in which the position
of vtc and vrc are changed, b = [vrc vtc]T . Finally, we compute the correlation
matrix Cb = E[bb′], which can be decomposed into GbDbG′b, where Gb is
a monic matrix [4] and Db is a diagonal matrix. After this, the predictor is
given by v̇tc = Gb(2, 1)vrc, where Gb(2, 1) is the element in the second line of
the first column of the Gb, and v̇tc is the prediction of vtc.

In our method the RC is only used to support information for TC, and only
pilot symbols are transmitted in this channel. Then, we begin the decoding
by subtracting the known part of the received signal at the RC as

y̆RC = ỹRC − R(2, 2)∗xRC
= R(1, 2)∗xTC + vRC

(5.6)

From this we derive the prediction of the vTC by the multiplication Gb(2, 1)y̆RC =
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Figure 5.2: The schematic representation of the AMMIS method.

Gb(2, 1)R(1, 2)∗xTC + v̇tc, and we subtract ỹTC from this sum, which yields

y̌TC = ỹTC − Gb(2, 1)R(1, 2)∗xTC − v̇tc
= R(1, 1)∗xTC + vTC − Gb(2, 1)R(1, 2)∗xTC − v̇TC
= [R(1, 1)∗ − Gb(2, 1)R(1, 2)∗]xTC + eTC

(5.7)

where eTC represents the error in the prediction of the vTC. Now, the AXT
is mitigated in the TC and the decoding of the xTC can be performed by
adjusting the frequency equalizer (FEQ) from the standard 1/R(1, 1)∗ to

FEQ =
1

R(1, 1)∗ − Gb(2, 1)R(1, 2)∗
. (5.8)

Following this, the signal can be submitted to the decoder (Dec). From (5.7),
it can be observed that the channel gain observed by the xTC is τ = R(1, 1)∗ −
Gb(2, 1)R(1, 2)∗, which allows us to represent the signal-to-interference-plus-
noise ratio (SINR) to the TC according to [10], by tone, as

SINRTC =
ρ|τ|2

E[eTCe′TC]
(5.9)

where ρ is the transmission power of the xTC. The whole AMMIS processing
is shown in Fig. 5.2, where Dec denotes the decoding operation.

5.3.1 THE EFFECT OF VECTORING ON AMMIS

To achieve high data rates, the G.fast standard adopts vectoring [11]. This
makes it logical to evaluate the performance of AMMIS when it is applied to
a group of coordinated lines, or vectored group (VG). From this perspective,
our model can be expanded to L coordinated TC/RC pairs as

ÿ = ḦPs̈ + z̈ (5.10)
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where s̈ = [s1 ... sL]
T , in which sl is a column vector that contains the transmit-

ted symbols in TC and RC of the lth TC/RC pair, Ḧ is a 2L× 2L matrix which
contains all the direct channel of the TCs and RCs in its diagonal and the
crosstalk channels among them in out-of-diagonal elements, z̈ = [z1 ... zL]

T ,
and P = (1/β)Ḧ−1diag(Ḧ) is the precoder applied to remove the crosstalk
among the coordinated channels, in which diag(.) represents the diagonal of
a matrix and β is a factor used to control the transmission power of the trans-
mitted symbols [11]. In this situation, the received symbols become

ÿ =
1
β

diag(Ḧ)s̈ + z̈ (5.11)

The result of the (5.11) indicates that the effect of a vectorized coordinate
group on AMMIS is to diagonalize H in (5.1), (5.3) and (5.4), but each sl keeps
its precoding applied in the AMMIS (5.2), and the method can be usually
employed for each TC/RC pair. Additionally, the SINR is scaled by (1/β)2.

5.4 RESULTS

In this section there is a performance evaluation of AMMIS, which is com-
pared with two other AXT mitigation methods: the one discussed in [5] (de-
noted DFC) and the third method in [4] (called here RxPred, chosen because
it had an equivalent performance to the ones obtained with the first and sec-
ond methods in [4]). Two scenarios were examined for this evaluation and
the methods were compared with respect to their simulated bit rates, which
were evaluated in the Matlab platform. Although DFC was not originally
thought to be suitable for downstream [5] (due to the absence of coordination
at receiver), the presence of the RC makes its implementation possible.

The channels of the first scenario (SCEN1) were measured with an Agilent
E5071C network analyzer, using a setup composed by a 100 m long quad
cable encapsulated in a bundle with three other quad cables. In this scenario,
the extra twisted pair of the target quad cable was used as the RC and all
the pairs of the three other quad cables caused interference, in a total of 6
alien crosstalk sources. The Computer Simulation Technology (CST) software
was used to simulate scenarios with varying difficulty to the algorithms. From
these simulations, the second scenario (SCEN2) was chosen to be discussed
here because it is particularly problematic for AMMIS (and other methods),
due its weak coupling channels, which yield AXT level close to background
noise. SCEN2 represents DSL transmission over a 50 m long Category 6 (Cat6)
twisted pair. The CST simulator provided information about the common
mode, that is used as the RC. In SCEN2, the transmission was impaired by
the AXT generated by 4 Category 5 twisted pairs.
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G.fast downstream transmissions were assumed in both scenarios and the
parameters of the simulations were: bandwidth of 212 MHz (SCEN1)/100
MHz (SCEN2); transmission/interference power spectrum density (PSD) of -76
dBm/Hz; background noise PSD of -150 dBm/Hz; and, SINR Gap of 9.75 dB.

Fig. 5.3 and Fig. 5.4 show the simulation results for SCEN1 and SCEN2, re-
spectively. In both scenarios, we evaluated the downstream aggregated trans-
mission rates achieved by RxPred and DFC (i. e., the sum of the rates available
in the TC and the RC, because in these methods both channels convey use-
ful data), but for AMMIS only the downstream transmission rate in the TC
is used, given that its RC transmits only pilot symbols. In these figures “No
Mitigation” indicates the data rate achieved in a transmission in the presence
of AXT but without mitigation. The Cu matrix used by AMMIS was obtained
from the interference correlation matrix generated from a simulation of a sce-
nario with 2 coordinated lines and only 1 AL. This will induce the interference
to behave like one that is only generated by one source, which allows an ef-
fective AXT mitigation in (5.7) with prediction that is based on one reference
channel [6].

Comparing Fig. 5.3 and Fig. 5.4, it can be noted that the transmission rates
achieved by RxPred and DFC, in the situation with 1 AL, are larger than that
achieved by AMMIS. This can be attributed to the fact that with 1 AL and
1 RC, the standard AXT mitigation methods have a good performance [6].
However, with the increase in the number of ALs, the AMMIS outperforms
the other methods in the SCEN1, whereas AMMIS only achieves a better per-
formance in the worst situation in the SCEN2. This behavior in the SCEN2
is mainly owing to the weak AXT channels in the differential mode of the
Cat6. This causes low power interference in this mode and compensates for
a poorer performance in some situations with multiple AXT (up to 3 ALs),
keeping the aggregated transmission rate in a high level, same with the poor
transmission rate in the common mode due to the low SINR in this mode.

However, the strong interference in the medium quality lines of the SCEN1
quickly reveals the decline in performance of RxPred and DFC. These results
confirm that AMMIS can achieve better results than standard AXT mitigation,
in situations in which only 1 RC is available and multiple AXT sources impair
a G.fast downstream transmission. In some situations (with AL = 0, for exam-
ple) the bit rates of the AMMIS were small even than No Mitigation, a penalty
due its channel gain to be given by the difference R(1, 1)∗ − Gb(2, 1)R(1, 2)∗.
A detailed analysis to determinate the parameters that impact this value will
be treated in a future work.

Another advantage of AMMIS is that unlike the other methods, it is able to
reduce the transmission power, because in AMMIS the RC only transmits pilot
symbols, and then less power can be assigned to this channel. Additionally,
this fact can also reduce the level of the interference in other systems, which
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Figure 5.3: Transmission rates achieved by each mitigation method
with a different number of ALs in SCEN1 - 212 MHz.

tends to increase with the use of the extra channel (RC). On the other hand,
this reduction in power cannot be carried out in the DFC and RxPred without
a bit rate decrease, because it can affect their aggregated bit rate, which also
depends on the RC.

With regard to the computational cost in showtime, AMMIS requires six
additions and nine multiplications, whereas RxPred and DFC need 4+ and
6×, and 3+ and 5×, respectively. However, as AMMIS requires only one
decoding against two of the other methods, it will require fewer operations in
situations with M ≥ 16 (M is the size of the constellation), because O(M) [12].

5.5 CONCLUSION

We have presented an alien crosstalk mitigation method called AMMIS that
is suitable for DSL downstream transmissions in which the target channel has
access to the signals in a reference channel, and where the transmission is
impaired by multiple alien crosstalk sources. The proposed method achieved
better data rates than other mitigation methods in G.fast scenarios when the
number of interference sources is relatively large. For example, its perfor-
mance was better in a scenario with medium quality cables at the expense of
more additions and multiplications.
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Analysis of Fast Initialization for Vectored Wireline

Systems

Driton Statovci, Thomas Magesacher, Martin Wolkerstorfer,
and Eduardo Medeiros

Abstract

Cooperation of transceivers on signal level at the remote terminal—often re-
ferred to as vectoring—is an effective approach to mitigate crosstalk in wire-
line transmission systems. While the gain in bitrate compared to crosstalk-
limited transmission is substantial, the initialization of a vectoring system
requires time and care to ensure system stability. In this contribution, a fast
initialization scheme for vectored wireline systems based on spectral protec-
tion is analyzed. Two scenarios are considered, where in the first one no
prior channel information is available, and in the second one erroneous prior
knowledge of channel coefficients is utilized. Measurements on a commer-
cial VDSL2 vectoring platform and throughput simulations demonstrate the
potential of the fast initialization scheme.1

1Published in Proc. IEEE Global Communications Conference (GLOBECOM 2013), At-
lanta, USA, 9-13 Dec. 2013.
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6.1 INTRODUCTION

In modern wireline transmission systems, co-location of transceivers at the
remote terminal allows for coordination with the aim of better exploiting the
potential of the cable through techniques summarized under the term dy-
namic spectrum management (DSM) [1]. The degree of coordination ranges
from single-line power control (DSM level 1) over multi-line power-spectrum
control (DSM level 2) to joint signal processing (DSM level 3). Methods for
joint processing of transmit signals (pre-coding) and joint processing of re-
ceive signals (interference cancellation) are often summarized under the term
vectoring or vectored transmission [2–8]. Network operators have used DSM
level 1 and level 2 to improve the performance and stability of their systems.
Recently they have started deploying vectored systems (DSM level 3) mainly
from street cabinets aiming at increasing bitrates [9].

Vectoring has the potential to turn crosstalk-limited systems into additive-
noise-limited systems, which can yield substantial gains in bitrate [10]. A
prerequisite for well-working precoders and cancelers are accurate channel
estimates, which are obtained in the initialization phase and continuously up-
dated during the showtime phase. State-of-the-art initialization procedures
(such as the very high speed digital subscriber line 2 (VDSL2) initialization
defined in the standard G.993.5 [11]) can take up to several minutes until join-
ing users experience connectivity. The protection of vectored lines against
joining, initializing lines has been a prominent issue in standardization. Cor-
responding approaches include for instance the reuse of previously collected
channel information, or the limitation of the received crosstalk noise to a well-
defined level below the noise margin [12] [13]. In [14] a channel estimation
technique based on the signal-to-noise ratio (SNR) is proposed, where the
transmit power limitation of the initializing disturber line is gradually loos-
ened as the channel estimate becomes more accurate.

In this paper, we revisit the ideas of using outdated channel informa-
tion and spectral protection of vectored lines, and merge them into a fast-
initialization scheme conform with the G.993.5 standard. Furthermore, we
analyze the available bitrate of the joining lines when the crosstalk noise lim-
itation imposed by vectored lines is based on one of two assumptions: a)
based on empirical worst-case channels in case of no channel knowledge; or b)
based on outdated channel information and an estimated channel error vari-
ance. The performance analysis under erroneous channel coefficients is based
on [15], where zero forcing (ZF) and diagonalizing precoding (DP) were con-
sidered as vectoring algorithms. In [16] the effect of direct channel estimation
errors in a crosstalk-free setting is analyzed. Similarly as in [16] we consider
an estimation error variance that is normalized by the corresponding channel
gain. Despite likely dependencies of the estimation error on the SNR [16], we
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assume a frequency-flat normalized error in our numerical examples in order
to avoid dependence on a specific channel estimation method. Furthermore,
as in [14] [15] we assume that the direct channels are estimated correctly and
consider normalized crosstalk channel errors only.

The paper is organized as follows. In Section 6.2 and Section 6.3, the vector-
ing initialization phase is described and analyzed, respectively. In Section 6.4,
measurements of vectored VDSL2 channels over time are presented and the
time variation is quantified. Simulation results of an access scenario with tree-
type topology and 15 users are presented in Section 6.5. Finally, Section 6.6
concludes the work.

6.2 SPECTRAL PROTECTION FOR FAST INITIALIZATION

A typical initialization procedure, illustrated in Figure 6.1, consists of channel
estimation (channel discovery phase), adaptation of receiver parameters to the
channel (training phase), and computation as well as exchange of bitloading
tables (channel analysis and exchange phase) [10]. Initialization of vectored
systems requires additional phases and is typically done in two steps: first, the
crosstalk from joining lines into vectored lines is estimated and compensated;
second, the joining lines estimate and compensate crosstalk from vectored
lines. The VDSL2 standard G.993.5 refers to these phases as “VECTOR-1” and
“VECTOR-2”, respectively [11].

In the following we analyze the spectral protection of vectored VDSL2 lines
from initializing lines, thereby ensuring network stability, under two cases of
prior channel knowledge. Without loss of generality we assume that only one
new user at a time is joining the vectoring group.

Case 1: The new user has no channel information from previous showtime-
occasions but knows the worst-case far-end crosstalk (FEXT) coupling mag-
nitude into other users’ lines—a parameter that can be estimated based on
models and some knowledge of the network topology, such as loop length
and cable type. Based on this worst-case FEXT coupling magnitude, the new
user determines its transmit power spectral density (PSD) such that the noise
increase seen by users in the vectoring group does not exceed a factor q, where
q ≥ 1 is chosen such that the SNR decay2 remains well below the SNR margin
(e.g., 10 log10 q < 2 dB). As soon as the transmit-PSD computation is finished,
the new user starts to transmit without joining and without disturbing the
vectoring group (“controlled alien”). Although the new user might achieve
only a modest bitrate, it can transmit and receive immediately which yields

2For simplicity, we use the term “noise” for background noise, alien interference, and
residual interference caused by users in the vectoring group with imperfect channel
knowledge.
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Figure 6.1: Illustration of initialization in vectored VDSL2 systems:
Current approach and extensions for Case 1 and Case 2.

an improved connectivity-experience for the customer. While operating as
a controlled alien, the new user gathers vector-channel information before
eventually joining the vectoring group following state-of-the-art procedures
(cf. Figure 6.1).

Case 2: The new user knows the “old” complex coupling coefficients from
a previous showtime occasion and their error variances. The error variances
could, for example, be estimated based on the time variance of the coefficients
observed in the vectoring group. Based on this knowledge, the new user
determines its transmit PSD such that the SNR-margin decay of the lines in
the vectoring group is kept below q. As soon as the transmit-PSD computation
is finished, the new user joins the vectoring group and starts to transmit.

Clearly, partial or inaccurate channel knowledge will result in suboptimal
bitrates, analyzed in Section 6.3, for the new user. The benefit of fast ini-
tialization is improved user experience through immediate connectivity. The
stability of the vectoring system is ensured. Immediately after starting to
transmit, the new user begins to gather (Case 1) or improve (Case 2) its vector
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channel information in order to reach its maximum bitrate as soon as possible.

6.3 ANALYSIS

We consider a vectoring system with U users denoted by the set U = {1, . . . , k−
1, k, k + 1, . . . , U}, where k denotes the new user and all other users are
part of the vectoring group. For simplicity, the analysis is limited to linear
vectoring systems that use a ZF canceler [7] and a DP [8] for upstream and
downstream transmission, respectively.

6.3.1 CASE 1

The FEXT magnitudes of the new line k into the vectored lines can be es-
timated based on worst-case FEXT coupling models or FEXT models of a
particular network operator, knowledge of direct channels, and line lengths.
Since the line k is not part of the vectoring group, transmission on line k will
increase the level of noise on all vectored lines. The increased noise level on
line u and tone c is given by

σ̂c
u = σc

u + |[Hc
est]uk|2 pc

k, (6.1)

where pc
k is the transmit PSD of user k, σu denotes the PSD of the background

noise, and [Hc
est]uk denotes the estimated FEXT channel transfer function from

user k to user u. For each tone, we want to protect the user that is disturbed
most by the joining user k. For this purpose we define the magnitude of the
worst-case FEXT coupling

|hc
WC| = max

u∈U\k
|[Hc

est]uk| . (6.2)

In order to ensure stability of the vectoring system, we introduce the pa-
rameter q ≥ 1, which controls the maximum noise level any vectored line is
experiencing:

σ̂c
u ≤ qσc

u. (6.3)

With (6.1), (6.2) and (6.3), the maximum transmit PSD of user k is given by

pc,max
k = min

u∈U\k
σc

u (q− 1)
∣∣hc

WC

∣∣2 . (6.4)

The maximum number of bits user k is able to transmit on tone c is calculated
by

rc
k = log2


1 +

|[Hc
est]kk|2 min

(
pc,max

k , pc,mask
k

)

Γ
(

∑
j∈U\k

|[Hc
est]kj|2 pc

j + σc
k

)


 , (6.5)
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where Γ is the SNR gap to capacity and pc,mask
k is the PSD mask level on tone

c, which is usually selected to be the same for all lines.
Note that the vectored lines will maintain their bitrate. Since DSL systems

operate with a noise margin of at least 6 dB, an increase of the total noise on
a particular line3 by, for example, q = 1.58 (2 dB) until the system has learned
the channel coefficients of line k should have no impact on bitrate.

6.3.2 CASE 2

We assume that both magnitude and phase of the FEXT coupling coefficients
of line k from and into vectored lines are partially known. For example, the
coefficients from the last time line k was part of the vectoring group can be
used. In the following, we analyze ZF and DP for upstream and downstream
transmission directions, respectively.
Upstream: Based on the derivation in [15], the noise variance seen by user u
on tone c at the output of the ZF canceler under imperfect channel estimation
can be calculated as

σ̂c
u,ZF = ∑

i,j∈U
|[Gc]ui|2 δc

ij p
c
j

︸ ︷︷ ︸
residual crosstalk

+ ∑
i∈U
|[Gc]ui|2 σc

i

︸ ︷︷ ︸
enhanced noise by ZF

. (6.6)

The ZF-canceler matrix Gc is given by Gc = Hc
est
−1, where Hc

est denotes the
estimate of the channel matrix Hc = Hc

est + Ec, and Ec is the estimation error
matrix with element-wise variances δc

ij = E([|Ec]ij|2). δc
ij, ∀i, j ∈ U \ k, are the

channel estimation error variances of the vectoring group lines. δc
ij with either

i or j equal to k are the channel estimation error variances into and from line
k, respectively (δc

kk is the direct channel estimation error variance of line k).
The relative channel estimation error ξc

ij is defined as

ξc
ij =

δc
ij

|[Hc]ij|2
.

The noise σ̂c
u,ZF in (6.6) can be divided into noise originating from the vec-

tored lines, σ̄c
u,ZF and noise originating from the joining line k, σ̃c

u,ZF:

σ̂c
u,ZF = σ̄c

u,ZF + σ̃c
u,ZF, (6.7)

where

σ̄c
u,ZF = ∑

i,j∈U\k
|[Gc]ui|2 δc

ij p
c
j + ∑

i∈U\k
|[Gc]ui|2 σc

i ,

3Since in practice the FEXT couplings between the lines are different, for each partic-
ular tone only one line might experience the predefined maximum increased noise
level.
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and

σ̃c
u,ZF = ∑

i∈U
|[Gc]ui|2 δc

ik pc
k +

∑
j∈U\k

|[Gc]uk|2 δc
kj p

c
j + |[Gc]uk|2 σc

k . (6.8)

As in Case 1, we limit the maximum noise level using the parameter q ≥ 1:

σ̂c
u,ZF ≤ qσ̄c

u,ZF. (6.9)

Based on (6.7), (6.8), and (6.9), we are able to calculate the maximum transmit
PSD of user k by

pc,max
k,ZF =

min
u∈U\k

σ̄c
u,ZF (q− 1)− ∑

j∈U\k
|[Gc]uk|2 δc

kj p
c
j − |[Gc]uk|2 σc

k

∑
i∈U
|[Gc]ui|2 δc

ik

. (6.10)

The achievable bitrate in bits per multicarrier symbol for user k on tone c in
upstream direction is given by

rc
k,ZF = log2


1 +

min
(

pc,max
k,ZF , pc,mask

k

)

Γσ̂c
k,ZF


 . (6.11)

Downstream: With DP and imperfect channel estimation, the noise variance
for user u on tone c can be calculated based on [15] yielding

σ̂c
u,DP = ∑

j,i∈U
δc

ui| [Gc]ij [H
c
est]jj|2 pc

j + σc
u.

Under the assumption that

σ̂c
u,DP ≤ qσ̄c

u,DP,

the derivation of the maximum transmit PSD of user k for DP follows, mutatis
mutandis, the derivation for the ZF and yields

pc,max
k,DP = min

u∈U\k

σ̄c
u,DP (q− 1)− ∑

j∈U\k
δc

ui| [Gc]ij [H
c
est]jj|2 pc

j

∑
i∈U

δc
ui| [Gc]ij [H

c
est]jj|2

, (6.12)

where

σ̄c
u,DP = ∑

i,j∈U\k
δc

ui| [Gc]ij [H
c
est]jj|2 pc

j + σc
u.
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The achievable bitrate in bits per multicarrier symbol for user k on tone c in
downstream direction is given by

rc
k,DP = log2


1 +

|[Hc
est]kk|2 min

(
pc,max

k,DP , pc,mask
k

)

Γσ̂c
k,DF


 . (6.13)

6.4 TIME VARIATION OF VECTOR CHANNELS: MEASUREMENT RESULTS

Characterizing the time variation of channel properties observed in a wireline
network is a challenge. A slow change of parameters in a vector channel is to
be expected due to changes of environmental conditions such as temperature,
humidity, or aging of materials. Faster changes may occur due to, for example,
changes of termination impedances or a wiggling cable-end caused by a user
moving a modem. To the authors’ best knowledge, there are no experimental
results on the time variation of vector channels available in the open literature.
The purpose of this section is to provide some initial evidence on the time
variation of vector channels to be expected in real systems.

With a commercial VDSL2 vectoring platform, 6 FEXT coupling functions
on 50 tones were recorded roughly every 10 minutes during 8.5 hours yielding
52 data sets. Using the first set as reference, 51 sets of normalized errors were
computed. Figure 6.2 shows a histogram and the empirical complementary
cumulative distribution function (CCDF) of ξ in % based on the 15300 mea-
surements (the measured errors showed no particular trend over time). 78.2%
of the measured errors are below 0.1%, 95.2% are below 0.5%, and 97.6% are
below 1%. Note that these results include all the contributing effects to be
expected when tracking coefficients with real-world modem equipment (i.e.,
noise, analog front-end effects, automatic gain scalings, finite precision effects,
and coefficient representation).

6.5 SIMULATIONS AND DISCUSSION

This section presents bitrate results of the fast initialization scheme for an
example scenario. We consider 15 users in a tree-type network topology
with loop lengths between 190 m and 550 m as shown in Figure 6.3. The
users are numbered from 1 to 15 and sorted according to line length in in-
creasing order. We use simulation parameters matching the VDSL2 standard
ITU G.993.2 [17] with profile 17a, spectral mask definition EU-32, a maximum
transmitted power of 14.5 dBm, a background noise level of −135 dBm/Hz,
and maximum bitloading of 15 bits.

The new user is user no. k. Users in U \ k form a vectoring group and we
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Figure 6.2: Histogram (top) and CCDF (bottom) for measured nor-
malized channel estimation error ξc

ij in %. Note that the
y-axis of the histogram is in logarithmic scale. Bin size
0.1%. 51 consecutive measurements of errors of 6 FEXT
coupling functions (i ∈ {1, 2, 3, 4}, j ∈ {i + 1, . . . , 4})
on 50 tones (c ∈ {2792, 2808, . . . , 3576}, tone-group size
16) yield 15300 samples. 24-pair 0.5 mm-cable of 300 m
length.

assume that they have perfect knowledge of both direct and FEXT channel
coefficients (δc

ij = 0, ∀i, j ∈ U \ k). The maximum SNR decay of users in the
vectoring group caused by user k is q = 2 dB, which allows the vectored users
to maintain their bitrates.

Case 1: The new user no. k immediately transmits with reduced power but
without joining the vectoring group. Figure 6.4 shows the achieved bitrates
in downstream and upstream directions for the new user no. k transmitting
as “controlled alien”. For reference, the bitrates for full vectoring (all 15 users
are part of the vectoring group) are shown as well (solid lines). In upstream
direction, the bitrate of a new user with a long loop (no. ..., 14, 15) is in the
order of 20–55% of the bound achieved with full vectoring. For a user with a
short loop (no. 1, 2, ...), however, the upstream bitrate is in the order of 6–15%
of the bound since the transmit power has to be reduced drastically in order
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Figure 6.3: Example network topology: 15 users with loop lengths
between 190 and 550 m. Users are numbered from 1 to 15
in ascending order according to loop length. Figures in
square brackets are distances from the remote terminal in
meters.

to protect the weak signals of distant users arriving at the remote terminal. In
downstream direction, the bitrates are in the order of 25–37% of the bound.

Case 2: The new user no. k immediately joins the vectoring group after the
handshake-phase. While users in the vectoring group have perfect knowledge
of both direct and FEXT channel coefficients (δc

ij = 0, ∀i, j ∈ U \ k), the new
user no. k operates with a channel estimation error ξ (ξc

ij ≤ ξ, ∀i = k, j ∈
U \ k, ∀j = k, i ∈ U \ k). Figures 6.5 and 6.6 show the achieved bitrates in
downstream and upstream direction, respectively. In downstream direction,
the achievable bitrate for ξ ≤ 1% is at least 70% of the bound. Even for ξ =
10%, the achievable bitrate is at least 35% of the bound. For large ξ, joining the
vectoring group makes no longer sense, since operation as “controlled alien”
yields higher bitrates. The ξ level defining the cross-over point between the
two cases is in general lower for shorter loops (for example, ξ ≈ 10% for user
no. 1).

The performance in upstream direction has essentially the same behavior as
in downstream direction. For ξ = 1%, the achievable bitrates drop to around
70% of the bound. For large ξ, operating the user no. k as a “controlled alien”
achieves higher bitrates compared to joining the vectoring group. The ξ level
defining the cross-over point between the two cases is in general lower for
longer loops (cf. loops no. 14 and 15).

It is important to note that only a few users experience a noise-margin decay
as large as the limit of q = 2 dB. The actual noise-margin decay depends on
the transmit PSD and the FEXT coupling functions, which depend on both
frequency and coupling length. Figure 6.7 shows the noise-margin decay in
downstream direction for users no. 1, 2, . . . , 6, 7, 9, 10, . . . , 15 caused by
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Figure 6.4: Bitrates for Case 1 (q = 2 dB).

user no. 8 joining the vectoring group with ξ = 5 %. For tones up to index
523, only user no. 7 experiences the full noise-margin decay of 2 dB. Due to
the mid-range coupling length of 280 m (FEXT post-attenuation 70 m), line
no. 7 sees the strongest FEXT coupling from line no. 8 for low frequencies
(cf. Figure 6.8). For tones above index 523, only line no. 1 experiences the full
2 dB of noise-margin decay since the FEXT coupling from line no. 8 into line
no. 1 dominates (coupling length 100 m, FEXT post-attenuation 90 m).

Figure 6.9 shows the downstream bitrate of user no. 8 for different q and ξ
values. A higher noise limit q yields a higher bitrate. An increase in q from
0.5 dB to 3 dB results in a bitrate increase of approximately 16%, 45%, and 16%
(or equivalently, 12%, 13%, and 3% of the full-vectoring bound) for ξ equal to
0.5%, 10%, and 50%, respectively.

6.6 CONCLUSION

Vectoring is a pre-requisite for exploiting the capacity of wireline networks.
Initialization of vectored systems is crucial. Procedures currently proposed in
standards require a considerable amount of time for initialization before a new
user can transmit or receive payload data. In this paper, a fast initialization
for vectored systems based on spectral protection is analyzed,

that allows users to transmit and receive immediately after the handshake
phase without threatening system stability. The scheme can be merged with
existing standards (most importantly, VDSL2) and yields an improved user
experience through immediate connectivity after start-up. The achievable bi-
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trates depend strongly on the available channel knowledge. For channel er-
rors in the order of 1%, bitrates around 70% of the full-vectoring bound can
be achieved.
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Abstract

The temperature dependency of copper cable characteristics is often dis-
cussed in the community but few carry out measurements, as this is most
cumbersome. In this paper we present three results, based on a measure-
ment campaign. First, we show how the transfer functions of two common
British cables vary with temperature. The measurements cover the range from
-25 ◦C to 60 ◦C and from 51.75 kHz up to 106 MHz. Secondly, for cable mea-
surements done at one temperature, we give a method to adjust these mea-
surements to represent the predicted behavior at other temperatures. Finally,
we extend the KM1 twisted-pair model introducing a temperature dependent
parameter adjustment.1

1The material in this chapter was not previously published.
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7.1 INTRODUCTION

A recurring topic in discussions about digital subscriber line (DSL) cable char-
acteristics is their temperature dependency. This has been somewhat renewed
through the standardization of G.fast [1] as much higher frequencies are used
than in earlier systems. Few have the resources, i.e. a large environmental
chamber, high-precision measurement equipment, cable drums and time, re-
quired to make measurements to add to the discussion. This paper shares
measurements performed at BT laboratories using a thermal chamber and
two of their commonly deployed access network cables.

Cable models are a cornerstone of the research and development of wire-
line transceiver technologies. Both academia and industry use these models
extensively for simulation, capacity estimation, algorithm development and
troubleshooting. Their widespread use is justified by the accuracy obtained
at low cost and effort, especially in comparison with acquiring measurements
from real copper cables. The development of cable models has been stim-
ulated by the standardization of DSL technology. Early efforts, such as the
non-causal models BT0 [2] and KPN1 [3] are typically useful in frequencies
up to 30 MHz. Causality is a desirable property, since it enables the use of the
models in time-domain simulations. An early causal model was presented
in [4] and in [5] the BT0 model was modified in order to generate a causal
impulse response.

When the International Telecommunications Unit (ITU) started developing
G.fast, cable models adequate up to hundreds of MHz were a topic of high
interest [6–8]. The published standard [1] incorporates a set of reference loops,
a reference cable model and the best fit parameter values. In [9] the KM
model group was introduced. These models are causal, adequate for the G.fast
frequency range and can be fitted with as few as three parameters, using
closed-form expressions. This work was extended in [10] with a causal model
for the characteristic impedance.

State-of-the-art models such as the ones previously mentioned are capable
of representing copper cables fairly well under static conditions. In real de-
ployments though, the access plant will be exposed to harsh environmental
conditions that influence the twisted pairs’ transmission properties. Tracking
changes in channel properties is essential for maintaining the high perfor-
mance of channel equalizers and vectoring operations. An important contri-
bution by Alcatel [11] presented evidence for the influence of temperature in
the transfer function for both direct and far-end crosstalk (FEXT) channels in
a cable bundle. The same contribution also quantified the performance loss
caused by improperly tracking the channel changes.

An alternative model for cables at G.fast frequencies is presented in [12].
This model exploits the similarity between the Taylor series expansions of the
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propagation constant γ and the inverse hyperbolic sine function. The same
group, in [13], have measured the scattering parameters of a set of cables in a
thermal chamber, varying the temperatures between 20 ◦C and 120 ◦C. Their
measurements were used to fit a modified version of the inverse hyperbolic
sine model, using an extra parameter for temperature dependency. An in-
convenience with their approach is that one needs to have measurements at
several different temperatures in order to model the characteristics at an un-
known temperature. No claims about the causality of the resulting model are
made in [13].

The first contribution of our work is to present measurements and discuss
how the measured cable characteristics change with temperature. Thereafter,
in Section 7.4, we extend the KM models presented in [9] [10] to account for
temperature changes. The extended model enables the generation of differ-
ent transfer functions with temperature as a parameter. Finally, we develop
a procedure for approximating the characteristics of a twisted pair at any
temperature based on a single cable measurement taken at, say, room temper-
ature. The accuracy of this method is verified with direct comparison of the
transfer functions.

7.2 SYSTEM MODEL

A frequency dependent transmission line’s primary coefficients are series re-
sistance R( f ), series inductance L( f ), shunt capacitance C( f ) and shunt con-
ductance G( f ). Using the primary coefficients one can define the transmis-
sion line’s series impedance Z( f ) = R( f ) + j2π f L( f ) and shunt admittance
Y( f ) = G( f ) + j2π f C( f ). Based on those, the secondary coefficients are de-
noted

Z0( f ) =

√
Z( f )
Y( f )

and γ( f ) =
√

Z( f )Y( f ), (7.1)

where Z0( f ), γ( f ) represent the characteristic impedance and propagation
constant, respectively.

Separating real and imaginary parts of the propagation constant one ob-
tains γ( f ) = α( f ) + jβ( f ), where α( f ) denotes the attenuation constant and
β( f ) the phase constant. For a perfectly-terminated homogeneous line, we can
use α( f ) and β( f ) to express the transfer function H at a certain frequency as

H( f ) = e−dγ( f ) = e−d(α( f )+jβ( f )), (7.2)

where d represents the line length.
Letting ω = 2π f and dropping the frequency dependency notation one can
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rearrange the expression for γ into

γ = jω
√

LC

√
1 +

R
jωL

√
1 +

G
jωC

. (7.3)

A first order Taylor series expansion of the square root terms in (7.3) leads
to [9]

α ≈ R
2

√
C
L
+

G
2

√
L
C

,

β ≈ ω
√

LC− RG
4ω
√

LC
.

(7.4)

7.2.1 TEMPERATURE DEPENDENCY

The parameters of a twisted pair are influenced by temperature due to changes
in the properties of conductors as well as the dielectric material used to insu-
late the wires. The main contribution to changes in the attenuation constant α
come from variations in the series resistance R with temperature.

Assuming that the wires have a uniform cross-section, R can be expressed
as

R = ρ
l
A

, (7.5)

where ρ denotes the electrical resistivity of the metal, l the length and A the
cross-sectional area. Both resistivity and the wire dimensions are functions of
temperature. An extensive collection of resistivity measurements for copper
(and other metals) is presented in [14]. The authors derive a recommended
curve for resistivity as a function of temperature. Accurate measurements for
the thermal expansion coefficient for copper are given in [15].

For temperatures not very far from 20 ◦C, a common and accurate way to
model [13] [16] [17] the resistance’s temperature dependence is

R(t) = R(20)(1 + σ(t− 20)
)
, (7.6)

where R is the resistance, the superscript (t) denotes the temperature t in de-
grees Celsius and σ is the temperature coefficient for the conductor material.
From [17] we obtain the temperature coefficient for copper, σ = 3.862 · 10−3.

The influence of temperature on the insulator properties is reported in [18]
for PVC, ECTFE and FEP at frequencies up to 135 MHz.

7.3 MEASUREMENTS

In order to investigate the impact of temperature on twisted copper pairs, we
have measured the scattering parameters for two different cables:
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• Cable A [19] - CW1420 - Dropwire 15: 100 meters, 0.5 mm, 4 pair cable
with a strengthening element (steel wires inside the bundle).

• Cable B [20] - CW1326: 100 meters, 0.5 mm, 5 pair cable, filled with
petroleum jelly.

Both cables were unrolled inside the thermal chamber, while network ana-
lyzer, baluns and cable ends were kept at room temperature. In Table 7.1 a
list of the equipment used and measurement conditions is presented.

Table 7.1: Measurement Equipment and Conditions
Network Analyzer Rohde & Schwarz ZNB8
Baluns BH Electronics 040-0092 [21]
Frequency 51.75 kHz to 212 MHz in steps of 51.75 kHz
Temperature -25 ◦C to 60 ◦C in steps of 5 ◦C

Whereas in [11], the authors have performed measurements at constant
time intervals while changing the temperature, we instead have taken com-
plete sets of measurements at stable temperature points. Once started, the
thermal chamber constantly monitored and displayed its internal temperature
in real-time. To verify that the cables’ temperatures accurately matched the
temperature setting for the chamber, we used the linearity of each cable’s DC
resistance. For the first two sets of measurements, the cable was left resting
at the set temperature for approximately two hours. A line was then fitted to
the initial pair of resistance measurements and used to determine whether the
temperature on the cables was stable before a new set of scattering parameters
were recorded. The measured DC resistance values are depicted in Fig. 7.1 for
pair number one in both cables. The plots for other pairs are similar.

In Fig. 7.2 we present the measured attenuation for the first pair on each
cable. For cable A, the spread in attenuation between the lowest and highest
temperature is around 4 dB at 100 MHz. At the same frequency, the spread for
cable B is around 2.5 dB. The difference in construction and quality for both
cables is visible in the attenuation, with cable B having higher losses at high
frequencies. Although intuition could suggest that the change in attenuation
would be the same for every cable made of copper, this is only strictly true
for low frequencies. From this we can already here conclude that the method
we give to scale a given cable measurement taken at a known temperature to
another temperature will not work perfectly for all cables.

It is not only difficult to capture the variations between cables, but also
between pairs in the same bundle. To quantify how the pairs vary with tem-
perature, in Fig. 7.3 we plot ∆H, the difference in attenuation between a mea-
surement taken at -25 ◦C and another taken at 60 ◦C for each pair in cable A.
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Figure 7.1: DC loop resistance measured for both cables. The actual
measured values are represented by black dots. The blue
solid line was obtained using the linearity relation for cop-
per conductors, (7.6).

We observe that the cable has three pairs that behave similarly and one pair
that deviates. The reason is unknown but we can speculate that it perhaps is
closer to the steel reinforcement than the other pairs. This type of deviation
adds uncertainty when using one pair in a cable to model all pairs, but not
when modelling the temperature changes of a given pair.

7.4 TEMPERATURE ADJUSTED KM MODELS

The KM models [9] were developed based on Taylor series approximations
of (7.3) and build on the BT0H model. These models are named according to
the number of terms considered in the series expansion. In this section we
will focus on the adaptation of the KM1 model parameters to approximate
the behavior of cables at different temperatures.

The KM1 model is defined as follows

αkm , k1
√

f + k2 f ,

βkm , k1
√

f − k2
2
π

f ln f + k3 f .
(7.7)

These expressions were obtained based on the first order approximation of
(7.3) and with manipulation to comply with the Hilbert transform conditions
for causality. The simplicity of this model in number of parameters and fit
procedure justify its adoption.

Before introducing the temperature adjusted KM model, we recall some of
the properties of the related BT0H model. It was proposed in [5] to accurately
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Figure 7.2: Attenuation for pair 1 on both cables. In cable A
the spread between lowest and highest temperatures is
higher, while overall attenuation at high frequencies is
lower. Cable B presents a smaller spread but significant
ripples on higher frequencies, suggesting a lower quality
of construction.

model cables up to tens of MHz using the free parameters R0, L∞, C∞ and v.
This model produces a causal impulse response using fewer parameters than
its inspiration, the classic BT0 model [2]. According to [5], R( f ) and L( f ) can
be modeled as

R( f ) , R0Q
(

f
v

)
,

L( f ) ,
R0

2π f
Λ
(

f
v

)
+ L∞,

(7.8)

where Q
(

f
v

)
= 4

√
1 +

(
f
v

)2
and Λ

(
f
v

)
is the Hilbert transform of Q

(
f
v

)
.

Note that in the BT0H model both R( f ) and L( f ) are proportional to R0.
If one makes the simplifying assumption that L∞ depends on temperature

in the same way as R0, we would arrive at the conclusion that both series
resistance and series impedance vary with temperature by the same propor-
tion. Next, we rework this insight in (7.4) to arrive at an expression of the
propagation constant at a given temperature

α(t) ≈
(
1 + σ(t− 20)

)
R

2

√
C(

1 + σ(t− 20)
)

L
+

G
2

√(
1 + σ(t− 20)

)
L

C
,

≈
√(

1 + σ(t− 20)
)
α(20).

(7.9)
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Figure 7.3: For each pair in cable A, we plot ∆H, the difference in
attenuation between -25 ◦C and 60 ◦C over frequency. For
each of the four pairs, the difference in attenuation in-
creases steadily with frequency, but more for one pair
than the other three.

Here, for notational convenience we have omitted the room temperature su-
perscripts for R, L, G and C.

By comparison, a straightforward adjustment rule for the KM1 model is

α̂
(t)
km( f ) =

√(
1 + σ(t− 20)

)
α
(20)
km =

√(
1 + σ(t− 20)

)
(k1
√

f + k2 f ). (7.10)

To illustrate the accuracy of the temperature-adjusted KM1 model, we plot
the modelling outcomes for the available temperature extremes, -25 ◦C and
60 ◦C. Instead of directly comparing quantities related to α we use (7.2) to
obtain the more informative attenuation values.

The left side of Fig. 7.4 shows the measured attenuations of cable A at
20 ◦C and at -25 ◦C, together with the attenuation curves obtained using α

(20)
km

and α̂
(−25)
km , the original KM1 model fit at 20 ◦C and the temperature-adjusted

KM1 model shifted to -25 ◦C, respectively. The rightmost part of Fig. 7.4 cor-
respondingly shows the 60 ◦C case for cable A, while Fig. 7.5 is similarly ar-
ranged for cable B. We note that the temperature-adjusted KM-model captures
cable A with high precision, but slightly overshoots for cable B.

This is further illustrated in Fig. 7.6 where the figure of merit is the mean
squared error (MSE). For pair 1 in both cable A and cable B, the MSE be-
tween the measured attenuation at each temperature

(
α(t)
)

and the KM1-

model adapted to that measurement
(
α
(t)
km

)
is plotted there. This is compared

to the MSE between the temperature-adjusted KM1
(
α̂
(t)
km

)
and measurements

at each temperature. For the smooth attenuation of cable A, we see that the
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Figure 7.4: A comparison of measured and modelled transfer func-
tions for pair 1 in cable A, at the temperature extremes
-25 ◦C (left-hand side) and 60 ◦C (right-hand side). The
black curves correspond to the measurement and KM1
model at 20 ◦C, the red curve is measured attenuation at
either -25 ◦C or 60 ◦C, while the blue curve is the tem-
perature adjusted KM1-model using 20 ◦C as the starting
point.

KM1 model is able to capture the frequency dependency of the attenuation
well and that the temperature-adjusted KM1 too does a good job, but with the
expected increasing deviation as we go further out from 20 ◦C. As cable B’s
frequency curve is more rugged, both models have a higher MSE here but we
also see the overshoot of the temperature-adjusted model.

7.5 TEMPERATURE ADJUSTED MEASUREMENTS

As evidenced in Figs. 7.4, 7.5 and 7.6, the adjusted KM1 model gives a rea-
sonable fit over a large temperature range. However, since the KM1 model
is smooth, it fails to capture dips and irregularities in the transfer function,
quirks that are typical for real cables. Here we address the case when a real
cable measurement is available but for one temperature only. If this measure-
ment could be shifted to capture temperature differences, the fine character-
istics of the real cable could be retained. In this chapter we suggest a method
to temperature-adjust measurements results, which could be useful for those
who have access to real measurements.

Given a set of measurements α(t)( f ) taken at a reference temperature2,
(7.11) can be used to calculate an estimate α̂(t) for each value of f in the

2In the case of this paper t = 20 ◦C.
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Figure 7.5: A comparison of measured and modelled transfer func-
tions for pair 1 in cable B, at the temperature extremes
-25 ◦C (left-hand side) and 60 ◦C (right-hand side). The
black curves correspond to the measurement and KM1
model at 20 ◦C, the red curve is measured attenuation at
either -25 ◦C or 60 ◦C, while the blue curve is the tem-
perature adjusted KM1-model using 20 ◦C as the starting
point.

original measurement as

α̂(t)( f ) =
√

1 + σ(t− 20)
(

α(20)( f )
)

. (7.11)

Note that the temperature adjustment
√

1 + σ(t− 20) is the same for all
frequencies. Using (7.2), α̂(t)( f ) can be used to create an estimate of the trans-
fer function at a given temperature Ĥ(t)( f ). We take the magnitudes of the
transfer functions of cable A and cable B as plotted in Fig. 7.2, and plot them
in Fig. 7.7 for cable A and in Fig. 7.8 for cable B, after the transformation using
(7.11). The curves generated using this method maintain the original shape of
the transfer function, while still capturing the spread caused by temperature
changes.

A further evaluation is found in Fig. 7.9, where the MSE between mea-
surements at different temperatures and the equivalent temperature-adjusted
measurement is shown. We plot the MSE in the same scale as Fig. 7.6, also
including the MSE curves obtained with the original KM1 model and the
temperature-adjusted KM1 for comparison. The proposed adjustment for
measurements performs well, clearly outperforming the temperature-adjusted
KM1 model for cable B.
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Figure 7.6: Mean squared error between measurements and the KM1
model fits for each temperature (red dots) and measure-
ments and the temperature-adjusted KM1-model (blue
dots) using 20 ◦C as starting point. As expected the MSE
of the temperature-adjusted KM1-model increases as we
get further away from 20 ◦C.

7.6 CONCLUSION

Cold cables and their characteristics are often discussed but rarely measured
and modelled. In this paper we share the efforts we have done on the tem-
perature dependence of cable characteristics. We share measurements on two
common BT cables, one four-pair cable with a steel reinforcement (cable A)
and a five-pair cable, cable B. We also propose a way to modify the KM1-
model to account for temperature changes. As a final contribution we give a
way to adjust an existing cable measurement to reflect temperature changes.

As always when working with real cables, it is difficult to capture their
behaviour exactly. We believe our modelling work, intended to be of low
complexity and easy to use, adequately captures the changes in cable char-
acteristics arising from changes in temperature. The work on adjusting an
existing measurement shows that the model overestimates the changes from
temperature, especially for temperatures below zero. It is difficult to say if
it is a modelling error or if the cables are affected by e.g. humidity, or that
these two cables have this peculiarity. To be able to draw more general con-
clusions, a new, gruesome, measurement campaign would be needed. Further
improvement might come from better modelling how temperature affects the
cable’s capacitance.
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Figure 7.7: A comparison of the magnitudes of the transfer function
for measured data (left side) and the estimate obtained
using (7.11) (right side), for pair 1 in cable A.
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Figure 7.8: A comparison of the magnitudes of transfer functions for
measured data (left side) and the estimate obtained using
(7.11) (right side), for pair 4 in cable B.
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Figure 7.9: A comparison between the different temperature adjust-
ments proposed in this paper using MSE. In blue we have
the baseline performance of the KM1 model, trained using
a measurement at the indicated temperature. In red we
have the MSE obtained using a temperature adjusted KM1
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ing (7.11).



References

[1] Fast access to subscriber terminals (G.fast) - Physical layer specification,
ITU Recommendation ITU-T G.9701, Dec. 2014. [Online]. Available:
http://www.itu.int/rec/T-REC-G.9701

[2] J. W. Cook, “Parametric modelling of twisted pair cables for VDSL,” ETSI
contribution TD22, Mar. 1996.

[3] R. F. M. van den Brink, “Measurements and models on Dutch cables,”
ETSI contribution TD15, Mar. 1997.

[4] P. Boets, M. Zekri, L. V. Biesen, T. Bostoen, and T. Pollet,
“On the identification of cables for metallic access networks,” in
Proceedings of the 18th IEEE Instrumentation and Measurement Technology
Conference (IMTC), vol. 2, 2001, pp. 1348–1353. [Online]. Available:
http://dx.doi.org/10.1109/IMTC.2001.928292

[5] F. Lindqvist, P. O. Börjesson, P. Ödling, S. Höst, K. Eriksson, and
T. Magesacher, “Low-order and causal twisted-pair cable modeling by
means of the hilbert transform,” in 20TH Nordic Conference on Radio
Science and Communications, Jun. 2008, pp. 301–310. [Online]. Available:
http://dx.doi.org/10.1063/1.3117107

[6] TNO, “G.fast: Wideband modeling of twisted pair cables as two-ports ,”
ITU-T SG15 Contribution, Sep. 2011.

[7] ——, “G.fast: Parametric cable models for specifying reference loops,”
ITU-T SG15 Contribution, Sep. 2011.

[8] Ericsson AB and TNO, “G.fast: Improved model for shunt admittance in
G.fast cable model,” ITU-T SG15 Contribution, May 2012.

120

http://www.itu.int/rec/T-REC-G.9701
http://dx.doi.org/10.1109/IMTC.2001.928292
http://dx.doi.org/10.1063/1.3117107


7.6. Conclusion 121

[9] D. Acatauassu, S. Höst, C. Lu, M. Berg, A. Klautau, and
P. O. Börjesson, “Simple and causal twisted-pair channel models
for G.fast systems,” in 2013 IEEE Global Communications Conference
(GLOBECOM), Dec. 2013, pp. 2834–2839. [Online]. Available: http:
//www.dx.doi.org/10.1109/GLOCOM.2013.6831504

[10] ——, “Simple and causal copper cable model suitable for G.fast
frequencies,” IEEE Transactions on Communications, vol. 62, no. 11, pp.
4040–4051, Nov. 2014. [Online]. Available: http://www.dx.doi.org/10.
1109/TCOMM.2014.2364585

[11] Alcatel-Lucent Bell, “G.vdsl: On the tracking speed required for
changing crosstalk channels,” ITU-T SG15 Contribution, May 2007.
[Online]. Available: http://www.itu.int/md/T05-SG15-C-0540

[12] P. Lafata and M. Nevosad, “Modelling of metallic cables at G.fast fre-
quencies,” in Applied Electronics (AE), 2015 International Conference on, Sep.
2015, pp. 145–148.

[13] M. Nevosad and P. Lafata, “Modelling of propagation constant of
twisted pairs and its temperature dependence at g.fast frequencies,”
ELEKTRONIKA IR ELEKTROTECHNIKA, vol. 22, no. 2, pp. 107–113,
2016. [Online]. Available: http://dx.doi.org/10.5755/j01.eie.22.2.12448

[14] R. A. Matula, “Electrical resistivity of copper, gold, palladium, and
silver,” Journal of Physical and Chemical Reference Data, vol. 8, no. 1147,
1979. [Online]. Available: http://dx.doi.org/10.1063/1.555614

[15] T. A. Hahn, “Thermal expansion of copper from 20 to 800k standard
reference material 736,” Journal of Applied Physics, vol. 41, no. 5096, 1970.
[Online]. Available: http://dx.doi.org/10.1063/1.1658614

[16] M. Bockarjova and G. Andersson, “Transmission line conductor
temperature impact on state estimation accuracy,” in 2007 IEEE
Lausanne Power Tech, Jul. 2007, pp. 701–706. [Online]. Available:
http://dx.doi.org/10.1109/PCT.2007.4538401

[17] J. H. Dellinger, “The temperature coefficient of resistance of copper,”
Bulletin of the Bureau of Standards, vol. 7, no. 1, pp. 71–101, 1911. [Online].
Available: http://dx.doi.org/10.6028/bulletin.161

[18] C. Y. O. Lin and J. P. Curilla, “Temperature-related changes in dielectric
constant and dissipation factor of insulations increase attenuation in
data cables used in building plenums,” in [1991] Proceedings 16th
Conference on Local Computer Networks, Oct. 1991, pp. 74–79. [Online].
Available: http://doi.org/10.1109/LCN.1991.208050

http://www.dx.doi.org/10.1109/GLOCOM.2013.6831504
http://www.dx.doi.org/10.1109/GLOCOM.2013.6831504
http://www.dx.doi.org/10.1109/TCOMM.2014.2364585
http://www.dx.doi.org/10.1109/TCOMM.2014.2364585
http://www.itu.int/md/T05-SG15-C-0540
http://dx.doi.org/10.5755/j01.eie.22.2.12448
http://dx.doi.org/10.1063/1.555614
http://dx.doi.org/10.1063/1.1658614
http://dx.doi.org/10.1109/PCT.2007.4538401
http://dx.doi.org/10.6028/bulletin.161
http://doi.org/10.1109/LCN.1991.208050


122 The Cold Cables Case

[19] BT Cables, External 4 Pair Dropwire Telephone Cable, DROPWIRE 15, 2012.
[Online]. Available: http://goo.gl/jUL6RR

[20] ——, PeT Solid Local Network Cable, CW1326, 2012. [Online]. Available:
http://goo.gl/3X7MPZ

[21] BH Electronics, Test BALUN 040-0092, 1998. [Online]. Available:
http://goo.gl/nsMnU1

http://goo.gl/jUL6RR
http://goo.gl/3X7MPZ
http://goo.gl/nsMnU1


8
Temperature-dependent Shift of Notches in the

Frequency Response of Twisted-Pairs

Eduardo Medeiros, Per Ödling, Ian Cooper, Trevor Morsman,
Stefan Höst and Per Ola Börjesson

Abstract

In this letter we present evidence for temperature-dependent frequency
shifts of the notches in a cable transfer function, a phenomenon observed
in fiber and coaxial cable Bragg gratings. Measurements on two commonly
deployed British cables indicate that besides changes in attenuation, notches
in the transfer function may shift by more than 1 MHz due to temperature
changes. For the measured cables, perhaps counter-intuitively, the propa-
gation delay is shortened as temperature increases in spite of the thermal
expansion.1

1The material in this chapter was not previously published.
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8.1 INTRODUCTION

When the International Telecommunications Unit (ITU) started developing
G.fast [1], cable models adequate up to hundreds of MHz were a topic of
high interest [2–6]. State-of-the-art models are capable of representing copper
cables fairly well under static conditions. In real deployments though, the
access plant is exposed to harsh environmental conditions that influence the
twisted pairs’ transmission properties. The literature covering such effects is
scarce, especially when it comes to high frequencies.

In a uniform transmission line the properties of conductors, insulators and
cable geometry are independent of the longitudinal coordinate. In practice,
due to manufacturing variances, incorrect handling and cable aging the di-
mensions of the conductors, insulation, the distance between pairs, and the
twist rate may change. As a consequence, cable measurements can look quite
different from idealized models, especially at high frequencies (for an exam-
ple see Fig. 2 in [7]).

The variations of the characteristic impedance along the length of the cable
generate reflections that can add up in phase, resulting in dips in the trans-
mission spectrum. This has been reported in [8–10] for cables with periodic
changes in the dielectric.

In other types of transmission lines, mainly fibers, but recently also coaxial
cables [11] [12], Bragg gratings have been used. In these applications, the
refractive index of the fiber core or the characteristic impedance of the coaxial
cable are modified to form a notch at some desired wavelength. Shifts in
the so-called Bragg wavelength are observed when the transmission line is
strained or the temperature changes [11] [13–16].

In our measurement campaign we have observed that the dips in the twisted
pairs’ transfer functions exhibit the same behavior. Here, though, the notch-
ing of some frequencies are neither desired nor intentionally introduced, but
rather occur as an outcome of the manufacturing process and cable handling.

In this paper, we present measurements for two cable types commonly de-
ployed in the United Kingdom [17] [18] over a temperature range of -25 ◦C to
60 ◦C. We offer an explanation for the observed frequency shift of notches in
the transfer function based on the Bragg condition. Lastly, we present exper-
imental results showing that the phase velocity for both cables increase with
temperature and that the propagation delay is shortened.

8.2 SYSTEM MODEL

A frequency dependent uniform transmission line’s primary coefficients are
series resistance R( f ), series inductance L( f ), shunt capacitance C( f ) and
shunt conductance G( f ). Using the primary coefficients one can define the
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transmission line’s series impedance Z( f ) = R( f ) + j2π f L( f ) and shunt ad-
mittance Y( f ) = G( f ) + j2π f C( f ). Based on those, the secondary coefficients
are denoted

Z0( f ) =

√
Z( f )
Y( f )

and γ( f ) =
√

Z( f )Y( f ),

where Z0( f ), γ( f ) represent the characteristic impedance and propagation
constant, respectively.

Separating real and imaginary parts of the propagation constant one ob-
tains γ( f ) = α( f ) + jβ( f ), where α( f ) denotes the attenuation constant and
β( f ) the phase constant. For a perfectly-terminated homogeneous line, we can
use α( f ) and β( f ) to express the transfer function H at a certain frequency as

H( f ) = e−dγ( f ) = e−d(α( f )+jβ( f )), (8.1)

where d represents the line length.
The phase velocity is defined as

v( f ) =
2π f
β( f )

. (8.2)

A sinusoid of frequency f propagating in a transmission line with phase ve-
locity v( f ) will have a wavelength

λ =
v( f )

f
. (8.3)

8.2.1 BRAGG CONDITION

When the characteristic impedance along the line changes with periodicity
Λ (in length units), in-phase reflections occur if the following condition is
met [9] [12]

β =
π

Λ
. (8.4)

The condition can also be stated in the form Λ = λ
2 .

8.3 MEASUREMENTS

As described in detail in our companion paper [19], we have measured the
scattering parameters for two different cables:

• Cable A [17] - CW1420 - Dropwire 15: 100 meters, 0.5 mm, 4 pair cable
with a strengthening element (steel wires inside the bundle).
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• Cable B [18] - CW1326: 100 meters, 0.5 mm, 5 pair cable, filled with
petroleum jelly.

Both cables were unrolled inside the thermal chamber, while network ana-
lyzer, baluns and cable ends were kept at room temperature. In Table 8.1 a
list of the equipment used and measurement conditions is presented.

Table 8.1: Measurement Equipment and Conditions
Network Analyzer Rohde & Schwarz ZNB8
Baluns BH Electronics 040-0092 [20]
Frequency 51.75 kHz to 212 MHz in steps of 51.75 kHz
Temperature -25 ◦C to 60 ◦C in steps of 5 ◦C

In Fig. 8.1 we present the measured attenuation for the first pair on each
cable. While the increase in attenuation is expected due to an increase in re-
sistance (see [19]), a more interesting observation is the fact that the notches of
the transfer function shift to higher frequencies as the temperature increases.
This is highlighted in the insets of Fig. 8.1. For a 10 ◦C increase, the frequency
shift for the highlighted cases can be larger than the subcarrier spacing used
in systems such as G.fast.

To explain why these shifts occur, we propose that part of the naturally
occurring cable inhomogeneities obey the Bragg condition as stated in (8.4).
In other words, if a dip is observed at frequency fn, a set of inhomogeneities
are disposed along the cable in such a way that the distance between them
(Λ) approaches λ

2 .
As the cable temperature increases, both Λ (the distance between inhomo-

geneities) and λ (the wavelength) will change. The first mainly as a result of
thermal expansion, the second as a result of changes in the dielectric constant.
To denote their dependence on temperature we use Λ(t), and λ(t) from now
on.

In Fig. 8.2 we present v( f )(t), the phase velocity as a function of frequency
and temperature for pair one in cable A2. We notice that as temperature in-
creases, the phase velocity increases. Since wavelength and phase velocity are
proportional (from (8.3)), we also conclude that for t > t0, λ(t) > λ(t0).

Let f (t)n denote the frequency at which a notch in the transfer function is
observed when the temperature equals t. f (t)n is a solution to the equation

v( f )(t)

f
= λ(t) = 2Λ(t). (8.5)

2Similar results were observed in all other pairs in both cables. Due to space con-
straints we restrict the presentation to a single example.
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For a pair of temperature values t0 and t, the ratio between the frequencies
where a notch should be observed can be written as

f (t)n

f (t0)
n

=
v( f )(t)

v( f )(t0)
· Λ(t0)

Λ(t)
. (8.6)

If the increase in phase velocity caused by a temperature change is larger
than the thermal expansion of the inhomogeneities along the cable length, the
notch in question should be observed at a higher frequency, which is what we
see for our two cables.

Lastly, we report on the temperature dependency of the propagation delays
for the measured cables. In Fig. 8.3 we present the impulse response of pair
one in cable A as a function of time and temperature. For any given temper-
ature, let us use the location of the maximum point to derive the propagation
delay. If the cable’s length were to expand at a higher rate than the prop-
agation velocity increases, the propagation delay should increase with tem-
perature. In our measurements, though, the inverse effect is observed. The
increase of propagation velocity dominates over thermal expansion, leading
the impulse response to rise earlier than expected.

8.4 CONCLUSION

At least for the two measured cables, a cold pair is “slower” even though it
is shorter. Although this at first may seem counterintuitive, similar results
are reported in [21] [22] for coaxial cables. As temperature changes, shifts in
the transfer function notches are observed. We offer an explanation based
on the distance between inhomogeneities in the characteristic impedance and
discuss how changes in physical dimensions and phase velocity could explain
the shifts. We conclude that the influence of the changes in phase velocity
dominate over the thermal expansion.
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Figure 8.1: Attenuation for pair one on both cables. In cable A
the spread between lowest and highest temperatures is
higher, while overall attenuation at high frequencies is
lower. Cable B presents a smaller spread but significant
ripples on higher frequencies, suggesting a lower quality
of construction. The magnifying insets on both plots illus-
trate the temperature-dependent frequency shift for some
of the notches.



8.4. Conclusion 129

20 40 60 80 100 120 140 160 180 200

2.02

2.03

2.04

2.05

2.06

2.07

2.08

2.09

2.1
10

8

Figure 8.2: The phase velocity as a function of frequency and tem-
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phase velocity seems to be an affine function of the tem-
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Enabling DSL and Radio on the Same Copper Pair

Yezi Huang, Eduardo Medeiros, Stefan Höst, Thomas
Magesacher, Per-Erik Eriksson, Chenguang Lu, Per Ödling and

Per Ola Börjesson

Abstract

To increase indoor coverage for mobile services, we propose a residential
small cell infrastructure making use of the existing copper plant. The system
is cabinet-based, collocated with VDSL2 and uses small pieces of spectrum
next to VDSL2. Inspired by the Ericsson Radio Dot System, it challenges the
femtocell paradigm offering full macro functionality in the small cells. An
interesting service potential is offered albeit the added mobile traffic capacity
is moderate as it is limited by the copper fronthaul. 1

1Published in Proc. IEEE International Conference on Communications (ICC 2015), Lon-
don, United Kingdom, 08-12 Jun. 2015.
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9.1 INTRODUCTION

The copper access network plays a key role in the evolutionary process of
delivering broadband services [1]. Relaying radio signals over high-quality
copper cables, as demonstrated by the system introduced in [2], can provide
full macrocell functionality to indoor small cells fed over cables. While [2]
focuses on indoor-enterprise environments using standard LAN cables, we
pose the question whether it could be used to realize a vision of connected
homes exploiting the edge of the access network. Given the increased interest
in residential small cells in standardisation bodies and the increasing market
uptake of femtocells, the concepts presented in [2] could be extended to the
public switched telephone network (PSTN), representing a valuable market
opportunity for operators.

The amount of attention given to residential small cells is increasing fast.
This is partly fueled by increasing capacity demands calling for a densification
of the cellular networks and insights into the cost of doing so [3]. Estimations
in [4] [5] hint that between 70% and 90% of the traffic in the mobile networks
is generated indoors, and it is suggested that the homes are natural new sites
for small cells. But the drive towards small cells is also coming from changes
in how we live and how we construct our dwellings. Thick fire-safe concrete
walls increasingly block radio waves as we move our systems higher up in fre-
quency. New window types with high energy insulation often have a built-in
thin metal layer sealing off the interior both thermally and electromagnetically.
Achieving indoor coverage becomes increasingly difficult without placing an
antenna inside the home.

The main approach to get an antenna inside the home today is by deploying
a femtocell. Here we go deeper into the Radio Dot System [2] idea presented
by Ericsson. Instead of using standard LAN cables, we focus on twisted pairs
in the PSTN copper plant, using the spectrum above VDSL2 17 MHz profiles
but below G.fast (the next generation DSL) and maintaining so low interfer-
ing signal levels that these and other legacy systems remain unaffected at
large. Thus, we argue that the extended concept is realistic and deployable,
albeit it requires similar augmentation of the regulatory regimes like any new
DSL system would. We perform the spectrum planning by optimizing for
capacity in a typical plant topology and show that decent bit rates can be
delivered. In [6] and [7], an alternative femtocell architecture is investigated.
It superimposes the radio signal on the lower part of VDSL2 spectrum, start-
ing from 100 kHz, and performs compound MIMO processing over air and
cable channels. Although benefiting from lower cable attenuation, directly
usage of VDSL2 spectrum makes this system suffer from inevitable VDSL2
interference, and vice versa.

In this paper we intend to develop a realistic and deployable system archi-
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Figure 9.1: A schematic for the proposed radio-over-copper system.
Notice the co-location of DSL equipment and remote ra-
dio units in the cabinet.

tecture that is collocated with VDSL2 in the cabinets of the telephony copper
network. We extend the concept presented in [2] by evaluating its feasibil-
ity over regular telephony cables, using the spectra between VDSL2 [8] and
G.fast [9]. Disregarding the losses in the radio channel, the available capacity
in the copper loop is evaluated at the chosen band. We optimize the place-
ment of downlink and uplink bands to avoid interfering with legacy systems,
and as a result determine the maximum loop lengths over which radio signals
can be deployed.

The paper is organized as follows. In Section 9.2, the system concept is
introduced. In Section 9.3, achievable throughput and coexistence are inves-
tigated. Section 9.4 presents a case study with gap-band optimization and
Section 9.5 concludes the work.

9.2 WHY AND WHERE

The system topology considered in this paper is depicted in Fig. 9.1. We have
a location such as a home connected with telephony wiring feeding radio
equipment in turn accessing an indoor radio channel. A traditional femtocell
architecture terminates the copper line with some flavor of DSL, say VDSL2,
backhauling the femtocell traffic over a bitstream connection. Suppose that
we now want to deliver an analog fronthaul service over the copper but in
parallel to VDSL2 rather than using it as backhaul. Is it possible and if so
what capacity do we release? These are the questions we attempt to answer
with this paper.

In Fig. 9.1 the base band unit (BBU) is located centralised in the network,
and the radio signal is sent out to the remote radio unit (RRU) digitally with
e.g., CPRI [10] using a fiber connection. The RRU in this setup is typically co-
located with the VDSL2 digital subscriber line access multiplexer (DSLAM)
in the cabinet. In the downlink direction, the radio signal is upconverted to



136 Enabling DSL and Radio on the Same Copper Pair

the band above the VDSL2 signal. A diplexer (Dipl. in the figure) combines
the VDSL2 signal and the radio signal on the twisted pair. At the customer
premises a second diplexer splits the signals for the VDSL2 customer premises
equipment (CPE) and the remote radio head (RRH). Shifting the radio signal
up in frequency to the required band gives indoor mobile coverage. A similar
procedure occurs in the uplink direction, where the RRH down-converts the
radio signal to adequate frequencies in the copper loop. After transmission
through the twisted pair, the analog radio signal is sampled at the RRU.
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Figure 9.2: Bandplans for VDSL2, G.fast and the band of interest
for the proposed radio-over-copper system, pictured as
a green shaded area.

The frequency range we intend to make use of is shown in Fig. 9.2. The
leftmost part of the figure shows the various up- and downlink bands of
VDSL2 and the right part shows one of the possible options for the starting
frequency of G.fast (30 MHz). This particular spectrum plan was defined by
ITU [11] and is typical for what can be expected in many countries. Although
VDSL2 30 MHz profiles have been standardized for years, their market pen-
etration in western countries is much lower compared to their 17 MHz coun-
terparts. Therefore, in this paper we target unused spectra between 17 MHz
and 30 MHz.

The focus of this work is on spectrum planning and throughput evalua-
tion. Several related issues are left for further study. First, we do not consider
crosstalk originating from VDSL2 or G.fast users in neighboring lines. The
band we intend to use lies spectrally between VDSL2 and G.fast. Thus, there
is only crosstalk of leakage signals at the band edges. Second, we assume
that there is no crosstalk in the VDSL2-G.fast gap band from other radio-
over-copper systems—that is, we limit our focus to scenarios with a single
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radio-over-copper system in the last-drop cable. This assumption is reason-
able because the crosstalk between radio-over-copper systems could be dealt
with by crosstalk cancellation schemes similar to those used in VDSL2 and
G.fast. Third, we do not consider the impact of electromagnetic compatibility.
In order to limit unwanted radio egress, we keep the transmit PSD in the band
of interest between −60 dBm/Hz and −80 dBm/Hz. This choice of transmit
PSD is compatible with the limiting PSD masks defined for 30 MHz VDSL2
profiles. Consequently, the egress noise generated by the proposed system
would be comparable to that caused by a standard-compliant 30 MHz VDSL2
system. However, analog radio-over-copper transmission remains vulnerable
to radio ingress. Interference that is picked up by the copper pair in the gap
band directly affects the signal quality, both in downlink and uplink direction.
The coexistence analysis presented in the following sections is merely a first
step in assessing the feasibility of an analog radio-over-copper system hosting
a radio signal between VDSL2 and G.fast.

9.3 COEXISTENCE AND CAPACITY

In our system analysis, we begin by placing the downlink band for the ra-
dio signal starting at 21 MHz. Assume the VDSL2 system uses a bandplan
occupying frequencies up to 17 MHz (e.g., the FDD bandplan 998ADE17 [8]).
Appropriate signal separation through the diplexers pushes the out-of-band
leakage from VDSL2 right to the noise floor of the radio signal, and vice
versa. The VDSL2 bandplan 998ADE17 shown in Fig. 9.2 ends with a down-
link band in 12-17 MHz. The diplexer filters separating the signals will work
on similar power levels, since both are either attenuated (on the RRH side)
or un-attenuated (on the RRU side). The alternative to start with the uplink
for the radio signal results in an unbalance of amplitudes, which requires
substantially more attenuation in the stop band of the filters.

The narrowest bandwidths used in a modern mobile communication sys-
tem, such as LTE [12], are 1.4 MHz, 3 MHz and 5 MHz, each having a built-in
guard band. Unfortunately, two of the 5 MHz bands do not fit into our in-
tended spectrum span from 21 MHz to 30 MHz and two 1.4 MHz bands yield
a perhaps less than impressive capacity. Thus we focus on fitting two of the
3 MHz bands. This gives a single parameter to be optimized for the resulting
capacity, namely the starting frequency of the 3 MHz uplink band.

9.3.1 DOWNLINK

Fig. 9.3 depicts a schematic band plan. The downlink signal is notably atten-
uated after transmission over the copper cable (cf. blue spectrum in Fig. 9.3a).
The sloped shape of the in-band downlink spectrum is due to the low-pass
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(a) RRH side (b) RRU side

Figure 9.3: Mutual interference between uplink and downlink radio
signals in the copper cable.

properties of the cable where the attenuation grows with frequency. This
sloped shape will be corrected by an equalizer at the RRH, since the PSD of
the transmit signal at the antenna should be flat. At the RRH side of the cop-
per line, the uplink signal is un-attenuated and thus much stronger than the
downlink signal. The spectrum (red in Fig. 9.3a) is stronger and flat over the
utilized band. However, the out-of-band leakage, e.g., resulting from the in-
sufficiently suppressed air channel interference, into the downlink signal can
be severe if the guard band is not sufficient. After equalization of the down-
link signal, the uplink spectrum (red) leaking into the downlink region (blue)
will act as in-band interference, which is much stronger than the cable noise.

Let SNRd denote the downlink SNR defined as the minimum ratio between
the downlink signal PSD level and the out-of-band leakage PSD level P from
the uplink signal. The level P encountered in a system depends strongly on
implementation details. In a real system, P will rather vary over frequency
than remain constant over our band of interest. However, from an analysis-
perspective, a frequency-flat upper-bound leakage level P is sufficient since
higher SNR levels over parts of the downlink band cannot be exploited by our
analog relay scheme. In general, a larger gap-band ∆ between downlink and
uplink yields a lower interference level P and thus higher SNRd, since the out-
of-band leakage of uplink is supposed to be fading out. From an optimization
perspective, it is thus rewarding to push the starting frequency of the uplink
band upwards in frequency.

We start evaluating the proposed scheme by calculating the peak bit rate
supported by the downlink radio link with a single antenna. We then calculate
the SNRd after transmission over the copper loop, while varying the loop
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length and assuming different levels of leakage between uplink and downlink
signals. The objective is to find the reach over which the system could be
deployed, given some implementation losses due to band placement. We
utilize the BT-CAD55 [13] cable model, since it is representative for copper
cables deployed in the field.

Assuming an allowed symbol error rate2 of 10−6 the SNR gap becomes
Γ ≈ 9 dB [14]. Then the bit rate supported by the copper channel in either
direction can be obtained by

Rb = B(1− β) log2
(
1 + 10(SNR−Γ)/10) (9.1)

where B denotes the transmission bandwidth and β is the fraction of B re-
served for the built-in guard-bands, yielding the effective bandwidth W =

B(1− β). A radio signal with 3 MHz bandwidth and R[d]
b = 11 Mbps down-

link peak bit rate is used as a reference.

Figure 9.4: Bit rate supported by the copper channel for downlink
radio signal over the BT-CAD55 cable model, assuming a
certain interference from uplink leakage.

To enable radio transmission without performance degradation, Rb, the bit

rate supported by the copper channel should not be lower than R[d]
b . Fig. 9.4

presents the relation between Rb at the far-end of the copper pair and the
uplink leakage PSD level P. Given different loop lengths, the insertion loss for
the copper cable BT-CAD55 was calculated as in [13]. The background noise
on the copper pair limits the noise-plus-interference level inside the downlink
band to −140 dBm/Hz. Thus, the grey area in Fig. 9.4 represents the feasible
region for downlink radio transmission over the BT-CAD55 test-loop.

2Note that the symbol error rate is an upper bound for the bit error rate.
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9.3.2 UPLINK

At the RRU side of the copper cable the situation is mirrored as the uplink
band is attenuated and the downlink out-of-band leakage causes interference
(see Fig. 9.3b). The achievable rate Rb in uplink direction versus downlink
leakage PSD is very similar to the results presented in Fig. 9.4. However, there
is one more effect. The uplink signal will be more attenuated the further up
in frequency it is placed. Furthermore, the interference to and from G.fast ser-
vices increases as the upper edge of the uplink band moves towards 30 MHz.
From an optimization perspective, there exists a trade-off between increased
attenuation and larger gap-band.

Clearly, we would like to stay away from the future G.fast band starting at
30 MHz for the sake of both services, but we do not include any specific level
of interference in the derivation at this point. The G.fast out-of-band noise
decreases very sharply and would not have an impact on the results at least
in this direction.

Figure 9.5: Bit rates supported by the copper channel for uplink radio
signal over the BT-CAD55 model, assuming a certain gap-
band ∆.

Let ∆ denote the gap-band between uplink and downlink. Assume that
at the near-end of the copper cable, the baseband downlink radio signal is
shifted to the adequate copper frequencies, but does not go through any
power amplifier, resulting in a sharply declining PSD at the band edges. The
well behaved downlink radio signal results in negligible out-of-band emis-

sions. Typically, the maximum uplink bit rate is R[u]
b = 5 Mbps. Using this

value as a reference and varying ∆, we obtain the uplink feasible region shown
in Fig. 9.5. Combining the feasible regions in both directions, we observe that
the system could be deployed almost 500 meters away from the cabinet for
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the BT-CAD55 cable.

9.4 BAND PLACEMENT WITH FIXED FILTER STRUCTURE

In this section we evaluate the impact of band placement given a certain fixed
diplexer structure. For this case study, we use the spectra shown in Fig. 9.3.
Applying the same methodology as before, we vary ∆, cable length, transmit
PSD, and cable type while using the peak radio signalling bit rates as a lower-
bound threshold for feasibility.

(a) Bit rates in both directions over 300 m copper pair.

(b) Aggregate bit rates.

Figure 9.6: Supported bit rates for the radio signal over BT-CAD55
copper pair, when the transmit PSD is −60 dBm/Hz.

In Fig. 9.6a the available bit rates over the copper channel for downlink
and uplink directions are shown as a function of the gap-band ∆. We chose
a 300 meters BT-CAD55 copper pair to obtain a representative attenuation
level. The downlink band is positioned at 21-24 MHz, while the uplink band
moves depending on ∆. For small ∆, the interference between the two bands
can be substantial. As ∆ grows, mutual interference fades and there is a
frequency point where the downlink band is not interfered anymore, or the
interference power level becomes lower than the background noise on the
twisted pair. Beyond this frequency point, the bit rate remains constant, e.g., in
Fig. 9.6a typically after ∆ = 0.95 MHz. For the uplink band, signal attenuation
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increases for larger values of ∆, consequently causing a decrease in bit rates.
The aggregate bit rates are presented in Fig. 9.6b, assuming a transmit PSD

of −60 dBm/Hz in both directions. As expected, the aggregate bit rate peaks
for ∆ = 0.95 MHz. At this point, mutual interference reaches the background
noise level, and the uplink band is located as close to downlink as possible. At
the optimal gap-band setting, the upper edge of uplink stops before 28 MHz,
leaving a comfortable gap between the proposed system and future G.fast
services.

The maximum transmit power also affects optimal gap-band setting, as
evidenced in Fig.9.7a. For a fixed filter structure with a particular side-lobe
suppression capability, higher in-band transmit power implies increased out-
of-band leakage. Therefore, a wider gap-band is required. Lower transmit
power allows for shorter gap-bands, but the drop in receive SNR might not
justify that choice (see Fig.9.7b). High transmit-power levels, however, may
cause undesirable leakage into neighboring systems on the same copper pair
as well as crosstalk.

(a) Relation between transmit PSD and optimal ∆.

(b) Aggregate bit rates when the optimal ∆ is applied.

Figure 9.7: Influence of allowed transmit PSD on the band placement,
assuming a fixed filter structure in the RRH.

The cable channel will not severely affect the total SNR of the combined
copper and air channel as long as the available bit rate for the copper seg-
ment is well above the peak rate for the air interface. Using this reasoning
we evaluate possible deployment distances. In this study case, besides BT-
CAD55, we employ two other cables models, ETSI90 and ETSI32, representing
high and low quality cables, respectively. The results are collected in Fig. 9.8,
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where the aggregate bit rate is shown as a function of cable length, assum-
ing ∆ = 0.95 MHz, a transmit PSD of −60 dBm/Hz, and the same fixed filter
structure for all cables.

For the BT-CAD55 cable, a length close to 500 meters approaches the air in-
terface peak rate. For the low quality cable the same limit is at about 360 me-
ters while the high quality cable has a substantial margin even at 500 meters.
We conclude that it is possible to transmit analog radio signals for modern
communication systems over the telephony copper lines connecting the end
user in ranges of at least 350 meters. For medium quality cables this measure
is close to 500 meters and for high quality well above 500 meters.

Figure 9.8: Achievable aggregate bit rates over the copper channel
using the optimal gap-band setting, when the transmit
PSD is −60 dBm/Hz.

9.5 CONCLUSION

Small cells seem to be the next solution to the ever growing capacity demand
in mobile networks, which is fueled by the development of more and more
sophisticated services and mobile terminals as well as a growing number of
users. Relaying the radio signal over the existing copper access network may
provide a valuable contribution to solving both the backhaul bottleneck and
placing small cells right where they are needed. We argue that a cabinet-
based system is realistic in terms of coexistence with wireline systems and
we show that the capacity it delivers is significant. The added capacity is
sufficient to deliver decent mobile services to most homes given a typical
European topology of the PSTN network. Peak capacity is limited by the
copper fronthaul bandwidth but average capacity per user is good as these
residential small cell naturally has few users.
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Abstract

The densification of mobile networks in order to meet increased capacity
demands is ongoing, needed and costly. A few papers have been published
based on the insight that the fixed broadband networks offer a multitude of
sites, for instance our homes, for potential small cell deployment providing
backhaul capacity and power without site costs. However, in order to reach
economical large-scale benefits, we explore the case when radio systems are
deployed in coexistence with DSL. In this paper, we establish the feasibility
of such a concept under constraints invoked by state-of-the-art and emerging
systems (3GPP, VDSL2 and G.fast) and make statements about the required
architecture. We also point out that the enthusiasm of previously published
results should be lowered a notch. 1

1Published in Proc. IEEE Symposium on Personal, Indoor and Mobile Radio Communica-
tions - (PIMRC), Hong Kong, China, 30 Aug. - 03 Sep. 2015.
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10.1 INTRODUCTION

The explosive growth of connected smart devices forces operators to invest
constantly in improving the capacity of mobile radio networks. Currently,
the main approach for addressing the demands is to deploy closely spaced
macro base stations. With 4G deployments reaching maturity and the telecom
industry starting their research on candidate solutions for 5G, small cells are
promoted as an important enabler for higher capacity.

In the papers [1] [2] Gambini et al. proposed the reuse of copper lines for the
deployment of femtocells based on amplify-and-forward devices. In [3], Lu et
al. present a solution for increased indoor radio performance. Their system
benefits from transparent remote radio heads (RRHs) and shared baseband
processors to achieve full coordination between small cells and the macro
layer, eliminating the main drawback of femtocells.

In [4] we have evaluated the feasibility of co-deploying fronthaul for mod-
ern radio access network together with traditional digital subscriber line (DSL)
services, reusing the cabinet infrastructure already in place. Our results sug-
gest that mobile networks with moderate capacity could be deployed over
copper without disturbing legacy fixed-access technologies.

In this paper we utilize the basic architecture described in [4] to deploy
LTE for small cells over residential unshielded copper loops. Our interest is
to investigate the implications of 3GPP compliance on an implementation that
down/up converts LTE signals to intermediate frequency (IF) over the copper
loops, as illustrated in Fig. 10.1. Based on the requirements we present design
guidelines for an RRH and estimates for how distant these systems could be
deployed from the street cabinet.

10.2 SYSTEM ARCHITECTURE

We consider a distributed base station architecture as described in [4] where
the cell processing is functionally split among three entities. Baseband proces-
sors perform digital signal processing on baseband LTE signals. In downlink
direction the baseband signals are up-converted to IF (labeled in Fig. 10.1) at a
remote radio unit (RRU) deployed in colocation with DSL equipment in street
cabinets. After IF conversion, the LTE signals are transmitted over a copper
pair (represented in Fig. 10.1) to an RRH, converted to the appropriate radio
frequency (RF) and then sent to the user equipment (UE) over the air. In the
uplink direction, the radio signal received at the RRH is down-converted to
IF, transmitted to the RRU, and finally converted to baseband for receiver
processing.

To coexist with VDSL2 and G.fast systems, the target IF band is placed
between 21 MHz and 30 MHz, which restricts the available bandwidth for LTE
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Figure 10.1: Bandplan adopted in this paper. The LTE signal is placed
between VDSL2 and G.fast systems for coexistence. The
dashed lines represent the limit PSD masks for the DSL
systems. The frequencies between 17 MHz and 30 MHz
are not used by VDSL2 17 MHz profiles or G.fast.

signals to be 3 MHz. The resulting bandplan is presented in Fig. 10.1, with
the downlink LTE band placed between 21 MHz and 24 MHz, a gap-band of
∆ = 0.95 MHz, and the uplink signal extending to 28 MHz. As reported in [4],
for a maximum transmit PSD of S = −60 dBm/Hz over the copper pair, the
proposed system can be deployed up to 500 meters away from street cabinets.

In Fig. 10.2 we present a model for the RRH considered in this work. The
upper and the lower signal branches, which contain the processing elements
for the LTE downlink (DL) and the LTE uplink (UL) path, are connected to
the twisted pair via a hybrid coupler. On the opposite side they connect to an
RF front-end. The hybrid coupler used in the RRH is not perfect, exhibiting
non-negligible trans-hybrid loss [5], denoted as Lhybrid. The leakage from
uplink to downlink inside the RRH may cause in-band interference and/or
out-of-band noise that need to be dealt with in order to avoid performance
degradation.

Invoking the requirements imposed by 3GPP regulations and a typical in-
door propagation scenario, feasible quantities for the overall in-band ampli-
fication G and out-of-band rejection L at the RRH can be derived for uplink
and downlink, respectively. Here we perform a “black-box” study without
suggesting a specific arrangement of amplifiers and filters. Superscripts [u]
and [d] are used to distinguish between uplink and downlink, respectively.

The choice of in-band gains depends on the required transmit power over
copper and air channels such that the necessary SNR is achieved. In order to
avoid mutual interference and also coexist with other wireless systems that
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From RRU

To RRU

Figure 10.2: Model for the RRH. For each direction in-band gain and
out-of-band rejection are the parameters. Leakage from
uplink to downlink due to an imperfect hybrid is repre-
sented by the red dashed arrow.

operate on adjacent channels, out-of-band rejections are derived according
to spectrum emission mask (SEM) and adjacent channel selectivity (ACS) in
uplink direction and required adjacent channel leakage power ratio (ACLR)
in downlink direction, respectively.

10.3 UPLINK PATH

10.3.1 IN-BAND SIGNAL AMPLIFICATION G[U]

For the uplink direction, we start by estimating the receive power at the RRH
antenna. Here we employ the indoor transmission path-loss model [6], which
assumes that base station and UE are located in the same building. We calcu-
late the air channel path-loss for a typical residential scenario as

Lair [dB] = 20 log10 fc + α log10r + L f − 28, (10.1)

for a carrier frequency fc [MHz], a propagation distance r [m] and an indoor
environment characterized by distance power loss coefficient α and floor pen-
etration loss factor L f [dB]. The path-loss Lair increases with the distance r
between RRH antenna and UE.

For a 3 MHz LTE signal, the uplink peak bit-rate is R̃u = 7.5 Mbps. The
receive SNR at the RRU required to support the peak rate after copper trans-
mission is

S̃NR
[u]

[dB] = 10 log10

(
2(R̃u/Bc)−1

)
+Γ, (10.2)
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where Bc = 2.7 MHz is the transmission bandwidth configuration [7] and
Γ = 9 dB is reserved to cover implementation losses. Since the maximum
output power of the UE is 23 dBm [8], the maximum receive power at the
RRH antenna connector is given by P[u]

rx,ant [dBm] = 23− Lair. Considering
thermal noise as the only noise source for the air channel transmission, we
can derive the receive SNR at the RRH antenna connector for a certain Lair,
denoted SNR[u]

air . In this work, we assume that the uplink noise figure in the
RRH is 0 dB. The uplink SNR before copper transmission then stays the same

as SNR[u]
air . To deliver S̃NR

[u]
to the RRU, the related SNR required for copper

transmission is calculated in linear scale as

SNR[u]
Cu =

SNR[u]
air · S̃NR

[u]

SNR[u]
air − S̃NR

[u]. (10.3)

For a given cable type, the channel attenuation LCu is a monotonically in-
creasing function with respect to both frequency f and cable length d. Let
F [u] denote the IFs occupied by each uplink LTE subcarrier as shown in
Fig. 10.1. To derive the in-band SNR, we use the sub-carrier that experi-
ences the worst case attenuation as a reference. Given the cable noise PSD
of N = −150 dBm/Hz and using Eq. (10.3) in dB-scale, the uplink transmit
power over the copper should be

P[u]
tx,Cu [dBm] ≥ SNR[u]

Cu + (N + 10 log10B) + max
f∈F[u]

LCu( f , d). (10.4)

Assuming a maximum transmit PSD over the copper as Smax=−60 dBm/Hz,
one can also estimate the preliminary maximum distance over which such
RRH could be deployed from the cabinet for (P[u]

tx,Cu− log10B)≤Smax.
The necessary amplification in uplink direction can then be calculated as

G[u] [dB] = P[u]
tx,Cu − P[u]

rx,ant. (10.5)

Equivalently, the maximum deployable cable length d fulfilling Eq. (10.4) can
be estimated given a certain available G[u].

In Fig. 10.3 we present the relationship between maximum cable length d
(distance between cabinet and RRH deployment site) and the maximum path-
loss that the system can endure while still providing the LTE uplink peak bit-
rate. For our target deployment scenario, an indoor residential environment at
1.8 GHz, typical values for α and L f in Eq. (10.1) are 28 and 10 dB respectively.
Notice that to deploy long cables there will be a decrease in the maximum
acceptable path-loss corresponding to the gaps between solid lines and the
red dashed line in Fig. 10.3. We refer to this gap as ∆Lair. The ∆Lair varies
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Figure 10.3: The three solid curves represent the relationship between
deployment distance and the tolerable path-loss in the
air for a fixed G[u]. The red dashed line represents the
initial maximum acceptable path-loss for the LTE uplink
peak bit-rate. The ∆Lair increases with cable length as
exemplified by the arrow around 400 meters.

for the same deployed cable length with different G[u] available. The cable
attenuation used to obtain these curves is calculated using the BT-CAD55
model, commonly employed to estimate capacity in DSL system design [9].

10.3.2 OUT-OF-BAND REJECTION L[U]

As sketched in the signal flow depicted in Fig. 10.2, after air channel trans-
mission, the received signal at the RRH may contain, besides the signal of
interest, out-of-band components OOB[u]

ant at the antenna connector. Passing
through the amplifying element(s) at the RRH, those out-of-band components
experience the same gain as the in-band uplink signal. Although this causes
no trouble for the uplink transmission in itself, the out-of-band noise may
lower the quality of the downlink signal due to the hybrid leakage. With less
than 3 MHz gap-band between downlink and uplink in the copper channel,
any neighboring interference captured by the RRH antenna will leak via the
hybrid coupler and overlap with the signal in the downlink processing path.

To guarantee the quality of the in-band signal transmission in downlink
direction, the error vector magnitude (EVM) of transmitted signals should be
lower than the limits listed in Table 6.5.2-1 in [7]. EVM is defined as

EVM =

√
1
K
‖y− x‖2

2
P0

· 100%,

where x and y denote the constellation symbols at the RRU and RRH an-
tenna connector respectively, K is the number of involved symbols, and P0
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is the average power of the modulation scheme used. This quantity can also
be translated to an in-band SNR requirement in the downlink direction given

by S̃NR
[d] ≈ 1/EVM2. Accordingly, the minimum S̃NR

[d]
is around 15.14 dB

for QPSK, 18.06 dB for 16-QAM, and 21.98 dB for 64-QAM. These parame-

ters suggest that a general minimum value of S̃NR
[d]

= 21.98 dB should be
guaranteed.

Since it is difficult to mitigate the resulting in-band interference in the
downlink path, we should suppress out-of-band emission already in the up-
link processing to a level such that the downlink EVM requirement is not
violated. Considering the trans-hybrid attenuation Lhybrid, the permissible
uplink out-of-band emission at the copper connecting port is

OOB[u]
Cu [dBm] = P[d]

rx,Cu − S̃NR
[d]

+ Lhybrid. (10.6)

Here P[d]
rx,Cu is the signal power reaching the RRH after transmission over the

copper channel, i.e.,

P[d]
rx,Cu [dBm] = S− max

f∈F [d]
LCu( f ) + log10B. (10.7)

Eq. (10.6) implies a rejection requirement at the RRH given by

L[u] [dB] = P[u]
tx,Cu − S̃INR

[u] −OOB[u]
Cu, (10.8)

where S̃INR
[u]

is the power ratio between the uplink in-band signal and the
maximum out-of-band component that overlaps with the downlink in-band
signal.

To properly illustrate the influence of specific 3GPP requirements for the
uplink out-of-band rejection we differentiate between two situations:

RRH WITHOUT AN ALIEN SYSTEM NEARBY

3GPP imposes SEM and spurious emission limits for the UE transmitter [8],
which restrict the out-of-band spectral emissions. Assuming that a UE trans-
mits at the worst case PSD mask according to those requirements, the signal
received at the RRH after amplification is represented by the red solid curve in
Fig. 10.4. If no filtering is performed, the uplink signal of interest plus its out-
of-band components leak via the hybrid resulting in in-band interference to
the downlink signal. Since the gap-band reserved between uplink and down-
link over copper transmission is small, the leakage imposes a requirement on
L[u] as indicated by the arrow in Fig. 10.4.
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Figure 10.4: Leakage of uplink out-of-band emissions into the down-
link signal. The red solid curve represents the received
uplink signal after amplification at the RRH. The dashed
curve represents the leakage PSD if no filtering is per-
formed. The green solid curve represents the acceptable
noise floor for downlink peak bit-rates. Calculated for
300 meters of BT-CAD55.

RRH WITH AN ALIEN SYSTEM NEARBY

3GPP also defines an ACS [7] metric in the uplink to coexist with other sys-
tems that operate in adjacent channels. It forces the base station receiver to
be able to cope with high levels of interference from neighboring channels,
which are within the receiver’s operating band. This happens for example
when a nearby terminal transmits with very high power to reach a distant
macro-cell outside the building (i.e., from another operator). The requirement
suggests that an interference with a mean power of P̃intf = 28 dBm should
be supported. When the interference from a nearby system is received and
amplified it may impact downlink transmission as depicted in Fig. 10.5.

In Fig. 10.6 we present the relationship between the required out-of-band
rejection L[u] and cable length d, with and without alien interference in adja-
cent channels, for a certain acceptable ∆Lair, assuming a trans-hybrid loss of
Lhybrid = 25 dB [10]. In Fig. 10.6a, we consider the situation when the highest
out-of-band emission below the SEM happens to partially overlap with the
downlink in-band signal. Fig. 10.6b estimates the required L[u] in presence of
the worst alien interference that ACS suggests.
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Figure 10.5: ACS requirement implications. A neighboring uplink
transmission, represented as tall red rectangle must be
suppressed to the solid red box in order to avoid drown-
ing the downlink band. The uplink interference is cap-
tured at the RRH antenna and may overwhelm the
downlink signal via the hybrid if no filtering is per-
formed.

10.4 DOWNLINK PATH

For the downlink branch, the EVM requirement described in Section 10.3.2
also limits the preliminary maximum deployment distance of the proposed
system. Given a fixed transmit PSD from the RRU as S = −60 dBm/Hz
and a background noise PSD of −150 dBm/Hz, the received SNR at the RRH
decreases when using longer cables. At the largest deployment distance, the

cable should deliver S̃NR
[d]

= 21.98 dB to the RRH in the downlink direction.
For a home base station with a single antenna, 3GPP stipulates a maxi-

mum transmit power P̃[d]
tx,ant = 20 dBm [7], which requires an in-band signal

amplification of
G[d] [dB] = P̃[d]

tx,ant − P[d]
rx,Cu, (10.9)

where P[d]
rx,Cu is the received power in downlink after copper transmission as

calculated in Eq. (10.7).
Also in [7], 3GPP establishes that base stations should suppress adjacent

channel signal leakage before passing the signal to the antenna. This require-
ment, known as ACLR, asks for either an adjacent channel leakage power of
−50 dBm/MHz or a 45 dB attenuation compared to the in-band signal power.
The less stringent number of the two is considered the limit. For our pro-
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(a) Without alien system (S̃INR
[u]

= 16 dB, S̃NR
[d]

= 21.98 dB)

(b) With alien system (P̃intf = 28 dBm, S̃NR
[d]

= 15.14 dB)

Figure 10.6: Required uplink out-of-band rejection L[u] for different
cable lengths. Each solid curve is calculated for an ac-
ceptable ∆Lair. The red curve is interrupted when the
maximum transmit PSD is reached.

posed RRH, the ACLR requirement leads to a total leakage power limit over

the neighboring channel of around ÕOB
[d]
ant = −25 dBm.

If the uplink signal leaks into downlink transmission via the hybrid coupler,
a big portion of the leakage can be transmitted to the antenna, disrupting
neighboring bands. An example of this can be seen in Fig. 10.7, assuming the
uplink out-of-band interference has been in good control. The effective leaked
power from the uplink signal can be calculated as

OOB[d]
Cu [dBm] = P[u]

tx,Cu − Lhybrid,

To fulfill the ACLR requirement, the downlink out-of-band rejection must be

L[d] [dB] = OOB[d]
Cu + G[d] − ÕOB

[d]
ant, (10.10)

assuming that out-of-band interference at adjacent channels experiences the
same amplification as the in-band signal.

As indicated in Eq. (10.7), the cable attenuation determines the amount of
power received at the RRH. To obtain a flat transmit PSD at the antenna con-
nector, each value of P[d]

rx,Cu leads to a required G[d]. This is illustrated in
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Figure 10.7: PSDs of 300 meters BT-CAD55 model in the downlink
branch, after the hybrid coupler and before filtering. The
signal of interest is the left lobe. The band to the right
is the upstream signal coupled through the hybrid and
should be suppressed to the ACLR level given in yellow.

Fig. 10.8a for different cable lengths. Also, the uplink signal is amplified
before the hybrid, which in turn causes the increase of undesirable leakage
through the hybrid. In order to fulfill the ACLR requirement, we must obey
the downlink out-of-band rejection requirements depicted in Fig. 10.8b.

10.5 DESIGN IMPLICATIONS

By jointly considering the discussed 3GPP requirements and using the de-
scribed methodology, one can obtain the desired values for total in-band gain
and out-of-band rejection required at the RRH. As an example, we list three
different designs in Table 10.1. The bold numbers in each row represent target
values, which are prioritized and kept fixed.

For the first row, the acceptable ∆Lair is set to 0. This results in a deploy-
ment distance of around 350 meters, but very high G[u] and L[u]. If alien
systems are not a concern, the values in parenthesis should be considered for
L[u]. In the second row, we are aiming for a deployment distance of 400 meters
with an acceptable ∆Lair of 5 dB. The requirements for L[u], G[u] and L[d] are
relaxed due to the permissible ∆Lair, but the value for G[d] increases because
of the increased cable length. In the last row, we start by fixing reasonable
values for filtering and amplifying components, which limit the deployment
reach to around 310 meters without increasing ∆Lair significantly.
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(a) On G[d]

(b) On L[d]

Figure 10.8: Influence of cable attenuation on RRH design parameters
for downlink direction.

Table 10.1: Parameter values for different design objectives

∆Lair [dB] L[u] [dB] G[u] [dB] L[d] [dB] G[d] [dB] d [m]

0 98.30 (24.14) 80 63.16 58.45 350
5 79.62 (10.46) 74 49.48 63.76 400
5 60 65 60 65 310

10.6 CONCLUSION

Although our results in [4] suggest that modern OFDM-based radio systems
could be deployed over copper up to 500 m, once 3GPP requirements are taken
into consideration we observe absurdly stringent filtering and amplifying de-
mands in Fig. 10.3, 10.6b and 10.8a, and also limited deployment distance if
we do not compromise on radio reach. For as small a gap-band as assumed
here, fulfilling 3GPP requirements practically prohibits fully analog imple-
mentations, such as the one presented in [1] and [4]. However, with digital
filtering in the RRH and reasonable small cell assumptions, we conclude that
LTE over copper lines is a technically viable concept. A myriad of small cells
could be added to the mobile networks using the existing fixed infrastructure
as a base without offending the technical foundations of currents standards
and regulations.
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Crosstalk Mitigation for LTE-over-Copper in Downlink

Direction

Eduardo Medeiros, Yezi Huang, Thomas Magesacher, Stefan
Höst, Per-Erik Eriksson, Chenguang Lu, Per Ödling and Per Ola

Börjesson

Abstract

Radio-over-copper is a niche idea that has potential to become a cornerstone
in the deployment of dense 5G networks. We address one of the remaining
hurdles and present an architecture for transparent crosstalk mitigation in
LTE-over-copper systems. By taking advantage of reference symbols present
in the downlink LTE signals we propose two methods for estimating the cop-
per channel. System performance is evaluated using channel measurements
and error vector magnitude calculations with promising results.1

1Published in IEEE Communications Letters, vol. 20, no. 7, July 2016.
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11.1 INTRODUCTION

H IGH-capacity residential small cells represent an opportunity for opera-
tors to increase coverage and penetration of their mobile broadband ser-

vices. With this paradigm, operators can deliver higher bitrates where most
of the content consumption occurs. Additionally, cell site costs and energy
consumption can be significantly reduced.

Residential small cells may become even more attractive with the impend-
ing introduction of Long Term Evolution (LTE) over unlicensed spectrum
bands. Wireline operators, for example, could complement their product port-
folio by reusing the copper plant to offer mobile subscriptions.

Early works such as [1] suggest a centralized radio-over-copper concept as
an alternative to uncoordinated femtocell deployment. In [2], transparent re-
mote radio heads (RRHs) and shared baseband processors are used to achieve
full coordination between small cells and the macro layer, eliminating the
main drawback of femtocells. This system in particular targets the enterprise
market and takes advantage of shielded networking cables (category 6 and
up) to deal with crosstalk and radio frequency interference (RFI).

In [3], we proposed an architecture for small cell deployment that reutilizes
the copper access infrastructure (unshielded category 3 cables), while coexist-
ing with legacy digital subscriber line (DSL) services. The proposed system
converts baseband radio signals to an intermediate frequency, adequate to the
low-pass copper channel and could be deployed in cabinets collocated, for
instance, with VDSL2 modems.

In [4], we analyzed the implications of Third Generation Partnership Project
(3GPP) compliance to the reach of an LTE-over-copper solution. The analysis
indicated that a 3GPP compliant system could be built at a reasonable price
point and deployed up to 350 meters away from the cabinet.

While papers [3] [4] have covered bandplanning, rate-reach simulations and
filter design, they have not dealt with the main impairment present in copper
networks: crosstalk. Solutions for mitigating crosstalk among synchronized
transmitters have long been adopted in the DSL community, where these tech-
niques are referred to as vectoring. In brief, vectoring stands for the joint pro-
cessing of transmit or receive symbols in DSL systems. Works such as [5] [6]
proposed efficient algorithms for achieving near-optimal crosstalk cancella-
tion in vectored systems. The International Telecommunication Union (ITU)
standardized interfaces for VDSL2 vectoring with the G.993.5 recommenda-
tion [7]. Vectoring is also part of the newer G.fast standard [8].

Ideally, the crosstalk problem we address here would be solved by imple-
menting vectoring in the baseband unit (BBU) software, see the left part of
Figure 1. However, proposing to change the BBU software to adapt to one
particular fronthaul technology cannot be expected to be met with great en-
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thusiasm as it complicates software architecture and maintenance. A solution
needs to be implemented further out and kept transparent to the BBU.

RRH

BBU RRU
M× CPRI carriers ...

M× Copper pairs

RRH

RRH

RRH

Figure 11.1: Centralized Baseband Architecture for an LTE-over-
copper system.

The contribution of this letter is threefold: First, we present an architecture
for channel estimation and precoding that mitigates the effects of crosstalk
on downlink LTE-over-copper systems. Second, we propose two methods for
estimating the copper channel using the reference signals already present in
LTE signals. Last, we validate the concept using channel measurements and
error vector magnitude (EVM) calculations.

11.2 FREQUENCY DOMAIN PRECODING AT RRU

Consider the centralized baseband system represented in Fig. 11.1. A single
shared BBU processes LTE signals for M independent LTE small cells. The
baseband signal samples are transmitted using an appropriate protocol (e.g.
CPRI) to a remote radio unit (RRU). The radio unit is responsible for up and
down-conversion to an intermediate frequency fc suitable for transmission
over copper. Each twisted pair is terminated by a remote radio head (RRH),
responsible for filtering, conversion to RF frequencies and amplification before
sending the LTE signal to an antenna.

Assume that all M independent cells are synchronized, that each cell trans-
mits orthogonal frequency-division multiplexing (OFDM) symbols with N
subcarriers and that these cells employ the same duplexing method.

Let x(k,l)
i represent the frequency domain contents of the resource element2

with OFDM symbol l, subcarrier k and transmitter i. Dropping the symbol
index and focusing the analysis on a single resource element, the following

description applies. Let x(k) =
[

x(k)1 , . . . , x(k)i , . . . , x(k)M

]T
∈ CM represent the

transmitted symbol vector obtained by stacking the output of M synchro-
nized cells at subcarrier k. At the output of the copper channel, the received

2The smallest time-frequency resource in an LTE grid.
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Figure 11.2: Proposed remote radio unit architecture. The samples
for M independent LTE cells are present at the input,
have their cyclic prefixes stripped, are brought to fre-
quency domain and precoded, being transformed back
to time domain before modulation and transmission over
the twisted pairs.

frequency domain symbol vector y(k) ∈ CM can be described as

y(k) = H(k)x(k) + z(k), (11.1)

where H(k) ∈ CM×M is the frequency domain channel matrix for subcarrier k
and z(k) ∈ CM represents an additive noise vector.

The signal received at RRH i and subcarrier k can then be expressed as

y(k)i = H(k)
i,i x(k)i + ∑

j 6=i
H(k)

i,j x(k)j + z(k)i . (11.2)

where H(k)
i,i represents the direct channel gain for pair i and H(k)

i,j , i 6= j repre-
sents the far-end crosstalk (FEXT) from RRU transmitter j to RRH i.

If the off-diagonal elements of the channel matrix H(k) are non-negligible,
as is typical for unshielded telephony-grade cables, the crosstalk contribu-
tion will significantly distort the LTE signal before it is up-converted and
transmitted via the RRH radio frequency (RF) front-end, possibly leading to
unacceptable EVM increase.

In this letter we propose to modify the design of the remote radio unit in
order to eliminate crosstalk via frequency domain precoding. The proposed
arrangement, depicted in Fig. 11.2, has the benefit of being transparent to
the baseband processor, avoiding the necessity of making the radio access
equipment aware of the fronthaul medium.

Let si =
[
s(N−L+1)

i , . . . , s(N)
i , s(1)i , . . . , s(N)

i

]T
∈ C(L+N) be a vector consti-

tuted by L + N samples of the ith RRU input signal, covering exactly one
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OFDM symbol, including its cyclic prefix of size L. The vector

x̃i =
[

x(1)i , . . . , x(k)i , . . . , x(N)
i

]T
∈ CN

containing the transmit symbols for every subcarrier used by transmitter i can
be obtained by cyclic prefix removal followed by a discrete Fourier transform
(DFT). A matrix representation of such operation is given by

x̃i = FRsi (11.3)

where R is the cyclic prefix removal matrix and F is a DFT matrix of size N.
Next, the transmit symbols for each user on subcarrier k can be collected

in a vector x(k) =
[

x(k)1 , . . . , x(k)i , . . . , x(k)M

]T
and used as input to the precoder.

The precoded symbol vector x̄k is obtained via the matrix multiplication x̄(k) =
P(k)x(k), where the precoding matrix P(k) ∈ CM×M is chosen appropriately.
Good candidate precoder designs are presented in [6], with the diagonalizing
precoder shown to be near optimal.

After precoding an inverse DFT is performed on each sequence

x̄i =
[

x̄(1)i , . . . , x̄(k)i , . . . , x̄(N)
i

]T
∈ CN ,

followed by cyclic prefix insertion. The resulting precoded time domain sam-
ples s̄i go through digital to analog conversion and are shifted to the carrier
frequency fc before copper transmission.

For good precoder performance it is of fundamental importance that good
estimates of the channel matrices H(k) are available. In the next section we
describe practical methods for obtaining these estimates.

11.3 CHANNEL ESTIMATION METHODS

The LTE physical layer [9] specifies a number of reference signals used in the
communication between base stations and UE to achieve different objectives
such as cell identification, cell selection and channel estimation.

We propose to utilize LTE’s downlink cell-specific reference signals (CRS)
to estimate the copper channel. CRS are well suited for the task at hand since
they are distributed along the entire bandwidth of the cell and are indepen-
dent of cell load and scheduling algorithms.

For each slot in a subframe, CRS are present in the first and fifth sym-
bols. The values of CRS symbols are obtained by QPSK modulating a pseudo-
random Gold sequence [9]. By knowing the physical layer cell identity, Ncell

ID ,
the slot number within a radio frame ns and the symbol number l one can
perfectly reconstruct each of the CRS sequences.
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l

k

l

k

Figure 11.3: Depiction of a stack of LTE resource grids for three cells.
On the left, the first slot of a resource block is repre-
sented, and the cells are assigned the cell identities 0, 1
and 2. On the right, with the proposed cell assignment
scheme, one notices that the cell reference symbol posi-
tions coincide in time and frequency. The cell identities
for the second diagram are 0, 6 and 12.

A frequency shift derived from the Ncell
ID parameter also controls which sub-

carriers will be loaded with pilot symbols. This cell-specific frequency shift,
defined as vshi f t = Ncell

ID mod 6, was introduced to improve pilot performance
in environments with high interference.

The effect of different Ncell
ID assignments on pilot positioning is exemplified

in the left diagram of Fig. 11.3. The pilot symbols for three different cells are
drawn over the same resource grid. Each cell’s pilots are represented by the
symbols ◦,+,× and correspond to the choice of cell identity Ncell

ID = 0, 1, 2
respectively. For this sequential cell identity assignment, the pilot symbols
clearly do not overlap.

Taking advantage of the cell-specific frequency shift, we propose that in-
stead of using an arbitrary cell identity assignment, the Ncell

ID values should be
selected according to the following sequence

Ncell
ID (1) ∈ {0, 1, . . . , 503} ,

Ncell
ID (i) =

(
Ncell

ID (i− 1) + 6
)

mod 504, i ∈ {2, . . . , M}.
(11.4)

When the Ncell
ID parameters are set according to Eq. 11.4, pilots for each cell

are assigned to the same resource elements. This is represented in the right
diagram of Fig. 11.3. Based on this pilot alignment we propose two chan-
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nel estimation architectures, that differ in the amount of feedback necessary
between RRH and RRU.

11.3.1 FEEDBACK-BASED ESTIMATOR

For the following discussion, it is assumed that there exists a control channel
between the RRU and each RRH. It is also assumed that each RRH is capable
of synchronizing to its LTE signal, extract the received CRS symbols and feed
them back to the RRU. We also assume that the copper channel is constant
over many symbols, changing slowly due, for example, to temperature varia-
tions [10]. The formulations presented next are valid for subcarriers in which
pilot symbols are transmitted.

Let W, W ≥ M, represent the number of pilot symbols in an observation
window. Let r denote the pilot symbol number within an observation window.
Define η ∈ CWM and X ∈ CWM×M2

as

η =




z(k,r)

z(k,r−1)

...
z(k,r−W+1)


 , X =




(
x(k,r)

)T
⊗ IM(

x(k,r−1)
)T
⊗ IM

...(
x(k,r−W+1)

)T
⊗ IM




,

where ⊗ is the Kronecker product and IM is the identity matrix of size M.
Let h ∈ CM2

be a vector obtained by stacking the columns of H(k). The last
W received symbol vectors can then be described as

γ =




y(k,r)

y(k,r−1)

...
y(k,r−W+1)


 = Xh + η. (11.5)

Taking advantage of (11.5), one can obtain an estimate of h by using a
Moore-Penrose pseudoinverse

ĥ = (XHX)−1XHγ. (11.6)

Re-stacking the elements of ĥ column-wise leads to the desired channel matrix

estimate Ĥ(k).

11.3.2 RRH CHANNEL ESTIMATOR

An alternative approach is to estimate a single row of the copper channel
matrix H(k) at each RRH, feeding back the estimation results instead of the
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received symbols. This estimation procedure relies on the fact that transmit
pilot symbol vectors x(k) can be reconstructed at each receiver as long as they
are aware of the Ncell

ID values used in the system.
Let W represent the number of symbols in an observation window such

that W ≥ M. Rewrite (11.2) as

y(k)i = hx(k) + z(k)i , (11.7)

where h =
[

H(k)
i,1 , . . . , H(k)

i,i , . . . , H(k)
i,M

]
is the vector corresponding to the ith row

of channel matrix H(k). Next, define X ∈ CW×M and η ∈ CW as

X =




(
x(k,r)

)T

(
x(k,r−1)

)T

...(
x(k,r−W+1)

)T




, η =




z(k,r)
i

z(k,r−1)
i

...
z(k,r−W+1)

i




.

The last W symbols received by RRH i can be written as

γ =




y(k,r)
i

y(k,r−1)
i

...
y(k,r−W+1)

i



= XhT + η. (11.8)

The Moore-Penrose pseudoinverse then leads to the estimate

ĥ
T
= (XHX)−1XHγ. (11.9)

11.4 CROSSTALK MITIGATION PERFORMANCE

In order to assess the performance of the proposed RRU architecture and
channel estimation methods we have executed time domain simulations. Ini-
tially, the Vienna LTE link level simulator [11] was used to generate downlink
LTE radio frames. Each cell was configured to use a single antenna port, and
its Ncell

ID number was assigned according to (11.4).
We have measured direct and FEXT transfer functions for six pairs in cop-

per cables [12] with different lengths. The frequency range of interest is from
21 to 24 MHz, in accordance to the system proposed in [3] [4].

The simulations were divided in two stages. At first, for each pilot subcar-
rier, a channel matrix estimate Ĥ is obtained using the methods proposed in
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the previous section. For subcarriers not loaded with pilot symbols, channel
estimates were obtained via linear interpolation. Next, each estimated channel
matrix Ĥ was used to calculate a diagonalizing precoder

P = (1/u) Ĥ−1diag{Ĥ1,1, . . . , ĤM,M},

where diag{Ĥ1,1, . . . , ĤM,M} represents a diagonal matrix with elements Ĥ1,1,
. . . , ĤM,M along its main diagonal. The normalization factor u is chosen to
guarantee that the precoding operation does not lead to increases in trans-
mit power [6]. These precoders were then used in simulations against the
measured channels H.

To quantify performance we calculate EVM as specified in [13]. 3GPP spec-
ifies limit EVM values for each of the constellations used for LTE’s physical
downlink shared channel (PDSCH). The limits are 17.5%, 12.5%, 8% and 3.5%
for QPSK, 16-QAM, 64-QAM and 256-QAM respectively.

For each loop length we have varied the additive noise power spectrum
density (PSD), calculating EVM before the RF front-end at the RRH. The sim-
ulation results for the worst performing cell are gathered in Fig. 11.4.

The performance for a baseline system, deployed over a 100 meters of cable
without crosstalk cancellation, is represented in Fig. 11.4 by a dashed blue line
with pentagram markers. The resulting EVM would limit the system to using
QPSK modulation. For longer cables without crosstalk cancellation, the EVM
curves exceed the scale of the plot and 3GPP compliance is infeasible.

As a reference, single user bounds are depicted as dotted lines for all cable
lengths. These represent the EVM when the cell in question is the only active
transmitter.

The solid lines represent the performance with diagonalizing precoders and
approach the single user bounds for all cable lengths. The channel estimates
used to design the precoders were obtained using the feedback-based estima-
tor (Sec. 11.3.1) with W = 20, corresponding to the number of pilot symbols
observed in one LTE frame. Results for the RRH estimator (Sec. 11.3.2) were
equivalent and therefore omitted.

The gap between EVM limits (red dotted lines) and a certain curve indicate
the margin left for implementation losses. As an example, consider that one
would design an LTE-over-copper system for deployment over 300 meters of
copper, subject to a background noise level of -140 dBm/Hz. In order to sup-
port 256-QAM implementation losses caused, for example, by imperfections
in the RF front-end would be limited to 3.5%.
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Figure 11.4: EVM performance for the worst cell in a group of six
LTE-over-copper systems, deployed over different cable
lengths. DP represents the curves obtained with a di-
agonalizing precoder, while SU represents single user
bounds.

11.5 CONCLUSION

We have presented an architecture for crosstalk mitigation in LTE-over-copper
systems. It is transparent to baseband processors and can be implemented in
a radio unit, where up and down-conversion are performed. Two channel
estimation methods that take advantage of LTE’s downlink reference signals
were also presented.
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Methods and Nodes of a Wireless Communication

Network for Mitigating Crosstalk
in a Base Station System

Eduardo Medeiros, Per-Erik Eriksson,
Yezi Huang and Chenguang Lu

Abstract

Disclosed is a method for mitigating crosstalk performed by a network node
of a wireless communication network operable in a base station system of the
wireless communication network, the base station system comprising an in-
termediate radio unit, IRU, a baseband unit, BBU, connected to the IRU and a
plurality of radio heads, RHs, connected to the IRU via a plurality of metallic
conductors. The method comprises receiving from a first of the plurality of
RHs, a measure of an error of one or more symbols of a signal received by the
first RH from the IRU over a first of the plurality of metallic conductors, the
measure of the error being detected by the first RH, the signal being destined
to a user equipment, UE, wirelessly connected to the first RH. The method
further comprises determining precoding coefficients for a precoder accord-
ing to the received error measure, and triggering applying the determined
precoding coefficients when sending further signals to the first RH over the
first of the plurality of metallic conductors, the further signals being destined
to UEs wirelessly connected to the first RH.
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12.1 TECHNICAL FIELD

The present disclosure relates generally to methods, nodes and computer
programs of a wireless communication network for mitigating crosstalk in
a base station system. More specifically, the disclosure relates to a base sta-
tion system comprising a baseband unit connected to an intermediate radio
unit which in turn is connected to a plurality of radio heads via a plurality of
metallic conductors, and the methods, nodes and computer programs are for
mitigating crosstalk over the metallic conductors in the base station system.

12.2 BACKGROUND

Mass-deployment of small cells is a candidate solution for solving the ever-
increasing bandwidth demands on wireless communication networks. By em-
ploying coordination among macro cells and small cells, such as micro, pico
and femto cells, operators can provide good coverage and a high quality mo-
bile broadband experience to pieces of UEs, which camp on the network.

A recent enabler for solving the increasing bandwidth demands is a sys-
tem called radio dot system (RDS). The RDS enables operators to utilize lo-
cal area network (LAN) cables like CAT6/7 for indoor radio deployments.
This system improves over older distributed antenna systems by providing
streamlined installation procedures, low cost and energy efficiency. The RDS
is a distributed base station system wherein the base station functionality is
separated in different nodes called a baseband unit (BBU), in which signal
treatment in the baseband frequency area is performed, an intermediate radio
unit (IRU), which is arranged to receive (in the downlink direction) the base-
band signals from the BBU, convert them to an intermediate frequency and
distribute the signals to a destined radio head (RH), (also called the radio dot)
of a plurality of RHs connected via dedicated cables to the IRU. The IRU then
up-converts the received intermediate frequency signal to a radio frequency
for radio transmission from an antenna of the RH towards UEs being in radio
connection with the RH. As a further application of the RDS, there is a new
initiative extending RDS into residential domain reusing existing telephony
twisted-pair cable infrastructure between the IRU and the RHs, which are
also used by today’s DSL. The basic idea is to transfer radio signals in lower
frequency at DSL spectrum range, for example below 200 MHz.

However, the twisted-pairs in the same cable are subjected to crosstalk. The
crosstalk can reduce the SNR significantly. This will result in reduced band-
width and reach of the residential RDS. Crosstalk cancellation/mitigation is
needed to increase the performance.
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12.3 SUMMARY

It is an object of the invention to address at least some of the problems and
issues outlined above. It is another object to reduce the influence of crosstalk
between cables of a distributed base station system in a wireless communi-
cation system. It is possible to achieve these objects and others by using a
method and an apparatus as defined in the attached independent claims.

According to one aspect, a method is provided for mitigating crosstalk per-
formed by a network node of a wireless communication network operable in
a base station system of the wireless communication network. The base sta-
tion system comprises an IRU, a BBU connected to the IRU, and a plurality of
RHs, connected to the IRU via a plurality of metallic conductors. The method
comprises receiving from a first of the plurality of RHs, a measure of an error
of one or more symbols of a signal received by the first RH from the IRU over
a first of the plurality of metallic conductors, the measure of the error being
detected by the first RH, the signal being destined to a UE wirelessly con-
nected to the first RH. The method further comprises determining precoding
coefficients for a precoder according to the received error measure, and trig-
gering applying the determined precoding coefficients when sending further
signals to the first RH over the first of the plurality of metallic conductors, the
further signals being destined to UEs wirelessly connected to the first RH.

According to another aspect, a method is provided performed by a first RH
operable in a base station system of a wireless communication network, for
mitigating crosstalk. The base station system comprises an IRU, a BBU con-
nected to the IRU, and a plurality of RHs including the first RH, the plurality
of RHs being connected to the IRU via a plurality of metallic conductors.
The method comprises receiving, from the IRU over a first of the plurality of
metallic conductors, a signal destined to a UE wirelessly connected to the first
RH, the signal comprising one or more symbols. The method further com-
prises detecting, from the received one or more symbol, a measure of an error
of the one or more symbol and sending, to the IRU, the measure of the one
or more symbol error, for further determining of precoding coefficients for a
pre-coder of the IRU based on the received measure of symbol error.

According to another aspect, a network node is provided, operable in a
wireless communication network and configured to mitigate crosstalk of a
base station system. The base station system comprises an IRU, a BBU con-
nected to the IRU, and a plurality of RHs connected to the IRU via a plurality
of metallic conductors. The network node comprises a processor and a mem-
ory. The memory contains instructions executable by said processor, whereby
the network node is operative for receiving from a first of the plurality of
RHs, a measure of an error of one or more symbols of a signal received by the
first RH from the IRU over a first of the plurality of metallic conductors, the
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measure of the error being detected by the first RH, the signal being destined
to a UE, wirelessly connected to the first RH, determining precoding coeffi-
cients for a precoder according to the received error measure, and triggering
applying the determined precoding coefficients when sending further signals
to the first RH over the first of the plurality of metallic conductors, the further
signals being destined to UEs wirelessly connected to the first RH.

According to another aspect, a first RH is provided, operable in a base
station system of a wireless communication network and configured to con-
tribute in mitigating crosstalk. The base station system comprises an IRU,
a BBU connected to the IRU, and a plurality of RHs including the first RH,
the plurality of RHs being connected to the IRU via a plurality of metallic
conductors. The first RH comprises a processor and a memory. The mem-
ory contains instructions executable by said processor, whereby the first RH
is operative for receiving, from the IRU over a first of the plurality of metallic
conductors, a signal destined to a UE wirelessly connected to the first RH, the
signal comprising one or more symbols, detecting, from the received one or
more symbol, a measure of an error of the one or more symbol, and sending,
to the IRU, the measure of the one or more symbol error, for further updat-
ing of precoding coefficients for a precoder based on the received measure of
symbol error.

According to other aspects, computer programs and carriers are also pro-
vided, the details of which will be described in the claims and the detailed
description.

Further possible features and benefits of this solution will become apparent
from the detailed description below.

12.4 BRIEF DESCRIPTION OF DRAWINGS

The solution will now be described in more detail by means of exemplary
embodiments and with reference to the accompanying drawings, in which:

• Fig. 12.1 is a schematic block diagram of a base station system in which
the present invention may be used.

• Fig. 12.2 is a schematic view of an exemplary cellular communication
network to which coverage is provided by the base station system.

• Fig. 12.3 is a flow chart illustrating a method performed by a network
node, according to possible embodiments.

• Fig. 12.4 is a flow chart illustrating a method performed by an RH, ac-
cording to possible embodiments.

• Fig. 12.5 is a schematic block diagram of a RH according to a possible
embodiment.
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• Fig. 12.6 is a schematic block diagram of an IRU according to a possible
embodiment.

• Fig. 12.7 is a schematic block diagram of a digital signal processor (DSP)
of an RH according to a possible embodiment.

• Figs 12.8a and 12.8b are tables illustrating cell-specific reference signal
(CRS) patterns for two antennas.

• Fig. 12.9 is a table illustrating cell-ID assignment for crosstalk channel
estimation.

• Figs. 12.10-12.11 are block diagrams illustrating a network node in more
detail, according to further possible embodiments.

• Figs. 12.12-12.13 are block diagrams illustrating a radio head in more
detail, according to further possible embodiments.
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Figure 12.1

Figure 12.2
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Figure 12.3

Figure 12.4
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Figure 12.5

Figure 12.6

Figure 12.7
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(a)

(b)

Figure 12.8

Figure 12.9
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Figure 12.10
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Figure 12.11

Figure 12.12
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Figure 12.13

12.5 DETAILED DESCRIPTION

In a distributed base station system comprising a BBU, an IRU connected to
the BBU and a plurality of RHs connected via dedicated cables to the IRU,
there is a risk that crosstalk between nearby lying cables connecting different
RHs to the IRU may have negative influence on the quality of signals sent
over the cables. A decreased signal quality would reduce the cable reach and
the usable bandwidth available, which are key performance aspects of such
a system. For this reason, a solution is provided to reduce or mitigate the
influence of crosstalk between nearby lying cables connecting an IRU with
different RHs of such a base station system. An embodiment of the solu-
tion comprises detecting at a first RH, a received symbol sent from the IRU
and sending back to the IRU an error sample (also called a slicing error) of
the received symbol, i.e., how the symbol has been distorted from a »clean«
symbol when received at the first RH from the IRU. The error sample is then
used to set coefficients of a precoder, so that further symbols are properly
precoded before being sent over the cable so that the symbols will be received
as clean (or at least cleaner) symbols. This is achieved because the crosstalk
is pre-canceled out by the precoder. Observe that the mentioned precoder is
an additional precoder than the radio precoder used for multi-antenna pro-
cessing in the BBU. The radio precoder is designed to take care of the radio
signals transmitted at the different antennas. It cannot handle the crosstalk
between nearby lying cables. Therefore, in the claimed system a separate pre-
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coder is added to cancel the crosstalk. This separate precoder may reside in
the IRU. This approach is transparent to the radio process including the radio
precoder. No change is needed in the BBU processing algorithms.

Fig. 12.1 shows an architecture of a base station system (100), also called
a radio dot system, according to an embodiment of the invention. The base
station system (100) comprises a BBU (30) which is arranged to treat signals
in a baseband frequency region. The base station system (100) further com-
prises an IRU (10) connected to the BBU (30) via e.g., an optical fiber (32).
Alternatively, for example when the IRU and the BBU are closely located, the
connection between the RU and the BBU may be electrical via e.g., copper
cables. The system 100 further comprises a number of RHs (21-26) connected
to the IRU (10) via metallic conductors (41, 42). The metallic conductors may
be twisted pair cables, e.g., copper cables such as Cat 3/5/6/7 cables. Each
RH is connected with a dedicated metallic conductor back to the IRU. In the
following we focus on telephone grade cables like Cat 3 cables. Such cables
have multi-pairs (e.g., more than four) in a bundle and the pairs are gradually
split out to different RHs, for example at different homes. This is a common
scenario for a telephony network. In this case, there is always a common cable
segment where the pairs for different RHs go through the same bundle and
therefore suffer from the mutual crosstalk between them in the cable.

When transporting signals in the downlink direction, the BBU (30) gener-
ates and sends a number of baseband signals, e.g., base band LTE signals.
Corresponding in-phase and quadrature (IQ) data flows of the baseband sig-
nals are sent to the IRU, which IQ data flows are directed to different RHs
(21-26) for further distribution to UEs in radio connection with one of the
RHs (21-26). The number of downlink baseband signals may be sent as a
single digital signal from the BBU to the IRU, over the optical fiber, e.g., en-
capsulated using a common public radio interface (CPRI) protocol. The IRU
(10) then decapsulates the CPRI stream to baseband signals as IQ data flows
per antenna carrier and up-converts the downlink baseband signals received
from the baseband unit (30) to a low IF that is suitable for transmission on
the metallic conductor. The IRU (10) then sends the downlink IF radio signals
to the RHs via the respective metallic conductor. By transmitting IF signals
instead of high frequency RF signals over the metallic conductors, the cable
loss is reduced. The RHs (21-26) are arranged for receiving the analog IF
signals from its respective metallic conductor to which the RH is connected
and for up-converting the IF signals to the actualRF to be transmitted over the
air from antenna(s) of the respective RH. A radio frequency region may be
e.g., 400 MHz to 6 GHz. The RH comprises at least one antenna element for
transmitting the downlink signal to UEs.

In the uplink direction, the RHs (21-26) are each arranged to receive RF ra-
dio signals from UEs, e.g., mobile stations, down-convert the RF signals to IF
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signals to be transported over the metallic conductors towards the RU (10) for
further processing. The RU is arranged to down-convert the received IF sig-
nal to a baseband frequency for further transmission to the BBU (30). Uplink
and downlink IF signals may be transported over the metallic conductors 40
via frequency duplexing for frequency-division duplex (FDD) radios, and/or
time duplexing for TDD radios. A RDS is a cost-effective radio system, espe-
cially for indoor deployment.

Fig. 12.2 shows a schematic view of an example of how the RHs (21-26)
of Fig. 12.1 may be positioned to cover a geographical area. Each RH (21-26)
covers a geographical area (51-56). A mobile station (60) that is situated in e.g.,
geographical area (54) will be connected to RH (24) and receive downlink RF
signals over the air from RH (24) and transmit uplink RF signals over the air
to RH (24). Even though Fig. 12.2 shows circular geographical areas, so called
Omni-cells, any other type of geographical area may be covered, such as an
angular section, a part of a building floor, etc. The RHs may be arranged in a
building, e.g., on different floors of the building.

Fig. 12.3 (and Fig. 12.1) describes a method for mitigating crosstalk, per-
formed by a network node of a wireless communication network operable in
a base station system (100) (see Fig. 12.1) of the wireless communication net-
work. The base station system comprises an IRU (10), a BBU (30) connected
to the IRU, and a plurality of RHs (21-26) connected to the IRU via a plurality
of metallic conductors. The method comprises receiving (204) from a first (21)
of the plurality of RHs, a measure of an error of one or more symbols of a
signal received by the first RH from the IRU over a first (41) of the plurality of
metallic conductors, the measure of the error being detected by the first RH
and the signal being destined to a UE (60) wirelessly connected to the first RH
(21). The method further comprises determining (206) precoding coefficients
for a precoder according to the received error measure, and triggering (208)
application of the determined precoding coefficients when sending further
signals to the first RH over the first of the plurality of metallic conductors, the
further signals being destined to UEs wirelessly connected to the first RH.

The network node may be the IRU. The IRU handles the interface between
the baseband signal and the metallic conductor. The IRU may transform the
signal from the baseband frequency to the intermediate frequency. The IRU
may apply the determined precoding coefficients on the precoder. Alterna-
tively, the network node may be the BBU. The BBU is the node that handles
signals in the baseband frequency. Alternatively, the network node may be
situated somewhere else in the network, determining precoding coefficients
and triggering to apply the determined precoding coefficients when sending
further signals to the first RH. In case the method is performed in the BBU
or in some other network node different from the IRU, the BBU (or other net-
work node) triggers the application of the determined precoding coefficients.
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In case the precoder is situated in the IRU the BBU (or other network node
would trigger the IRU to apply the determined precoding coefficients. The
term »triggering applying of the determined coefficients« may signify that
the fact that new precoding coefficients are determined results in the new
coefficients being used by the precoder for future or following sending of sig-
nals. The signal destined to a UE is a signal to be sent over a wireless interface
in a wireless communication system towards a UE. The signal destined to a
UE may be a signal according to the 3GPP long term evolution (LTE) stan-
dard. The error represents a difference between a sent symbol and a received
symbol. The error may be an error vector. The received measure of the one
or more symbol error may either be the actual error (also called slicing error)
or a measure of the received one or more symbol. In the former, the actual
error is calculated by the IRU as a difference between the sent symbol and the
measure of the received one or more symbol. For example, if the sent symbol
is (+1,−j) and the received one or more symbol is (+0.8,−0.6j), the actual
error would be (−0.2,+0.4j). The plurality of RHs is connected to the IRU
via a respective metallic conductor. In other words, there may be a one to
one relationship between the number of RHs and the number of metallic con-
ductors. However, the invention is also applicable where an RH is connected
to more than one metallic conductor, as long as each conductor is connected
to carry a signal from distinct LTE antenna ports. Except for the mentioned
precoder, which may be called a conductor precoder, there is normally also a
precoder implemented in the BBU. The BBU precoder precodes the radio sig-
nal in a baseband format to preform multi-antenna processing, for example
MIMO processing, which can increase bit rate and robustness by spatial mul-
tiplexing, diversity and/or interference cancellation. The conductor precoder
on the other hand precodes the signal to mitigate metallic conductor interface
crosstalk, or interference between pairs. The precoders are independent of
each other.

By such a method it is possible to reduce cross-talk over neighboring metal-
lic conductors in a base station system. As opposed to crosstalk in VDSL this
method deals with crosstalk for signals that are to be sent over an air interface
to the end users but before reaching the antenna they are sent over a metallic
conductor for further transmission by the antenna over the air interface, and
then it has been found that there may be crosstalk over the metallic conductor.
VDSL on the other hand is a wireline technology that is adapted for wireline
interfaces. If you try to deploy a base station over the same metallic con-
ductors in a VDSL-like scenario, the crosstalk will degrade the performance
figures of the transmitter. It may also cause inband interference on neighbor-
ing frequency carriers which is not allowed in 3GPP. In both cases you can
only attempt to keep 3GPP compliance if you perform crosstalk cancellation.

With the error samples from one RH, it is possible to cancel out the crosstalk
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to this conductor from other conductors connected to the same IRU. In this
case, for a linear precoder, the corresponding column vector of the precoding
matrix will be updated. In order to completely determine the precoder to
cancel out the mutual crosstalk between all conductors connected to the same
IRU, the information of the whole channel matrix may be needed, which re-
quires error samples from all conductors.

According to an embodiment, the one or more symbol is a data symbol.
According to another embodiment, the one or more symbol is a reference

signal symbol, such as CRS symbol. The reference signal symbols are repeti-
tively broadcasted by the RH irrespective of whether there are data to be sent
or not. This means that in comparison to using the data symbols the reference
signal symbols are always there to measure on. When using data symbols and
there is no data to be sent over the metallic conductor, it may be necessary to
send dummy symbols to the RH on which the RH can detect the measure of
the error.

According to an embodiment, the method further comprises triggering
sending (202), to the first of the plurality of RHs, the signal destined to the
UE connected to the first of the plurality of RHs. In case the network node is
the IRU, a unit such as a processor in the IRU triggers the sending, and the
network node also performs the actual sending. In case the network node is
another node, such as a BBU, the network node triggers the IRU to send the
signal to the first RH.

According to another embodiment, the method further comprises trigger-
ing sending (210), to a second of the plurality of RHs, a signal destined to a
UE connected to the second of the plurality of RHs. This signal sent to the
second RH comprises a reference signal symbol. Further, the signal sent to the
first RH and the signal sent to the second RH is sent in the same frequency
and time slot. When CRS signal is used, the error samples can be calculated
accurately without decoding errors since the CRS is predefined and known.
When the CRS signals are sent simultaneously and over the same frequency
over two conductors that experience mutual crosstalk, the mutual crosstalk
components can be detected by error samples fed back from the RH side. So
it is advantageous to align the CRS signals on different pairs to different cells
in the frequency grid. To be able to achieve that for LTE signals, the CRS sig-
nals over two conductors to two different RHs are sent in the same frequency
and time slot, cell-IDs are allocated to the first and the second RH separated
by 6. The allocation of cell-IDs may be performed by the same node that per-
forms this function in a regular LTE deployment, which is the e-NodeB, more
specifically the BBU of the e-NodeB. This node may be instructed to follow
the sequence suggested by the present method.

Fig. 12.4 shows a method performed by a first RH (21) operable in a base
station system (100) of a wireless communication network, for mitigating
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crosstalk. The base station system comprises an IRU (10), a BBU 30 con-
nected to the IRU, and a plurality of RHs (21-26) including the first RH (21),
the plurality of RHs being connected to the IRU via a plurality of metallic
conductors. The method comprises receiving (302), from the IRU over a first
(41) of the plurality of metallic conductors, a signal destined to a UE 60, wire-
lessly connected to the first RH, the signal comprising one or more symbols.
The method further comprises detecting (304), from the received one or more
symbol, a measure of an error of the one or more symbol and sending (306),
to the IRU, the measure of the one or more symbol error, for further determin-
ing of precoding coefficients for a precoder based on the received measure of
symbol error.

According to an embodiment, the one or more symbol is a data symbol.
According to another embodiment, the one or more symbol is a reference
signal symbol, such as CRS symbol.

Fig. 12.5 shows an RH according to an embodiment. The RH (also called
dot) receives the IF signal from the metallic conductor to which it is connected
via an analog front-end (AFE) (350) connected to the metallic conductor. The
received IF signal is low-pass, LP, filtered in an LP filter (352) connected to the
AFE, thereafter analog to digital, A/D converted in an A/D (354) connected
to the LP filter, after which the signal is digitally processed in a DSP (356).
Then the signal is digital to analog converted back to analog signal in a D/A
(358) connected to the DSP, and then up-converted by an Up-converter (360)
to the required RF signal, which is sent to a RF frontend (362) for transmission
over the air interface to UEs.

According to an embodiment, an estimate of the complex metallic conduc-
tor channel gains, i.e., the crosstalk channel coefficients, are available at the
IRU calculated from feedback of error samples detected by the RH on signals
received from the IRU. A possible embodiment to realize this is based on ex-
ecuting additional digital signal processing in the IRU as is described in the
following. A frequency-domain crosstalk cancellation scheme can be imple-
mented as shown in Fig. 12.6 in which boxes (402-414) symbolized functions
in the IRU, box (416) symbolizes the metallic conductor channel gain and box
(418) the RH.

The input to a pre-processing unit (402) of the IRU for crosstalk cancella-
tion is a set of N IQ flows received from the BBU, which IQ flows contain the
IQ samples per antenna-carrier. In the figure, the number of stacked blocks
for each unit (or function) may equal the number of IQ flows and the stacked
blocks symbolize separate treatment of each IQ flow. In other words, when
the IQ flows reaches the pre-processing unit (402), the CPRI stream has al-
ready been decapsulated into the individual streams. After receiving the IQ
flows, the pre-processing unit (402) first removes the cyclic prefix for each
orthogonal frequency-division multiplexing (OFDM) symbol. The remaining
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samples are then converted from serial to parallel and used as inputs to a fast
Fourier transform (FFT) unit (404) that performs an FFT on the symbols. In
the FFT unit, the symbols are transferred to frequency domain, in which each
subcarrier is modulated by quadrature amplitude modulation (QAM). For ev-
ery subcarrier, the k-th element (i.e., the k-th subcarrier) of the N FFT outputs
is stacked into a vector and used as input to a precoder (406).

Next, a precoding operation is performed in the precoder (406), on the input
vectors (i.e., QAM symbols) on each subcarrier. The precoder here pre-cancels
the crosstalk between pairs. There are mainly two types of precoding tech-
niques, linear precoding and non-linear precoding techniques, respectively.
To have an example here, given the knowledge of the crosstalk channel co-
efficients H, a linear precoder can be simply inverse of the crosstalk channel
coefficients scaled by the direct channel coefficients, P = H−1Hd, where Hd
is the diagonal matrix of H. P is the precoding matrix (or precoding coeffi-
cients). In this case, the received signals at the RH side is y = HPx + n where
y is the received signal vector comprising the received signals from differ-
ent RHs, x is the transmitted signal vector comprising the transmitted signals
to different RHs, P is the precoding matrix, H is a channel matrix compris-
ing direct channel coefficients as the diagonal elements and crosstalk channel
coefficients as the off-diagonal elements, and n is the background noise vec-
tor on different pairs. Take P = H−1Hd, then the received signal vector is
y = Hdx + n. As Hd is a diagonal matrix, no crosstalk components are re-
mained in y. So the crosstalk is pre-cancelled. The method works for both
types of the precoding schemes, as the method favors channel estimation.

The precoded symbols are then transformed back to time domain by an
IFFT unit (408). Thereafter, in a post-processing unit (410), the cyclic prefix
is added to the precoded OFDM symbols. After adding a cyclic prefix, the
OFDM signals are up-converted in an up-converter (412) (also called mixer)
to an IF frequency fc that is suitable for transmission over the metallic conduc-
tors. The up-converted samples are then digital-to-analog converted and sent
through an analog frontend (414) to be further transmitted on the metallic con-
ductors (416) to be received at the individual RHs (418). The RHs (418) then
receives the up-converted analog OFDM signals and calculates error samples
of the precoded symbols and sends the error samples back to the precoder
(406) of the IRU, as will now be described further.

In the following it is assumed that the IRU and the RHs are synchronized
on clock-level, symbol-level and also subframe-level. The clock synchroniza-
tion may be done by a dedicated synchronization channel between the IRU
and the RHs. The symbol and subframe synchronization may be done by
for example an LTE UE receiver functionality implemented in the IRU and in
the RHs. Clock synchronization is needed for up/down conversion. Symbol
synchronization is for encoding/decoding OFDM symbols. Subframe syn-
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chronization is to identify reference signals, which are embedded in specific
subframes.

Each RH (418) calculates the slicing error or error samples of a selected type
of symbol of the received OFDM signal, e.g., of specific reference symbols or
of data symbols, and then sends the error samples back to the IRU. Fig. 12.7
shows an example of a DSP (356) (see Fig. 12.5 also) in an RH, adapted for
error sample calculation and feedback. The DSP (356) comprises a filter (366)
to filter out unwanted signals and an equalizer (368) to equalize the slope of
the line attenuation. The selected symbols are extracted after passing the filter
(366). After removing the cyclic prefix in the cyclic prefix remover (370) and
transforming the digital signal to the frequency domain in an FFT (372), the er-
ror samples are calculated in a decoder (374) and fed to the central processing
unit (CPU) (364) (Fig. 12.5). The decoder decodes the received OFDM symbols
used for precoder update. The decoder has a frequency-domain equalizer to
recover the received symbol back to the original constellation plane, in order
to decode the symbol and calculate the error samples. As one implementation
example, this equalizer can be trained and updated using CRS signals. The
CPU then feeds the error samples back through the control channel from the
RH to the IRU. The feedback process may be done upon the requests from the
IRU.

The IRU then calculates the precoder coefficients according to the received
error samples. Two exemplary methods for calculating precoding coefficients
based on CRS symbols and data symbols, respectively, are presented below.

The data symbol based method uses the feedback of error samples detected
by the RH from data symbols. Statistical processing methods like minimum
mean square error (MMSE)-based, least square (LS)-based and least mean
square (LMS)-based methods, etc. Precoder update can be driven by the error
samples to minimize the errors and therefore cancel out the crosstalk. In the
following example, an LS-based method is described, to estimate the crosstalk
channel matrix based on the error samples from the RHs. After the channel
is estimated, one can update the precoder following a linear or non-linear
precoding approach.

The formulation described below assumes a single subcarrier case, without
loss of generality for multi-carrier cases. It is assumed that transmitted and
received symbols for all lines are known at the transmitter. This is possible,
for example, after the received symbols are fed back via the control channel.

Consider a Distributed Antenna System carrying downlink LTE over twisted
pairs, where M independent cells are synchronized. Let xk ∈ CM×1 represent
the transmitted symbol vector at time slot k. The received symbol vector
yk ∈ CM×1 can then be described as

yk = Hxk + nk, (12.1)
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where H ∈ CM×M is the frequency-domain channel matrix and nk ∈ CM×1

is the additive noise vector. Let W represent the number of symbols in an
observation window. Define

γ =




yk
yk−1

...
yk−W+1


 ∈ CWM×1,

η =




nk
nk−1

...
nk−W+1


 ∈ CWM×1,

X =




xT
k ⊗ IM

xT
k−1 ⊗ IM

...
xT

k−W+1 ⊗ IM


 ∈ CWM×M2

and let h ∈ CM2×1 be a vector obtained by stacking the columns of H. The last
W received symbols can then be described as

γ = Xh + η (12.2)

Following an LS method, taking advantage of Eq. (12.2), one can obtain an LS
estimate of h, for example, by using a pseudo-inverse

ĥ = (XHX)−1XHγ. (12.3)

Therefore, by stacking the elements of ĥ column-wise back, one obtains the
desired channel matrix estimate Ĥ. With the known transmitted symbols and
the corresponding error samples, one can obtain γ in Eq. (12.2) and further
estimate the channel coefficients by Eq. (12.3).

If data symbols are used, the above described exemplary method requires
that the data symbols are not corrupted by the crosstalk, such that the symbol
can be correctly decoded and the error samples can be calculated correctly.
Therefore it may be needed to control the number of RHs to which signals are
sent simultaneously from the IRU. If too many RHs receive signals simultane-
ously, the crosstalk may be so high resulting in that the signal gets degraded
so much that the data symbol may get corrupted. Also, when there is no data
in the buffer to transmit, dummy data symbols need to be transmitted to be
able to have something to calculate error samples upon. The randomness of
the dummy data symbols on each antenna should preferably be statistically
independent, for example, based on different pseudo-random sequences.
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The reference signal based method uses the feedback of the error samples
of the CRS symbols. The advantage of this method is that the CRS is always
broadcasted (periodically). In other words, no dummy symbols have to be
sent as when using data symbols and there is no data to be sent. The CRS
is a two dimensional cell specific sequence in LTE to aid UEs in performing
channel estimation and cell identification of a cell and is the basis for the cell
selection and hand-over decisions. The CRS spans each resource block and
is sent at predefined resource elements. An example of CRS pattern for two
different antenna ports of one RH, which has two pairs, each transport the
signal of one antenna port, are shown in Fig. 12.8a and 12.8b, respectively.
Each square in the pattern represents a resource element. R0 represents a
resource element on which a CRS is sent from the first antenna port. R1
represents a resource element on which a CRS is sent from the second antenna.
»XXXX« signifies that no reference symbol is sent in the information element
for this antenna port. The CRS signals are transmitted in each resource block
in every downlink subframe in the frequency domain and are covering the
whole cell bandwidth. The CRS for different cells can use the same resource
elements and can also be shifted in resource elements.

When to send an LTE CRS depends on its cell-id, which is a numeric iden-
tifier that defines (504) unique cells. The cell-ID defines not only the reference
signal constellation points by associated M-sequences, but also their alloca-
tion within the resource grid (Figs. 12.8a and 12.8b). The period of the CRS
sequence is one radio frame, e.g., 10 ms. Cells with consecutive ids have their
reference signal frequency allocation shifted by one. If two cells have IDs sep-
arated by 6, i.e., 0, 6, 12, ..., their reference signals are allocated in the same
positions in the downlink resource grid. In order to see the mutual crosstalk
components on the received CRS symbols, the CRS for different cells should
use the same frequency/time pattern, so that the error samples per RH com-
prise all crosstalk components from other RHs connected to the same IRU. To
achieve this, this invention proposes to assign the cell-IDs for different cells
whose RHs are connected to the same IRU according to:

Ncell
ID (1) ∈ {0, 1, . . . , 503} ,

Ncell
ID (i) =

(
Ncell

ID (i− 1) + 6
)

mod 504, i ∈ {2, . . . , M}.

This guarantees that the CRS symbols are transmitted synchronously in time
and frequency, as shown in Fig. 12.9. In this example, four cells whose RHs
are connected to the same IRU are assigned cell-ID 0, 6, 12 and 18, respec-
tively, which results in that the CRS symbols are transmitted on the same
resource element in each resource block for the four cells (12 REs in 7 OFDM
symbols), as illustrated by the cell-ID numbers »0, 6, 12, 18« residing in the
same resource element square.
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In this way, the error samples on the received CRS symbols of each RH
comprises the crosstalk components from the other RHs’ CRS symbols trans-
mitted on closely lying conductors. Treating the CRS as independent random
symbols, the error samples can be used to drive statistical processing methods
like the MMSE-based, the LS-based and the LMS-based methods, etc., men-
tioned before to update the precoder to cancel out the crosstalk. The same
methods can be used as in the data symbol based method. Particularly, the LS
method described above in detail is presented for crosstalk channel estimation
with the known transmitted CRS symbols and the received CRS symbols (i.e.,
error samples plus the transmitted CRS symbols) from the feedback. Further-
more, CRS may be generated based on a Gold sequence, which is a class of
pseudo random sequences having good periodic cross-correlation properties.
If the cross-correlation property is utilized by more advanced methods, an
even better performance may be achieved.

In this way, the precoding coefficients on every 3-rd subcarrier is explicitly
calculated, because the CRS is defined on every 3-rd subcarrier (1, 4, 7,...), as
shown in Fig. 12.9 (every row of squares defines a subcarrier). The precoding
coefficients on the rest of the subcarriers can be obtained by interpolation
techniques. It can even simply use the same precoding coefficients, as the 3
subcarriers are within the coherent bandwidth for the cable channel.

It is noted that the proposed CRS-based method works also for multiple
antennas per RH, because of the shifted structure of CRS per antenna port
defined in 3GPP, as shown in Fig. 12.8a and 12.8b.

The described solution significantly lowers crosstalk of a base station sys-
tem where the IRS is connected to its RHs via metallic conductors between
which crosstalk may occur. This result in a significant improvement of reach
and bandwidth for signals sent from an RH to UEs in connections the RH.
Since the crosstalk cancellation is done in the IRU, no modifications are needed
on today’s BBU. Further, the described solution reuses existing radio signal-
ing, e.g., LTE signaling, for updating the precoder for downlink crosstalk can-
cellation, which means that no extra signaling is needed on the metallic con-
ductors.

Fig. 12.10 describes an embodiment of a network node (600) operable in a
wireless communication network, configured to mitigating crosstalk of a base
station system (100). The dashed lines in the figures are used to illustrate
that those boxes are only optional. The base station system comprises an
IRU (10), a BBU (30) connected to the IRU, and a plurality of RHs (21-26)
connected to the IRU via a plurality of metallic conductors. The network node
(600) comprises a processor (603) and a memory (604). The memory contains
instructions executable by said processor, whereby the network node (600) is
operative for receiving from a first (21) of the plurality of RHs, a measure of
an error of one or more symbols of a signal received by the first RH from the
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IRU over a first of the plurality of metallic conductors, the measure of the error
being detected by the first RH, the signal being destined to a user equipment,
UE (60) wirelessly connected to the first RH (21). The memory further contains
instructions executable by said processor, whereby the network node (600) is
operative for determining precoding coefficients for a precoder according to
the received error measure, and triggering applying the determined precoding
coefficients when sending further signals to the first RH over the first of the
plurality of metallic conductors, the further signals being destined to UEs
wirelessly connected to the first RH.

According to an embodiment, the one or more symbol is a data symbol.
According to another embodiment, the one or more symbol is a reference
signal symbol, such as CRS symbol.

According to another embodiment, the memory contains instructions ex-
ecutable by said processor, whereby the network node (600) is operative for
triggering sending, to the first of the plurality of RHs, the signal destined to
the UE connected to the first of the plurality of RHs.

According to another embodiment, the memory contains instructions ex-
ecutable by said processor, whereby the network node (600) is operative for
triggering sending, to a second of the plurality of RHs, a signal destined to a
UE connected to the second of the plurality of RHs, the signal sent to the sec-
ond RH comprising a reference signal symbol, wherein the signal sent to the
first RH and the signal sent to the second RH are sent in the same frequency
and time slot.

The network node (600) may further comprise a communication unit (602),
which may be considered to comprise conventional means for wirelessly com-
municating from and/or to other nodes in the communication network, such
as the BBU (30), the UE (60) and the IRU, depending on where the func-
tionality is installed. The communication unit may comprise one or more
communication ports for communicating with other nodes in the network.
The network node may further comprise one or more storage units (606) and
further functionality (607) useful for the network node to serve its purpose
as network node. The instructions executable by said processor may be ar-
ranged as a computer program (605) stored in said memory (604). The pro-
cessor (603) and the memory (604) may be arranged in an arrangement (601).
The arrangement (601) may be a micro processor and adequate software and
storage therefore, a programmable logic device (PLD) or other electronic com-
ponent(s)/processing circuit(s) configured to perform the actions, or methods
mentioned above.

The computer program (605) may comprise computer readable code means,
which when run in the network node (600) causes the network node to per-
form the steps described in any of the described embodiments. The com-
puter program may be carried by a computer program product connectable
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to the processor. The computer program product may be the memory (604).
The memory (604) may be realized as for example a random-access mem-
ory (RAM), read-only memory (ROM) or an electrical erasable programmable
ROM (EEPROM). Further, the computer program may be carried by a separate
computer-readable medium, such as a CD, DVD or flash memory, from which
the program could be downloaded into the memory (604). Alternatively, the
computer program may be stored on a server or any other entity connected
to the communication network to which the network node has access via its
communication unit (602). The computer program may then be downloaded
from the server into the memory (604).

Fig. 12.11 describes another embodiment of a network node (600) of a wire-
less communication network operable in a base station system (100) of the
wireless communication network. The base station system comprises an IRU
(10), a BBU (30) connected to the IRU and a plurality of RHs (21-26) connected
to the IRU via a plurality of metallic conductors. The network node comprises
a receiving module (704) for receiving from a first (21) of the plurality of RHs,
a measure of an error of one or more symbols of a signal received by the first
RH from the IRU over a first of the plurality of metallic conductors, the mea-
sure of the error being detected by the first RH, the signal being destined to
a UE (60) wirelessly connected to the first RH (21). The network node further
comprises a determining module (706) for determining precoding coefficients
for a precoder according to the received error measure, and a triggering mod-
ule (708) for triggering applying the determined precoding coefficients when
sending further signals to the first RH over the first of the plurality of metallic
conductors, the further signals being destined to UEs wirelessly connected to
the first RH.

Fig. 12.12 describes an embodiment of a first RH (21) operable in a base
station system (100) of a wireless communication network, configured to con-
tribute in mitigating crosstalk. The base station system comprises an IRU (10),
a BBU (30) connected to the IRU, and a plurality of RHs (21-26) including the
first RH, the plurality of RHs being connected to the IRU via a plurality of
metallic conductors. The first RH comprises a processor (803) and a mem-
ory (804). The memory contains instructions executable by said processor,
whereby the first RH (21) is operative for receiving, from the IRU over a first
(41) of the plurality of metallic conductors, a signal destined to a UE (60)
wirelessly connected to the first RH, the signal comprising one or more sym-
bols. The memory further contains instructions executable by said processor,
whereby the first RH (21) is operative for detecting, from the received one or
more symbol, a measure of an error of the one or more symbol; and sending,
to the IRU, the measure of the one or more symbol error, for further updat-
ing of precoding coefficients for a precoder based on the received measure of
symbol error.
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According to an embodiment, the one or more symbol is a data symbol.
According to another embodiment, the one or more symbol is a reference
signal symbol, such as CRS symbol.

The radio head (21) may further comprise a communication unit (802),
which may be considered to comprise conventional means for wirelessly com-
municating from and/or to the UE (60) and the IRU (10). The communication
unit may comprise a wireless transceiver and at least one antenna. The com-
munication unit may comprise one or more communication ports for commu-
nicating with the IRU over the metallic conductor. The radio head may further
comprise one or more storage units (806) and further functionality (807) useful
for the radio head to serve its purpose as radio head. The instructions exe-
cutable by said processor may be arranged as a computer program 805 stored
in said memory (804). The processor (803) and the memory (804) may be
arranged in an arrangement (801). The arrangement 801 may be a micro pro-
cessor and adequate software and storage therefore, a Programmable Logic
Device, PLD, or other electronic component(s)/processing circuit(s) config-
ured to perform the actions, or methods mentioned above.

The computer program (805) may comprise computer readable code means,
which when run in the radio head (21) causes the radio head to perform the
steps described in any of the described embodiments. The computer program
may be carried by a computer program product connectable to the proces-
sor. The computer program product may be the memory (804). The memory
(804) may be realized as for example a RAM, ROM or an EEPROM. Fur-
ther, the computer program may be carried by a separate computer-readable
medium, such as a CD, DVD or flash memory, from which the program could
be downloaded into the memory (804). Alternatively, the computer program
may be stored on a server or any other entity connected to the communication
network to which the radio head (21) has access via its communication unit
(802). The computer program may then be downloaded from the server into
the memory (804).

Fig. 12.13 describes another embodiment of a first RH (21) operable in a
base station system (100) of a wireless communication network, configured
to contribute in mitigating crosstalk. The base station system comprises an
IRU (10), a BBU (30) connected to the IRU, and a plurality of RHs (21-26)
including the first RH, the plurality of RHs being connected to the IRU via a
plurality of metallic conductors. The first RH comprises a receiving module
(904) for receiving, from the IRU over a first (41) of the plurality of metallic
conductors, a signal destined to a UE (60) wirelessly connected to the first RH,
the signal comprising one or more symbols. The first RH further comprises a
detecting module (906) for detecting, from the received one or more symbol,
a measure of an error of the one or more symbol, and a sending module
(908) for sending, to the IRU, the measure of the one or more symbol error,
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for further updating of precoding coefficients for a precoder based on the
received measure of symbol error.

In Figs. 12.12 and 12.13 the term »first radio head« is used for being able to
distinguish the first RH out of the plurality of RHs mentioned in the text to
the figures. However, any of the plurality RHs could be the first RH.

Although the description above contains a plurality of specificities, these
should not be construed as limiting the scope of the concept described herein
but as merely providing illustrations of some exemplifying embodiments of
the described concept. It will be appreciated that the scope of the presently
described concept fully encompasses other embodiments which may become
obvious to those skilled in the art, and that the scope of the presently de-
scribed concept is accordingly not to be limited. Reference to an element in
the singular is not intended to mean »one and only one« unless explicitly so
stated, but rather »one or more«. All structural and functional equivalents to
the elements of the above-described embodiments that are known to those of
ordinary skill in the art are expressly incorporated herein by reference and
are intended to be encompassed hereby. Moreover, it is not necessary for an
apparatus or method to address each and every problem sought to be solved
by the presently described concept, for it to be encompassed hereby.

12.6 CLAIMS

1. A method for mitigating crosstalk performed by a network node of a
wireless communication network operable in a base station system (100)
of the wireless communication network, the base station system com-
prising an IRU (10), a BBU (30), connected to the IRU and a plurality of
RHs (21-26) connected to the IRU via a plurality of metallic conductors,
the method comprising:

- receiving (204) from a first (21) of the plurality of RHs, a measure
of an error of one or more symbols of a signal received by the first
RH from the IRU over a first of the plurality of metallic conduc-
tors, the measure of the error being detected by the first RH, the
signal being destined to a UE (60), wirelessly connected to the first
RH (21),

- determining (206) precoding coefficients for a precoder according
to the received error measure, and

- triggering applying (208) the determined precoding coefficients
when sending further signals to the first RH over the first of the
plurality of metallic conductors, the further signals being destined
to UEs wirelessly connected to the first RH.
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2. Method according to claim 1, wherein the one or more symbol is a data
symbol.

3. Method according to claim 1, wherein the one or more symbol is a
reference signal symbol, such as CRS symbol.

4. Method according to any of claims 1-3, further comprising:

- triggering sending (202), to the first of the plurality of RHs, the
signal destined to the UE connected to the first of the plurality of
RHs.

5. Method according to claim 3 and 4, further comprising:

- triggering sending (210), to a second of the plurality of RHs, a
signal destined to a UE connected to the second of the plurality
of RHs, the signal sent to the second RH comprising a reference
signal symbol, wherein the signal sent to the first RH and the
signal sent to the second RH are sent in the same frequency and
time slot.

6. A method performed by a first RH (21) operable in a base station system
(100) of a wireless communication network, for mitigating crosstalk, the
base station system comprising an IRU (10) a BBU (30) connected to the
IRU, and a plurality of RHs (21-26) including the first RH (21), the
plurality of RHs being connected to the IRU via a plurality of metallic
conductors, the method comprising:

- receiving (302), from the IRU over a first (41) of the plurality of
metallic conductors, a signal destined to a user equipment, UE,
(60) wirelessly connected to the first RH, the signal comprising
one or more symbols;

- detecting (304), from the received one or more symbol, a measure
of an error of the one or more symbol;

- sending (306), to the IRU, the measure of the one or more symbol
error, for further determining of precoding coefficients for a pre-
coder of the IRU based on the received measure of symbol error.

7. Method according to claim 6, wherein the one or more symbol is a data
symbol.

8. Method according to claim 6, wherein the one or more symbol is a
reference signal symbol, such as CRS symbol.

9. A network node (600) operable in a wireless communication network,
configured to mitigating crosstalk of a base station system (100), the
base station system comprising an IRU (10), a BBU (30) connected to
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the IRU, and a plurality of RHs (21-26) connected to the IRU via a
plurality of metallic conductors, the network node (600) comprising a
processor (603) and a memory (604), said memory containing instruc-
tions executable by said processor, whereby the network node (600) is
operative for:

- receiving from a first (21) of the plurality of RHs, a measure of an
error of one or more symbols of a signal received by the first RH
from the IRU over a first of the plurality of metallic conductors,
the measure of the error being detected by the first RH, the signal
being destined to a UE (60), wirelessly connected to the first RH
(21),

- determining precoding coefficients for a precoder according to the
received error measure, and

- triggering applying the determined precoding coefficients when
sending further signals to the first RH over the first of the plurality
of metallic conductors, the further signals being destined to UEs
wirelessly connected to the first RH.

10. Network node according to claim 9, wherein the one or more symbol is
a data symbol.

11. Network node according to claim 9, wherein the one or more symbol is
a reference signal symbol, such as CRS symbol.

12. Network node according to any of claims 9-11, wherein the memory
contains instructions executable by said processor, whereby the network
node (600) is operative for:

- triggering sending, to the first of the plurality of RHs, the signal
destined to the UE connected to the first of the plurality of RHs.

13. Network node according to claim 11 and 12, wherein the memory con-
tains instructions executable by said processor, whereby the network
node (600) is operative for triggering sending, to a second of the plu-
rality of RHs, a signal destined to a UE connected to the second of the
plurality of RHs, the signal sent to the second RH comprising a ref-
erence signal symbol, wherein the signal sent to the first RH and the
signal sent to the second RH are sent in the same frequency and time
slot.

14. A first RH (21) operable in a base station system (100) of a wireless com-
munication network, configured to contribute in mitigating crosstalk,
the base station system comprising an IRU (10), a BBU (30) connected
to the IRU, and a plurality of RHs (21-26) including the first RH, the
plurality of RHs being connected to the IRU via a plurality of metallic
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conductors, the first RH comprising a processor (803) and a memory
(804), said memory containing instructions executable by said proces-
sor, whereby the first RH (21) is operative for:

- receiving, from the IRU over a first (41) of the plurality of metallic
conductors, a signal destined to a UE (60) wirelessly connected to
the first RH, the signal comprising one or more symbols;

- detecting, from the received one or more symbol, a measure of an
error of the one or more symbol; and

- sending, to the IRU, the measure of the one or more symbol error,
for further updating of precoding coefficients for a precoder based
on the received measure of symbol error.

15. A computer program (605) comprising computer readable code means
to be run in a network node (600) of a wireless communication net-
work, configured to mitigating crosstalk of a base station system (100),
the base station system comprising an IRU (10), a BBU (30) connected
to the IRU, and a plurality of RHs (21-26) connected to the IRU via a
plurality of metallic conductors, which computer readable code means
when run in the network node causes the network node (600) to per-
form the following steps:

- receiving from a first (21) of the plurality of RHs, a measure of an
error of one or more symbols of a signal received by the first RH
from the IRU over a first of the plurality of metallic conductors,
the measure of the error being detected by the first RH, the signal
being destined to a UE (60), wirelessly connected to the first RH
(21),

- determining precoding coefficients for a pre-coder of the IRU ac-
cording to the received error measure, and

- triggering applying the determined precoding coefficients when
sending further signals to the first RH over the first of the plurality
of metallic conductors, the further signals being destined to UEs
wirelessly connected to the first RH.

16. A carrier containing the computer program (605) according to claim 15,
wherein the carrier is one of an electronic signal, optical signal, radio
signal or computer readable storage medium.

17. A computer program (805) comprising computer readable code means
to be run in a first RH (21) operable in a base station system (100) of
a wireless communication network, the base station system comprising
an IRU (10), a BBU (30) connected to the IRU, and a plurality of RHs
(21-26) including the first RH, the plurality of RHs being connected to
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the IRU via a plurality of metallic conductors, which computer readable
code means when run in the first RH causes the first RH (21) to perform
the following steps:

- receiving, from the IRU over a first of the plurality of metallic
conductors, a signal destined to a UE wirelessly connected to the
first RH, the signal comprising one or more symbols;

- detecting, from the received one or more symbol, a measure of an
error of the one or more symbol;

- sending, to the IRU, the measure of the one or more symbol error,
for further updating of precoding coefficients for a pre-coder of
the IRU based on the received measure of symbol error.

18. A carrier containing the computer program (805) according to claim 17,
wherein the carrier is one of an electronic signal, optical signal, radio
signal or computer readable storage medium.
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