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Abstract

In most control problems the objective is to control the output at a de-
sired value in spite of disturbances. In some cases, the best setpoint is
not known a priori and it should be found online to optimize the pro-
cess performance. This thesis examines a probing strategy that can be
applied for this class of problems. The focus is on the application of the
technique to the control of feed supply in fed-batch fermentations of the
bacterium Escherichia coli.

The thesis is divided into three parts. In the first part, the convergence
properties of the probing algorithm are examined. The analysis is limited
to processes modeled by a linear time-invariant dynamic in series with a
static nonlinearity. Stability and performance analysis taking into account
the process dynamic are performed. Tuning guidelines that help the user
for the design are also derived.

The second part presents a novel cultivation technique based on the
probing approach. The fermentation technique combines the advantages
of probing control and temperature-limited fed-batch technique. The feed-
ing strategy is well adapted for prolonged operation at the maximum oxy-
gen transfer capacity of the reactor. The efficiency of the method is demon-
strated by simulations and experimental results. The strategy leads to a
high biomass and it limits the degradation of the recombinant protein
activity in the late production phase.

In the third part, the probing feeding strategy is evaluated in industrial-
scale bioreactors. Based on experimental results the influence of scale and
complex medium is discussed. It is shown that the flexibility and robust-
ness of the technique makes it a useful tool for process development.
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Introduction

1.1 Motivation

Today, many pharmaceuticals are produced using genetically modified mi-
croorganisms. Since the first gene cloning in the beginning of the 1970s,
it is possible to modify a microorganism to produce a desired substance,
often a protein. The recombinant organism is then grown in a bioreactor
to large numbers to obtain considerable quantities of the target protein.
The environment inside the bioreactor should allow optimal growth and
product synthesis. To achieve reproducible results feedback is commonly
used to control parameters like temperature, pH and dissolved oxygen.

In fed-batch processes, the main carbon source is added during the
cultivation to meet the actual cell demand. The feeding strategy has been
reported to have a large impact on the process performance. The bac-
terium Escherichia coli is a common host organism that can be quickly
grown to high cell densities. A drawback, however, is the formation of the
by-product acetate, inhibiting both cell growth and product formation [Luli
and Strohl, 1990; Bauer et al., 1990; Bech Jensen and Carlsen, 1990]. Ac-
etate can be formed in two situations: under anaerobic conditions and by
overflow metabolism, that is, when the carbon source, often glucose, is
in excess. The major problem is that neither acetate or glucose can be
measured online to the required accuracy. Most of the feeding strategies
that avoid acetate formation are based on specific process knowledge or
require non-standard sensors.

A feeding strategy based on standard dissoved oxygen measurement
has shown good results in laboratory scale reactors [Akesson, 1999]. The
key idea is to detect the saturation of the respiratory capacity of the cells,
and thereby the onset of acetate formation, by superimposing short pulses
in the feed rate. A feedback algorithm updates the feed rate based on the
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Chapter 1. Introduction

pulse response in the dissolved oxygen signal. High cell density can be
achieved in short times while minimizing acetate formation.

The probing control strategy is an efficient technique that exploits
the full capacity of a bioreactor while operating in a safe region. The
control strategy is applicable in other contexts for online optimization of
processes with unknown but limited capacity. Rigorous analysis of the
closed-loop system would be valuable for a better understanding of the
probing technique. The analysis should account for the process dynamics
and lead to simple tuning guidelines.

The feeding strategy tends to maximize the feed rate with respect to
the constraints from the cells and the reactor. The sole manipulation of the
feed rate can however lead to undesirable effects like product degradation
or release of toxins into the medium [Rozkov, 2001; Han, 2002]. For a
better product synthesis the strategy could be further improved, especially
in the late part of the cultivation when operating at the maximum oxygen
transfer rate.

The good results obtained with the probing strategy in laboratory-
scale reactors are promising for a successful transfer of the technique
to industrial applications. In a large scale fermenter, problems related
to mixing are however susceptible to perturb the probing technique. To
improve a process productivity, complex media, i.e. containing a not well-
defined mixture of various nutrients, can be used. The metabolic shifts
occuring in connection with the depletion of preferred substrates can lead
to quick variations in the glucose or oxygen demand. The effects of scale-
up and medium composition need to be investigated for the application of
the probing approach to industrial reactors.

1.2 Outline and contributions of the thesis

The goal of the thesis is threefold:

e To analyse the stability and the performance of the probing strategy
accounting for the process dynamics.

e To improve the probing feeding strategy in the late fed-batch phase
when operating close to the maximum oxygen transfer capacity of
the reactor.

e To evaluate the performance and limitations of the feeding strategy
in large scale systems and systems with complex media.

Below, the contents and main contributions of the thesis are summa-
rized. References to related publications are also given.

12



1.2 Outline and contributions of the thesis

Chapter 2: Background

This chapter provides the context for the main contributions presented in
the following chapters. A brief introduction to fermentation techniques is
given, followed by a description of a probing feeding strategy.

Chapter 3: Analysis and tuning of the probing strategy

This chapter presents an analysis of the probing control strategy account-
ing for the process dynamics. The process to be controlled is modeled
by a linear, time-invariant system in series with a static nonlinearity. A
discrete-time representation of the closed-loop system is derived to fa-
cilitate the analysis. When the nonlinearity is modeled by a piecewise
affine function, as in the bioreactor example, stability and performance of
the probing scheme can be investigated by solving a set of linear matrix
inequalities. The analysis methods are applied to some simple examples
where it is desirable to control the process to a saturation. Based on those
results, tuning guidelines for the probing controller are derived. It is also
shown how the closed-loop system representation can be used to prove
absolute stability in the case of a static concave nonlinearity.

Publications

Velut S. and P. Hagander (2005): “Control of fed-batch bioreactors.” Under
review for publication in NACOZ book chapter.

Velut S. and P. Hagander (2004): “A Probing Control Strategy: Stability
and Performance.” In Proceedings of the 43rd IEEE Conference on
Decision and Control. Paradise Island, Bahamas.

Velut S. and P. Hagander (2003): “Analysis of a probing control strategy.”
In Proceedings of the American Control Conference. Denver, Colorado.

Chapter 4: Substrate and temperature limited fed-batch techniques

In this chapter, a novel cultivation technique for fed-batch fermentations
with high oxygen demand is proposed. The strategy combines the advan-
tages of probing control and the temperature limited fed-batch technique.
When the maximum oxygen transfer capacity of the reactor is reached,
the oxygen demand from the cells is lowered by decreasing the temper-
ature of the culture. Dissolved oxygen control is achieved by simultane-
ous manipulation of temperature and agitation speed, in a mid-ranging
configuration. Analysis and tuning guidelines of the feeding strategy are
presented. The efficiency of the method is illustrated by simulations and
experimental results from fed-batch cultivations of two different E. coli
strains. The technique leads to a high productivity and minimizes the late
product degradation that often occurs with the substrate limited fed-batch
technique.
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Chapter 1. Introduction

Publications

Velut S., L. de Maré and P. Hagander (2005): “Application of probing
control to the temperature-limited fed-batch technique.” Manuscript
in preparation.

de Maré L., S. Velut, E. Ledung, C. Cimander, B. Norrman, E. Norberg
Karlsson, O. Holst and P. Hagander (2005): “A cultivation technique
for E. coli fed-batch cultivations operating close to the maximum
oxygen transfer capacity of the reactor.” Accepted for publication in
Biotechnology letters.

Velut S., L. de Maré and P. Hagander (2004): “A modified probing feeding
strategy: control aspects.” In Proceedings of Reglermote. Gothenburg,
Sweden.

de Maré L., S. Velut, S. Briechle, C. Wennerberg, C. Cimander, G.
Silfversparre, O. Holst and P. Hagander (2004): “Temperature limited
fed-batch cultivation with a probing feeding strategy for Escherichia
coli.” In Proceedings of the Computer Applications in Biotechnology
9th International Symposium. Nancy, France.

Chapter 5: Large scale and complex medium

This chapter examines the impact of the reactor scale and the medium on
the performance of the probing strategy. Performance and limitations of
the technique are highlighted using experimental results. When compared
to other feeding strategies, good results can be obtained after the first
attempts. Additional efforts should however be devoted to the design of
the dissolved oxygen controller. It is also shown that the application of
the probing strategy can imply a considerable gain of time in process
development.

Publications

Velut S., A. Castan, K.A. Short, J.-P. Axelsson, P. Hagander, B.A. Zditosky
and C.W. Rysenga (2005): “Probing control for large-scale reactors and
complex medium.” Manuscript in preparation.

Velut S. and L. de Maré, J.-P. Axelsson and P. Hagander (2002): “Evalua-
tion of a probing feeding strategy in large scale cultivations.” Techni-
cal report ISRN LUTFDZ2/ TFRT - 7601- - SE. Department of Automatic
Control, Lund Institute of Technology, Sweden.
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1.2 Outline and contributions of the thesis

Chapter 6: Concluding remarks

The contents of the thesis are summarized and suggestions for future
work are given.

Other Publications
Work that is not presented in the thesis but is related to it include

de Maré L., S. Velut, P. Hagander and M. Akesson (2001): “Feedback con-
trol of flow rate from a peristaltic pump using balance measurements.”
In Proceedings of the European Control Conference. Porto, Portugal.

Ramchuran S., E. Nordberg Karlsson, S. Velut, L. de Maré, P. Hagander
and O. Holst (2002): “Production of heterologous thermostable glyco-
side hydrolases and the presence of host-cell proteases in substrate
limited fed-batch cultures of Escherichia coli BL21(DE3).” In Applied
Microbiology and Biotechnology.

Norberg Karlsson E., S. Ramchuran, P. Turner, L. de Maré, C. Cimander,
S. Velut, A. Ekman, C. Wennerberg, P. Hagander and O. Holst (2005):
“Production of two glycoside hydrolases of thermophilic origin in E.
coli and analysis of released endotoxins using substrate limited and
temperature limited fed-batch cultivation strategies.” Submitted to
Journal of Biotechnology.

Haugwitz S., M. Karlsson, S. Velut and P. Hagander (2005): “Anti-
windup in mid-ranging control.” Submitted to 44th IEEE Conference
on Decision and Control and European Control Conference ECC 2005.
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2

Background

This thesis deals with control strategies for fermentation processes where
the bacterium Escherichia coli produces recombinant proteins. The pur-
pose of this chapter is to provide background for the following chapters.
A Dbrief introduction to fermentation techniques is given, followed by a
description of a probing feeding strategy. More information on bioprocess
technology in general can be found in the texts [Enfors and Haggstrom,
1994; Pirt, 1985; Doran, 1998].

2.1 Production of recombinant proteins

Recombinant DNA technology

In recent decades, genetic engineering has been revolutionized by a tech-
nique known as recombinant DNA technology. The technique appeared in
the 1970s and consists in excising segments of DNA from one species of
organism and inserting them into the DNA of another species. The cells
with the new genetic material become "factories” for the production of
the protein coded by the inserted DNA. By cultivating the recombinant
cells to large numbers, the recombinant protein can be produced in high
quantities. The first medical use of a recombinant DNA protein goes back
to 1982. A recombinant E. coli was cultivated to produce the hormone
insulin that was previously available in limited quantities from hogs. Re-
combinant DNA concerns now a number of industries including medicine,
vegetal and animal food production or pollution control.

Cultivation of microorganisms

The biochemical reactions take place in a vessel called bioreactor, contain-
ing water, nutrients and cells. There are various types of reactors, each
one meeting needs specific to the process of interest. A common reactor is
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Chapter 2. Background
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Figure 2.1 Schematic view of a stirred and aerated reactor with incoming feed.

the stirred and aerated reactor shown in Figure 2.1. In this tank, air is
sparged at the bottom and mixing is achieved mechanically by impellers.

The reactor broth should contain all the nutrients necessary for cell
growth and product synthesis. There are two kinds of media: defined and
complex. A defined medium consists of various components, each of them
being chemically well-characterized. The development of such a medium
is a long process that can be facilitated by considering the cell and product
composition. The carbon source is often a sugar such as glucose. A complex
medium contains nutrients that are not completely well-defined, such as
yeast extract or molasses, that can vary in composition or quality. The
benefits of using complex media may be enhanced productivity or lower
cost but it can also give less reproducible fermentation results.

To provide environmental conditions suitable for growth and produc-
tion, reactors are equipped with instruments for monitoring and control
of essential parameters. Feedback control is commonly used to regulate
parameters such as pH, temperature, agitation speed or feed-flow rate.
Another important factor affecting reactor performance is the mode of
operation. There are three different modes: batch, fed-batch and contin-
uous. A batch process operates as a closed system: nutrients are added
at the beginning of the fermentation and products are removed only at
the end. Nothing but air enters the reactor during the cultivation. In a
fed-batch reactor, feed is added at a limiting rate in order to supplement
the contents of the reactor. Except for the exhaust gas, nothing leaves the
reactor before the end of the cultivation. A continuous reactor operates in

18



2.1 Production of recombinant proteins
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Figure 2.2 A reactor operating in fed-batch mode begins with a batch phase. After
depletion of the initial glucose, feed is added at a limiting rate to avoid inhibitory
concentrations. The fed-batch phase is often divided into a growth phase and a
production phase.

a stationary state where the inlet flow is in balance with the outlet flow.
The fed-batch mode is commonly used for high cell density cultures. A
typical profile for a fed-batch cultivation is shown in Figure 2.2. The fer-
mentation begins with a batch phase. After depletion of the initial glucose
amount, additional glucose is fed to the reactor, at a limiting rate. The
cell density grows exponentially and the feed rate is adjusted to meet the
growing glucose demand. The oxygen transfer capacity of the reactor may
become limiting and the feed rate cannot be increased any more. When
the cell density is sufficiently high, the expression phase is started, often
by addition of a chemical agent. The starting time of the protein synthesis
is often referred as ”"induction”.

Process development

In recombinant DNA biotechnology, many steps are required to convert
the idea of a product into a commercial reality. A broad range of disci-
plines are involved in this long process. The first steps in the process
development is concerned with cloning. Major concerns of this stage are
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Chapter 2. Background

the stability of the recombinant organism and the level of expression of
the target product, often a protein. Determination of the growth and pro-
duction characteristics represents the second phase of the process. Small-
scale cultures in shake flasks are first carried out in order to determine
the optimal environmental conditions. After that, the scale-up process
commences by cultivating the cells in a small-scale reactor (from one to
two liters). Various measurements are perfomed and further cultivation
conditions are optimized. The expression capability of the organism is as-
sessed for evaluation of the economical feasibility of the process. Then, the
system is again scaled-up to a pilot-scale reactor with volume of several
hundred liters. Many scale-related factors such as mixing or the control
configuration may have an impact on the productivity of the process. Eco-
nomical issues are once again considered before the technology transfer
to an industrial-scale bioreactor.

The fermentation is followed by a recovery step with the objective
to isolate and purify the desired product from the culture broth. This
step, also called downstream processing, can account for a substantial
part of the total production cost. It is thus important to optimize the
fermentation process for an efficient and inexpensive isolation procedure.
Finally, before the release of the product onto the market, clinical trials
as well as thorough controls by regulatory authorities are carried out.

2.2 Fed-batch cultivation of Escherichia coli

A common host for recombinant protein production is the bacterium Es-
cherichia coli. It is well characterized and it can be quickly grown to high
cell densities. The fed-batch technique is an efficient way for maximizing
both cell mass and foreign protein concentration.

A drawback when using E. coli is the formation of acetic acid that has
been reported to reduce both growth [Luli and Strohl, 1990] and product
formation [Bauer et al, 1990; Bech Jensen and Carlsen, 1990]. Acetate
can be formed in two situations:

e Under anaerobic conditions, that is when the dissolved oxygen con-
centration is low

e Under fully aerobic conditions by overflow metabolism, that is when
the carbon source, often glucose, is in excess.

Acetate is metabolized when glucose is no longer in excess, see [Prieto
et al., 2004].

Various methods have been developed to avoid acetate accumulation,
see for instance [Lee, 1996; Yee and Blanch, 1992]. The feeding profile has

20



2.2 Fed-batch cultivation of Escherichia coli
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Figure 2.3 Illustration of the typical constraints on the feed rate F(¢) in a E. coli
fed-batch cultivation.

a great impact on the fermentation results, see [Zabriskie et al, 1987].
Figure 2.3 illustrates the typical constraints on the feed rate in a fed-batch
cultivation. At an early stage, when the cell density is low, the feed rate
is mainly limited by the overflow metabolism. As the cells grow, the feed
rate can be gradually increased, eventualy to the point where the oxygen
transfer capacity of the reactor is limiting. In that case, the feed rate is
kept approximately constant to maintain aerobic conditions. In connection
with induction, changes in the process may lead to overfeeding [Qiu et al.,
1998] and result in acetate accumulation. When the fermentation is run
for a long time at the maximum oxygen transfer capacity of the reactor,
the low feed rate relative to the cell density can lead to starvation.

Control problem

The feeding strategy should maximize the feed flow rate while avoiding
anaerobic conditions and overflow metabolism. Aerobic conditions can be
guaranteed by controlling the dissolved oxygen concentration in the biore-
actor to a sufficiently high level. Agitation speed can for instance be used
for that purpose. The main difficulty consists in finding the optimal feed
rate. High feed rates result in short cultivation times, thereby high pro-
ductivity, but may lead to overfeeding. The critical glucose concentration,
above which the respiratory capacity of the cells saturates and acetate is
produced, is unknown and may vary during a cultivation. Furthermore,
accurate online measurement of such low glucose concentrations is not
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Chapter 2. Background

available. The time-varying and uncertain nature of the process makes
the control task even more difficult. For good robustness properties, the
strategy should be simple and be based on standard measurements.

Model

We consider a bioreactor running in fed-batch mode. Air is sparged into
the reactor and the dissolved oxygen concentration is controlled by ma-
nipulation of the agitation speed. The model described below is a simple
model that does not take the acetate concentration into account. The full
model inspired by [Xu et al., 1999], and used in some simulations can be
found in [Akesson et al., 2001c].

Mass balances. The mass balance equations for the media volume V,
the cell concentration X, the glucose concentration G, and the dissolved
oxygen concentration C, are

dv
o =F
d(VX) _ u(G)VX
d ilftG =y
VG _ G- a,(@)VX
% = I{La,(]\f)V(C;< — Co) _QO(G)VX

where F, G;,, K1,a and C; are the feed flow rate, the glucose concentration
in the feed, the volumetric oxygen transfer coefficient and the oxygen
concentration in equilibrium with the oxygen in gas bubbles, respectively.
Further, u, g, and g, denote the specific rates for growth, oxygen uptake,
and glucose uptake.

Metabolic relations. The glucose uptake rate is supposed to follow a

Monod type law,

max G
2(G) =45 ¢ (2.2)

The specific oxygen uptake rate is modeled by

qo = min(Y,,q,. q) (2.3)

q;nux 4 > chrit
max

The critical specific glucose uptake rate q;’” = ql"[— defines the limit for
og

overfeeding. Above q;’it the respiratory capacity of the cells saturates and

the byproduct acetate is produced.
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2.2 Fed-batch cultivation of Escherichia coli

F g 9o

Glucose ‘
dynamics /o Oxygen 0,

N dynamics

Figure 2.4 Simplified model of the fed-batch reactor. The inputs are the feed flow
rate F and the agitation speed N. The measured output is the dissolved oxygen
tension O,. The specific rates for glucose and oxygen consumption, respectively
denoted by g, and gq,, are not measurable.

Most sensors measure the dissolved oxygen tension O instead of the
dissolved oxygen concentration C,. They are related by Henry’s law

0 =HC, (2.4)

The dynamics in the oxygen probe can also be taken into account and it
is modeled by a first order system with time constant 7),:

do
Tp—dt” +0,=0 (2.5)
Linearization. During short periods of time, the volume V and the
biomass X are approximately constant. The variations in the dissolved
oxygen tension and in the glucose concentration are described by

ngg—G +AG = K ,AF
kg e
TOT + AO = KNAN + Koqo(AG)
where
B 0qq -1 (VX 0q, -1 B 1
Tg_(XaG) K, = G, 9G K,=—-HX(Kpa)
To — (KLa)fl KN _ 8KLa (O* _ O)(KLa)il
ON
(2.7

In Figure 2.4 a block-diagram of the linearized model is shown.

Process variations. At the beginning of the fermentation, the cell
density is low and the time constant 7T, is large. The input dynamics is
consequently dominant. At the end of the cultivation, the oxygen probe at
the output represents the dominating dynamic.

23



Chapter 2. Background

The increasing biomass has an effect on the gains K, and K,, which
can be written as

K,=K’X (2.8)
K,=K)X!

Neglecting the glucose dynamics we get

K,q,(AG) = K, min(Y,, K AF, g'*%)

o

= K{X min(Y,,K)X 'AF, ¢]') (2.10)

= K min(Y,,KJAF, X q]'*")
which implies that the effect of an increasing biomass can be viewed as

an increase in g'**.

2.3 A probing feeding strategy

Principles

The probing feeding strategy described in [Akesson and Hagander, 2000]
can be used to avoid acetate accumulation. The idea of the probing ap-
proach is to detect the saturation of the respiration, and thereby the onset
of acetate formation. This is done by superimposing short pulses in the
feed, see Figure 2.5. The size of the pulse response, which depends on the
local gain of the nonlinearity, is used to adjust the control signal, namely
the glucose feed rate:

e When the response in the dissolved oxygen is large enough, the feed
rate is increased proportionally to the size of the pulse response.

e When there is no visible response in the dissolved oxygen, the feed
rate is decreased with a fixed proportion.

The dissolved oxygen is controlled between the pulses using the stirrer
speed. During a feed pulse the stirrer speed is frozen to make it easier to
quantify the response in the dissolved oxygen signal.

When the maximum oxygen transfer capacity of the reactor is reached,
i.e. the maximum stirrer speed, the probing feeding strategy decreases
the feed rate to keep the reactor working under aerobic conditions. The
decrease is made at a constant rate:

dF

o _ . F
a7
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2.3 A probing feeding strategy

dg

Figure 2.5 The superimposed pulses in the glucose feed rate F' affect the glucose
uptake rate g,. When glucose is limiting, variations in the oxygen uptake g, can be
clearly seen in the dissolved oxygen measurement O,. In this way acetate formation
can be detected.

Experiment

The control algorithm has been implemented on real plants where good
performance could be achieved, see for instance [Akesson et al., 2001a],
[de Maré et al., 2003]. The controller is able to adapt to process changes
such as variations in the maximum oxygen uptake rate, that typically
occur when the foreign protein starts to be produced. Figure 2.6 shows a
part of an experiment using the probing strategy. The feed started after
depletion of the initial batch glucose, detected by a peak in the dissolved
oxygen signal. The feed is thereafter increased by the feedback algorithm
to meet the glucose demand of the growing biomass. At two occasions,
the feed is decreased because of the absence of a clear pulse response.
This is a good illustration of the sensitivity of the cells to glucose feed-
ing and it demonstrates the ability of the strategy to adapt to the time-
varying demand in glucose. Good dissolved oxygen control is required for
the strategy to work well. A PID controller, gain-scheduled with respect
to the stirrer speed was implemented to get good performance through-
out the cultivation [Akesson and Hagander, 1999]. A good control of the
feed flow entering the reactor is also a necessity. Exact dosing and fast
setpoint following are essential conditions in order to perform short and
small pulses in the feed. When flow measurements are not available, it
is possible to use balance data for observer-based control of the feed rate,
see [de Maré et al., 2001].

The efficiency of the probing feeding strategy has been demonstrated
by many experimental results. The reproducibility of the technique makes
it an ideal optimization tool when investigating the influence of a specific
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Figure 2.6 Detail of a fed-batch experiment using the probing strategy. From top
to bottom: dissolved oxygen tension (O, [%]), feed flow rate (F, [[A~!]) and stirrer
speed (N, [rpm]). A cycle consists of a probing phase with length T}, and a control

phase with length 7. During the control phase, dissolved oxygen is brought back
to the setpoint value 30%.

cultivation parameter. The feed strategy was used for instance to investi-
gate how cell-mass concentration at the time of induction influences the
protein production, see [Ramchuran et al., 2002].
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3

Analysis and Tuning of the
Probing Strategy

3.1 Introduction

In the background chapter, a substrate feeding technique for Escherichia
coli fed-batch fermentation was presented. The control strategy is simple
and requires a minimum of process information. It has been implemented
on various platforms with successful results [Akesson, 1999)].

The probing technique is a powerful tool to fully exploit the capac-
ity of a process while operating in a safety region. The control strategy
was used in various contexts for online optimization of processes with
limited capacity. A pulse technique for feed rate control in an activated
sludge process was early proposed in [Yongacoglu et al., 1982]. In [Liu
et al., 2004], the probing technique was applied to an anaerobic digestion
process for wastewater treatment. By driving the plant to its maximum
capacity, performance could be optimized online. Ethanol production by
fermentation of materials containing toxic compounds is another applica-
tion where the probing strategy has given results, see [Taherzadeh et al.,
2000]. The probing pulses can also be performed for identification pur-
poses as in [Lin et al., 2001].

In spite of its simplicity, the control strategy results in a complex
closed-loop system that is nonlinear and time-varying, with continuous
as well as discrete states. Rigorous analysis of the closed-loop system is
valuable for a better understanding and tuning of the probing controller.
In [Akesson et al., 2001c], stability conditions for the closed-loop system
are derived. The process dynamics is however not taken into account and
the analysis is only local.

The objective of the chapter is to study the properties of the probing
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Chapter 3. Analysis and Tuning of the Probing Strategy

controller in order to help the user for the design. Simple process models,
inspired by Section 2.2 will be considered. The convergence properties of
the technique and its ability to track a time-varying saturation will be
examined. The analysis should lead to a better insight into the probing
technique. The achievable performance and the influence of the process
dynamic are examples of issues to be adressed.

Related work

The idea of introducing deliberate perturbations to get information on a
process for control purposes is related to the area of extremum and dual
control. In extremum control, the optimal setpoint is not known and is
often given by the extremum of a static input-output map. The classical
approach to this problem consists in adding a known time-varying sig-
nal to the process input and correlating the output with the perturbation
signal to get information about the nonlinearity gradient. The controller
continuously adjusts the control signal towards the optimum. An intro-
duction to extremum control can be found in [Astrém and Wittenmark,
1995] and a good overview is provided in [Sternby, 1980]. Many success-
ful applications of extremum control have been reported in the literature,
see for instance [Dumont and Astrém, 1988], [Géfvert et al., 2004], [Wang
et al., 2000], [Popovic et al., 2003].

Extremum control was a popular research topic of the control com-
munity in the 1960s. Few analyses of the self-optimizing scheme using
the perturbation method are available in the literature. In [Krstic and
Wang, 1997|, the authors present stability analysis of an extremum seek-
ing scheme for a general nonlinear dynamical system. Stability of the
scheme is proven under restrictive conditions: small adaptation gain and
fast plant dynamic. In [Krstic, 2000], a tighter analysis where the process
is modelled by a Wiener-Hammerstein system is given. No stability re-
gion is provided. Recently, [Guay and Zhang, 2003] proposed an observer-
based extremum-seeking scheme together with stability analysis using
Lyapunov theory. The same approach was applied for the control of a
continuous tank bioreactor, see [Marcos et al, 2004]. [Teel and Popovic,
2001] propose an extremum-seeking method using discrete-time nonlin-
ear programming algorithms. Assuming stability for the static plant and
regarding the plant dynamic as a deviation from the static case, conver-
gence properties of the scheme can be proven.

3.2 Closed-loop system representation

The interconnection of a process described by (2.6) with the probing con-
troller is rather complex, but analysis is feasible when some dynamics are
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Figure 3.1 Hammerstein model with input v and output z.

neglected. The periodic nature of the total controller, with one regulation
phase followed by a probing phase, suggests a sampled-data description.

Process model

For now, we assume that the process is a Hammerstein model: a static
nonlinearity followed by a dynamical linear process, see Figure 3.1. The
case of input dynamics will be studied later. A state-space representation
of the process can be written as

x=Ax+Bf(v) x€R"

o Cx (3.1)

The control objective is to find and track the optimal setpoint v defined by
the nonlinear function f. The nonlinearity f could for instance present an
extremum that one wants to locate. It will be assumed that A has all its
eigenvalues in the open left half-plane. No extra process input for output
control will be considered unless stated differently.

Probing controller

The probing controller gets information about the nonlinearity from pulses
that are periodically superimposed to the control signal. The input signal v
to the process is the sum of the piecewise constant signal u; and the
perturbation signal u,(¢):

v(t) =up+uy(t) telkT, kT + T (3.2)

Here, u,(t) is a pulse train with period T and amplitude u9:

0 t€[kT, kT + T.)
up(t) = { (3.3)

uy  telkT + T (k+1)T)

T. is the duration of the waiting phase, while T, is the length of the
probing pulse. We have the equality

T=T,+T, (3.4)
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Figure 3.2 Illustration of the probing controller. A pulse in the input signal v
leads to a response in the output z. The size y; of the pulse response is used to
compute the change uj, 1 — up.

The piecewise constant control signal u; is adjusted at the end of every
pulse, depending on the size y; of the pulse response, see Figure 3.2 for
a graphical illustration. The control variable u; is the output of a linear
discrete-time system with sampling interval 7'

Erhi1 = Apér + Boyi

3.5
up = Cplp + Dpyi (85)

Response to a pulse

We will now derive a discrete-time representation of the response y; to
the pulse number %, defined by

ye = 2(kT + T) — 2(kT + T.) (3.6)
= Cx(kT + T) — Cx(kT + T;) (8.7)

Integration over a probing cycle. A probing cycle starts with a wait-
ing phase, that can possibly be used to control the output z to a desired
value. The process input v is kept constant at u; during a time interval
with length T:

x=Ax+ Bf(up) te kT, KT + T,) (3.8)
After integration between 2T and kT + T., we get

2(ET +T.) = Aqix(kT) + (Agy — I)df (us) (3.9)
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3.2 Closed-loop system representation

where Ay and d are given by Ag; = ¢4’ and d = A !'B. During the
probing phase with length T),, a pulse of size ug is performed in the input v:

i=Ax+Bf(up+u)) t€RT+T, kT +T) (3.10)
After integration between kT + T, and kT + T, we get
x(RT + T) = Agax(kT + T.) + (Agz — I)df (ur + uj) (3.11)

where Ay is given by Age = A%, From Equations (3.9) and (3.11) it is
possible to express y, as the output of a discrete-time system with sample
interval T

f(u
Xp+1 = AtorXr + Bior [ (ue) 0 }
f(ur +uy)
Fln) (3.12)
k
=G, D, = x(kT
Yk totXr, + tt{f(uk‘f‘ug)] xp, = x(kT)
where the linear part Gyo: = (Atot, Biot> Crots D1ot) 1s defined by
Apr = AgoA By =[Ap(Agi — I)d (Age —1)d
tor = AgaAq1 tor = [Aa2(Ag1 —I)d  (Agz —I)d] (3.13)

Ciot = C(Ag2 —I)Ag1 Dioy = C(Ag2 — I) [(Aan — I)d  d]
Gyo: can also be represented by the transfer function
Gtot(z) = C(Adz — I)(ZI — AdlAdz)_l [Z(Adl — I)d (ZI — Adl)d] (314)

This discrete-time representation will be very useful for the analysis. Sim-
ilar representations can be obtained when output control takes place
between the pulses, or in the case of an output nonlinearity, see Ap-
pendix A.1.

Input transformation. To facilitate the analysis in the coming sec-
tions, we express y; as

ye = G1(2)f (ur) + G2(2)(f (ur +uy) — f(ur)) (3.15)

where
Ga(2) = Grn(2) m (3.16)
Ga(2) = Grn(2) m (3.17)

and using (3.14)

[Gl(z)

T
Gz (z) :| = C(Ad2 - I) (ZI - AdlAd2)_1 [ (ZAdl — Adl)d (ZI — Adl)d]

(3.18)
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Closed-loop system

Equations (3.5) and (3.12) describe the closed-loop system obtained by in-
terconnecting the plant (3.1) with the probing controller. The augmented
state is X = [x; &:|” and a state space representation is given by

f(ur) }

X :AcoseX +Bcose |:
k+1 losed <\ losed f(uk+ug)—f(uk)

(3.19)
ur = Cosea Xt

where
Aw O B, T
Aclosed = |: ol :| Bclosed = |: ol 1:|
BpCtot Ap BthotT
1 0
Cclosed = [DpCtot Cp] T_l = |:1 1:|

3.3 Equilibrium point and static gain analysis

A static analysis of the discrete-time representation can be made to char-
acterize the equilibrium points of the closed-loop system.

Static gain

The static gains of the transfer functions G; and Gy can be easily com-
puted from (3.18)

Gi(1)=0 (3.20)
Gz(l) = C(Adg — I)(I —AdlAdg)_l(I —Adl)d = B (321)

Note that I —Ag1Ag9 is invertible as it was assumed that the process (3.1)
does not have any pole at the origin. Using (3.15) the stationary probing
pulse response y..(u) becomes

Yoo(u) = B(f (u +up) — f(u)) (3.22)

Equilibrium point

Convergence to an extremum. Assume now that f is a strictly con-
cave function presenting a maximum at u = u*. If the control law (3.5)
contains an integrator and S # 0, then the closed-loop system has a
unique equilibrium (X, %) and uq, € [u* — u), u* + ud].
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3.4 Tools for piecewise affine analysis

Remark 1: The existence of an equilibrium follows from the strict mono-
tonicity of y(u) in (3.22), which also vanishes for a unique u.

Remark 2: The condition  # 0 means that Gg(z) has no zero at z = 1,
that would cancel out with the integrator pole from the control law.
Remark 3: Concavity of f is sufficient but not necessary for the uniqueness
of the equilibrium point.

Convergence to a saturation. The nonlinear functions f of interest
in our application are saturation-type functions, without any extremum
point. The aim is then to drive the system close to the saturation. Driving
a process to an extremum or a saturation are actually similar problems.
Using an integrating feedback law with setpoint y, as the desired pulse
response:

upt1 = up + K(ye — yr) (3.23)
the equilibrium point would be (x, %) such that

B(f(uw + ug) — f(uw)) = yr (3.24)

or equivalently when S # 0

Gl +10) — g(un) =0 g(u) = f(u) — 2u (3.25)
Buy
When f is a saturation-like function and y, > 0 is appropriately chosen,
g presents an extremum point close to the saturation level. The reference
value y, can be viewed as introducing a possibility to drive the system to
a point of the static input-output map f with a specific slope:

af
du

(o) ~ ﬁylzo (3.26)

The static analysis indicates that the probing strategy can drive a
process to the best operating point. Do we have convergence to the op-
timal point when the dynamics from the process and the controller are
taken into account? Is the probing strategy able to track a time-varying
nonlinearity?

3.4 Tools for piecewise affine analysis

The nonlinearity f of interest in the bioreactor example is modeled by a
piecewise affine function. The closed-loop equations described by (3.19)
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have consequently a piecewise affine structure. Stability analysis can be
performed by searching for piecewise quadratic Lyapunov functions as
in [Johansson, 1999]. When the probing controller (3.5) has integral ac-
tion, modifications of the existing methods are necessary to investigate
global asymptotic stability. As every Lyapunov function approach, it pro-
vides sufficient but not necessary conditions for stability. It will be shown
in Section 3.5 that the approach is not conservative when applied to par-
ticular examples. This section does not give more insight into the probing
technique, but it presents tools that will be helpful to investigate global
stability and performance of the closed-loop system.

A discrete piecewise affine system can be represented as
Xt=A,X+a; forXeX (3.27)

where X; C R" is a partition of the state space into operating regimes.
Every region X, is associated with a linear dynamic defined by A; and a;.
The regions will be assumed to be polyhedral, defined by a series of hy-
perplanes. Matrices E; and vectors e; are describing the region X;:

X, ={X ER", EX +¢ =0} (3.28)

The inequality is componentwise. For convenient treatment of affine terms
in (3.27), the state vector X can be extended to

X = [ﬂ (3.29)

Equation (3.27) can thereby be rewritten as

Xt=AX for X eX, (3.30)
with
- A q
A = ¢ (3.31)
0 1

We assume that there is only one equilibrium point, and that it is located
in the region with index i = i;. The origin is shifted such that a;, = 0, i.e.
the equilibrium point is X = 0.
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3.4 Tools for piecewise affine analysis

Stability analysis

The search for piecewise quadratic Lyapunov functions as in [Ferrari-
Trecate et al., 2001] and [Johansson, 1999] is a powerful tool for stability
analysis. Denote by V the Lyapunov function candidate:

xXTp.x XeX; i=ig
VX)=< _ _ _ (3.32)
XTpx XeX; i#ig
For V to be a Lyapunov function, one should have for i # iy:
VX)=XTPX >0 Xex
(3.33)

AV(X)ZXT(AiTPin—Pi)X<O X eX, X+EX]'

and similarly for i = iy. The search for the matrices P; can be formulated
as an optimization problem in terms of linear matrix inequalities (LMIs).
The stability conditions (3.33) take the form of a LMI problem in P;, U;
and W;;:

pi — EiT UiEi >0

AiijAi — Pi + E_'SWL'J‘E_,‘]‘ <0
where the symmetric matrices U; and W;; have non-negative entries. The
terms EiTU,-E,- and E_E; W,-jEij are used in the S-procedure [Boyd et al,
1994] and they express the fact that the inequalities (3.33) are only re-
quired to hold for particular X, e.g. X in X;. More details can be found

in [Johansson, 1999]. A solution to (3.34) implies the existence of ¥ >0
such that

(3.34)

AV(X) < —y|X|, forall X (3.35)

When the state partition contains an unbounded region X; with an inte-
grator in A;, it may not be possible to bound AV quadratically in all direc-
tions although it is strictly negative. Modifications of equations (3.34) for
the regions with integrator are therefore necessary to prove asymptotic
stability. Our approach is similar to that for linear systems in [Boyd et al.,
1994] and consists in deriving a reduced LMI set after removal of implicit
equality constraints. Consider a region X of the state partition, where the
dynamics contains an integrator. By a change of coordinates Z = T 'X,
the dynamics equation in X can be put in the form:

As On—1><1 T,l Zs
7+ a 7 7
Z7 = 01><n—1 1 Z» Z = 2y
Ot 0 | 1 1
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where A; has all its eigenvalues in the open unit disc. Defining T =
diag{T.,1} and @ = TTPT, one can express AV (X) using the new coor-
dinates Z:

T
o ZS MSS MSM MS ZS
AV(TZ) = | z, ML 0 | m, 2 (3.36)
1 M m, | m 1

The absence of quadratic term in z, is a consequence of the eigenvalue 1.
If the region X is unbounded in the z, direction, AV cannot be globally
bounded as in (3.35). The unboundedness of X in z, direction can be easily
checked: the matrice E in (3.28), describing the region X, should satisfy

E’T[(ﬂ <0 or ET[?] =0 (3.37)

In that case, the region can be described without loss of generality by (see
Appendix A.2 for more details)

z
X=(z|am <16 01|37 ]) (3.38)
where o; € {0,1}. Denote by I; the set I; = {j,a; # 0} and p = card{I:}.
Define the constant matrices H; € R"*'*", F; € R™ and the vector
lc R2n+2><1 by

I 0 Gi—G; g1—9;
Hi=1G; g;| F;= : : (3.39)

0 1 G,—Gj 9p—9j
I=[01n-1 1 0 01,pq 0 1]7 (3.40)

The following result should be combined with (3.34) to investigate asymp-
totic stability of piecewise affine systems with integrators

THEOREM 3.1 ~
Consider symmetric matrices @, U and W; such that @, = 0,-1x1, and
U, W; with non-negative entries while P = T-TQT ! satisfies

P—ETUE >0 (3.41)

HTTT(ATPA— P)TH; + Ffvv_jz?j <0, forj e (3.42)

r 0 TT(ATPA — P)T <0 (3.43)
TT(ATPA— P)T 0 '
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Figure 3.3 Negativity of AV in the region X is proven in two steps. AV is strictly
negative on the boundary 0X, and for all Z € X there exists Zy € 0X such that
AV(Z) < AV(Z;)).

then V(X) >0and AV(X)<0in X

Proof: See Appendix A.2. A graphical interpretation of the theorem is
shown in Figure 3.3. O

Remark 1: The condition qu = 0 is necessary for AV to be negative in
the unbounded region and it is therefore not conservative.

Remark 2: Along the z, direction, AV is linear and the inequality (3.43)
imposes the correct sign of the slope to AV.

Remark 3: Since the search for Lyapunov functions is done in terms of Q,
i.e. in the new coordinate systems, it is easy to impose @, = 0.

Performance analysis

The previous result provides a way to check global stability of piece-
wise affine systems with integrator, using standard LMI solvers. We will
now present a way to assess performance in presence of disturbances or
changes in the reference signal.

As in [Solyom and Rantzer, 2002], the servo-problem for a nonlinear
system can be analysed in the framework shown in Figure 3.4. The dis-
tance between the system trajectory x and a reference trajectory x, is
used to measure the performance. To quantify the influence of a reference
change on the error x — x,., the Ly gain between the time derivative r
of the input and the error x — x, can be computed. The idea will be ap-
plied to piecewise affine systems in discrete-time. Consider the following
piecewise affine system with input r

X (k+1) = AX (k) + Bir(k) +a; (3.44)
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X
—m % = f(x,r)

—— x, =9g(r) p
.

Figure 3.4 Configuration for performance assessement. The servo problem can be
examined by looking at the effect of variations at the input r on the distance of x
from a desired trajectory x,.

The region partition may depend on the exogeneous signal (k). Assuming
that for any constant r € ®, the piecewise linear system has a unique
equilibrium point located in X;,, we can define X, as

X, (k) = (I — Ay,) ' Bi,r(k) (3.45)

The performance is measured by a quadratic cost function, expressing
the distance from X to the desired trajectory X,:

J(X.r)=> (X (k) — X ()" Qi(X (k) — X,(k)) (3.46)
k=0
Define
rA; a; B;+ (Ai — I)(I — Aio)_lBiO
Ai=|0 1
LO O 1
[ _(I - Aio)_lBio
B, = 0 , I =diag(I,0,0)
L 1
and the matrices S; such that
X-x17 x-x
1 S; 1 >0for X €X;,rcR

r r

After a stability check of (3.44) without exogeneous input, the following
statement can be used to assess the performance.
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3.5 Saturation and output dynamic

THEOREM 3.2 B
If there exist ¥ > 0 and symmetric matrices P; such that

AP A —P,+Q +S; (B PA)T
! _T__Q _(T_f ) <0, i,j#1io
Bi Pin Bi PjBi — }/2

and similarly for i = j = iy, then every trajectory defined by (3.44) with
X (0) =0 and ||[r(k+ 1) —r(k)||2 < oo satisfies

J(X.r)<y i (k4 1) —r(k))? (3.47)
k=0

Proof: Similar to [Solyom and Rantzer, 2002]. See Appendix A.2 for a
sketch of the proof. O

Remark 1: When the dynamic in some state space region contains an
integrator, the corresponding LMI should be adapted as in Theorem 3.1
for a global analysis. Moreover, to get feasible LMIs the cost function
should not penalize quadratically the integrator state in the region with
integrator.

Remark 2: The matrices A; and B; are describing the dynamics of X — X,
with r(k + 1) — r(k) as input signal.

3.5 Saturation and output dynamic

In this section, we will examine the performance of the probing controller
on an example inspired by the reactor model presented in Chapter 2. It is
desirable to control the process to a saturation instead of an extremum.
The process is assumed to be of the form (3.1). For symbolic computations,
a first order process will be considered:

*=—ax+bf(v) (3.48)
y=cx (3.49)

where bc > 0 and a > 0. It will also be used in the simulations as well
as in the global analysis, together with the numerical values a = 1, b =
1, ¢ = 1. The static nonlinearity f that models the saturation in the cell
respiration system is taken to be a min function:

v, v<r}

f(v) =min(v,r;) = { - (3.50)

ry, U>Tp
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Figure 3.5 A trajectory of the closed-loop system using the numerical values 7.=3,
Tp=1, K=2.5, y,=0.2. Left: trajectory in the time domain. x is the process state and
v the process input. Right: trajectory and phase plane of the corresponding discrete-
time description. The solid lines are the cell borders and the dashed lines represent
the eigendirections corresponding to the eigenvalue 1.

The saturation level r, will be assumed to be constant during a probing
period. An integrating feedback law with gain K and a desired pulse
response y; = y, will be used:

w1 = ur + K(yr — yr) (3.51)

The results from a simulation of the closed-loop system with r, =r =5
are shown in Figure 3.5 (left). The input v to the process starting below
the saturation is gradually increased by the controller. At time ¢ ~ 15,
the saturation is passed and u is therefore decreased. At stationarity the
pulse response is equal to the desired value y, = 0.2 and the controller
output u is slightly below the saturation r = 5. The closed-loop system
described by (3.19) is here given by

Xpy = { Ao 0} X, + [ B, T 1 } [ min(u, )
KGC, 1 KDyoT7 | [ min(uy + ud, rp) — min(ug, rz)
&,
- _Kyr
up=1[0 1]X,

(3.52)
This is actually a piecewise affine system with a state space partitioned
into three regions:

Xlz{Xk, uk—rk<—ug}
XzZ{Xk, —ug<uk—rk<0}
X3 = { X}, up —rp > 0}
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3.5 Saturation and output dynamic

y

Yo = ﬁu?,

Figure 3.6 Stationary amplitude of the pulse response y as a function of the
input u. Small responses indicate that u is close to the saturating point r.

The first and the third regions are associated to input signals v that are
below, respectively above the saturation level. The middle region describes
the case where v is below the saturation during the control phase and
above during the probing pulse. The system equations can be written as

Xp1=A Xy +Brp+a;, for Xp€X;, iel= {1,2,3} (3.53)

where the matrices A;, B; and a; are given in Appendix A.3. The dynamic
in the extreme regions always contains an integrator. Figure 3.5 (right)
shows the phase plane of the discrete-time description together with a
trajectory X = (xp, uz). According to the phase plane all trajectories seem
to converge to a point close to the saturation level.

Equilibrium point
The stationary amplitude of the pulse response y. (z) corresponding to

Equation (3.22) is plotted in Figure 3.6. It is assumed that r}, is a constant
equal to r. When the desired pulse response y, is in the interval

0 < yr < fu) (3.54)
there is a unique equilibrium point X, = (%, %) and it is such that

yr

B

From (3.54) and (3.55), it is clear that the equilibrium point is always
located in the middle region Xj.

Uy =T —

(3.55)

r— Ir
Xoo = (I _Atot)_lBtot |: r p :l (356)
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Figure 3.7 Oscillatory behaviors are observed when the probing gain is large. The
long stays above the saturation may have dramatic consequences on the system
performance. The numerical values used for the simulation are 7,=3, T,=1, K=5,
yr=0.2.

Stability analysis

The saturating point r;, will be assumed to be constant for the stability
analysis. A time-varying r;, will be considered later when assessing the
performance of the probing technique. Figure 3.7 shows how the choice
of the probing controller gain K influences the closed-loop performance.
Large K values can lead to oscillatory behavior with long time intervals
of operation above the saturation, which may be harmful for the process.
First we will derive necessary conditions for stability, based on local anal-
ysis in every region. Those conditions will then be compared with the
global stability test from Section 3.4.

Local analysis. The first order model (3.49) is used to derive symbolic
constraints on the probing parameters. Local stability of the equilibrium
point can be investigated by looking at the dynamic in Xy. A necessary and
sufficient condition for local stability takes the form (see Appendix A.3):

1+e9T
0<Kﬁ<2w (3.57)
where f is given by
be —aT, —aT, —aT\—1
ﬁ:;(l—e P(1—e*)(1—e) (3.58)

Condition (3.57) provides an upper bound for the probing controller gain
K depending on the process characteristics. It is however not sufficient to
guarantee convergence of the closed-loop system. When the frequency of
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Figure 3.8 For short waiting times T, convergence of the probing scheme cannot
be guaranteed for all initial conditions. Two simulations with slighlty different initial
conditions have been carried out. The numerical values used are 7,=0.5, T,=1,
K=3, y,=0.2.

the pulses is high, the interaction between the plant dynamic and the con-
troller dynamic may lead to instability. Figure 3.8 illustrates a situation
where the condition (3.57) is fulfilled, but the state diverges for some ini-
tial conditions. The discrete-time description of the interconnected system
can help us to understand the situation. The presence of the integrator
in the extreme regions may give rise to situations where the state vec-
tor tends to infinity along the critically stable eigendirections. The vector
field should therefore be oriented towards the middle region on these di-
rections, which can be expressed as (see Appendix A.3)

Yr
0< =t <p (3.59)
p
and
aT, —aT, be —aT,
e >e P+;K(1—e ?) (3.60)

Equation (3.59), identical to (3.54) says that the setpoint y, should not
exceed the stationary pulse response ,Bug. Equation (3.60) imposes a lower
bound on the waiting time 7, depending on the gain K. Frequent probing
combined with large gains leads to instability.

Global analysis. The stability conditions previously derived give us in-
formation on the parameter values that are not permissible when tuning
the probing controller. They are however not sufficient to ensure conver-
gence of the state towards their desired values. Since the equilibrium
point is located close to a cell border, the validity of a local analysis is
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rather limited. Furthermore, jump between regions cannot be predicted
by local inspection of the vector field. For numerical computations we use
the values from the simulation shown in Figure 3.5. We get the following
closed-loop dynamic from (3.52)

[ 0.0183 0.9817] N [0.4255

| —0.0787 1.0787 1.0637
[ 0.0183  0.3496

X, = X, for —0.6731<[0 1]X < 0.3269
| —0.0787 —0.5016

[ 0.0183 O x 0.1143
| —0.0787 1 —0.4908

], for [0 1]X < —0.6731

}, for [0 1]X > 0.3269

It can easily be checked that all local stability conditions are fulfilled.
Global stability can be investigated using Theorem 3.1. The LMIs, imple-
mented with the IQCbeta Toolbox [Jonsson et al, 2004], turn out to be
feasible. Convergence of u to a neighborhood of the saturation can there-
fore be guaranteed for all initial values of u and x. One set of matrices
defining the piecewise quadratic Lyapunov function are

r 74053 —8.7428 —2.2145
9.9304 1.8504 -
= P, = | —8.7428 25.4308 —3.0400
1.8504 23.5654
L —2.2145 —3.0400 9.0127

2

11.4103 —1.5064 1.83957
Py = | —15064 18.7955 5.1135
1.8395 51135 1.8720]

Level curves of the Lyapunov function V as well as the variation AV along
the system trajectories are shown in Figure 3.9. Note the linear decrease
of AV along the eigendirections associated with the eigenvalue 1.

The global analysis is for this example not conservative as indicated
by Figure 3.10 (left). In the figure, parameter pairs (K,T,) for which
global stability could be proven are marked by circles. The good agree-
ment between local and global analysis indicates that local analysis is
sufficient for first order dynamics. More complex behaviors are however
to be expected when the plant dynamic is of higher order.

Influence of output control between the pulses. When output con-
trol takes place between the pulses as in Appendix A.1, the closed-loop
dynamic is obviously affected. Consider the case of a static output feed-
back with B; =1 and

B {32 te[kT. kT +T,)

wkT +T,) te[kT +Te. (k+1)T) (3.61)
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Figure 3.9 Phase plane with some level curves of the Lyapunov function (left)
and AV (X)) (right). AV(X) is linear along the eigendirections corresponding to the
eigenvalue 1, marked in the figure by dashed lines.
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Figure 3.10 Stability region in the parameter space (K,T.) with T, = 1. The
shaded area derived from local analysis corresponds to an unstable closed-loop sys-
tem. The circles correspond to parameter pairs for which global stability could be
proven. When output control takes place between the pulses (right) and the re-
sulting dynamic is fast, shorter waiting times are allowed. The only remaining
constraint is on the gain K.

This additional loop is used to speed up the process between the pulses:
the open-loop continuous-time pole in a = —1 is moved to a = —4. The
interaction between the process and the controller dynamics is weaker
and the waiting time 7, could be shortened. Figure 3.10 (right) shows
the impact of this fast output control. The benefit of output control is to
allow shorter waiting periods between the pulses and thereby faster input
updates and convergence. With output control, the constraint (3.60) can
be relaxed.
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Chapter 3. Analysis and Tuning of the Probing Strategy

Performance analysis

The analysis performed in the previous section helps the user to make
admissible choices when designing the probing controller. Convergence of
the scheme close to the optimal setpoint can thus be guaranteed for all
initial conditions. However, no information about the convergence speed
or the ability to track a time-varying setpoint was provided.

We will now consider a process with a time-varying saturation level ry.
The system can be cast into the framework from Section 3.4. From (3.55)
and (3.56), the reference trajectory is given by

_

B
x-(k) = (1 _Atot)_lBtot {

ur (k) = r(k) (3.62)

o

Because of the integrator in the control law and the min function proper-
ties, the dynamic of the error X — X, is independent of r; and depends
only on the rate of change Ar(k) = r(k+ 1) — r(k). Denote by @ the error
u(k) = u(k) —u,(k). Since

(3.63)

i = min(u Iy (k) — 2 .
min(u(k). r(k)) = min(@(k). z) +r(k) =5 (3.64)

and defining f by f(z) = min(u, %), Equation (3.15) becomes
3o = Ga(2)f (@) + Gal@) (F @+ 45) = F @) + Ga(@)(r (k) = ) (3.65)

Since G; given by (3.18) can be rewritten as

G1(2) = Cor(2I — Ayy) td(z— 1) (3.66)
we get
G1(2)(r(k) — % ) = Cyor(2I — Ay) rd(r(k + 1) — r(k)) (3.67)

The integrating feedback law (3.51) becomes in the new coordinate
u(k+1)=u(k)+ K(yr— yr) — (r(k+1) —r(k)) (3.68)

From (3.65), (3.67) and (3.68) it is clear that the closed-loop dynamic is
independent on r(k) and linear in Ar(k) = r(k + 1) —r(k).
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3.5 Saturation and output dynamic

Linear increase. In a fed-batch cultivation, the feed rate should fol-
low the glucose demand of an increasing biomass. As shown in (2.10),
this requires that the probing controller is able to track a continuously
increasing saturation point. When Ar(%) is a constant equal to Arg, Theo-
rem 3.1 can be applied to show that the probing controller is able to track
the linearly increasing saturating point. We will instead derive necessary
conditions involving y, and K to track the increasing setpoint. When
Ar(k) = Arg # 0 the static map y. (&, Arg) of (3.65), (3.67) becomes

Yool Aro) = B(f (@ +up) — F(@)) — BrAro (3.69)
with the constant S, defined by
ﬁr = _Ctot(I - Atot)ild (370)

Using (3.68) as feedback law, the necessary condition for having an equi-
librium becomes

1
0 < yr+Arg(5 +Br) < pu) (3.71)

which simplifies to (3.54) when Arg = 0. From (3.71) large K values are
necessary to follow large variations Ary.

Arbitrary variations To illustrate the performance of the probing con-
troller in presence of time-varying setpoints, a simulation with a particu-
lar trajectory r; has been performed. The result is shown in Figure 3.11.
The probing controller succeeds to track the time-varying saturation by
using the pulse responses for feedback. Theorem 3.2 from last section can
be used to quantify the performance and to give some help for the con-
troller design. In all three regions we choose to quadratically penalize

n(k) given by

n(k) = B(min(u(k) + ug, r(k)) —min(u(k), r(k)) — v, (3.72)
Note that this choice satisfies the condition of Remark 1 in Theorem 3.2.
Using the numerical values a = 1, T. = 3, T, = 1 and y, = 0.31, we get

n = C(X — X,) with

Ci=[0 0 029]
C;=[0 061 0]
C;=[0 0 —0.31]
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1.5

0 10 20 30 40 . 50 60 70 80 90 100
Time
Figure 3.11 Simulation of the probing controller with a time-varying saturation.

Top: process state x. Bottom: Process input v (solid) and time-varying saturation
level r (dashed).

The closed-loop system was sampled to facilitate the analysis. Different
waiting times T, result in different sampling intervals for the closed-
loop system description. A fair comparison between different controller
settings should account for the continuous nature of the original signals.
We choose therefore the following quadratic cost function for performance
evaluation:

JX)= [ X&) QX (k)dt=T> X(k)"QX(k) (3.73)
where @; = C_’iT C;. We will restrict the input r to the set ® of rate-limited
signals:

re R = |Ar(k)| =|r(k+1)—r(k)| < 5T (3.74)

The set R corresponds to continuous-time signals with maximal time-
derivative of 5. The restriction of the input signals Ar to the set ® is
implemented by using the S-procedure. Theorem 3.2 can be used to obtain
an upper bound of the system gain ¥ from Ar to y:

J(X) <vllar|l (3.75)

The LMIs from Theorem 3.2 turn out to be feasible. Minimizing ¥ subject
to the constraints, one obtains ¥ =~ 8.6. A lower bound of 1.24 was obtained
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Figure 3.12 Performance in the plane (K,7T.) measured by level curves of y

in (3.75). The pulse duration was chosen to be T, = 1. A waiting time T, ~ 1.3

and a probing gain of K ~ 1.4 is suggested by the level curves.

by simulating the system with a particular signal r. A better estimate of
the lower bound can be derived by searching for the worst-case reference
change. The computations have been performed for various values of the
gain K and the waiting time 7. The result is plotted in Figure 3.12
together with the stability region from local analysis. The estimated gain
appears to exhibit a minimum in a region of the parameter space (K, T.).
A waiting time T, ~ 1.3 and a probing gain of K ~ 1.4 is suggested by
the level curves. Long waiting times result in a slow tracking while short
waiting times decrease the stability margin. A similar compromise is also
valid for the probing gain K.

The analysis method provides valuable information for the design of
the probing controller. It measures the ability to track a time-varying opti-
mum without carrying out simulations with various disturbances r. When
more information about the dynamic of the disturbance r is available, it
can easily be integrated into the analysis to get more accurate results.

Tuning rules

Based on the analysis from the last section, it is possible to derive simple
tuning rules. Similar patterns for the level curves of the system gain could
actually be noticed when changing the process gain and time-constant.
Based on those results, the following setting for the probing controller is
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suggested:
1
K =
o(Ty)
o(T, 3.76
= OCTe) (3.76)
1<aT. <2

where o(t) denotes the unit step response of the linear dynamic. For
large T the constant o(7T},) is approximately equal to § in (3.58). The
constraint on the length T, of the waiting phase can be relaxed with good
output control.

The local stability conditions (3.57)-(3.60) and the tuning rules (3.76)
do not impose any restriction on the pulse duration 7},. For a high probing
frequency and thereby a fast convergence to the saturation, it is advan-
tageous to have small T}, values. In practice, the measurement noise in-
troduces limitations. For a low noise sensitivity, large gains K suggested
by (3.76) when T,, — 0 cannot be applied. The gain K corresponding to the
maximal acceptable variance of u in presence of measurement noise would
be easy to compute using the system matrix Ay given in Appendix A.3.
As it will be shown in the next section, the choice of T}, is further limited
in the case of an output nonlinearity.

There is another factor that is not reflected by the tuning rules. Ac-
cording to (3.76), the gain K should be increased to compensate for a slow
process. Inspection of the dynamic in the region Xy given in Appendix A.3
indicates a poorly damped closed-loop system when ¢ — 0. In the case
of a slow process, a longer probing period T or other control laws than a
single integrator would therefore be required.

3.6 Saturation and input dynamic

As it was mentioned in Chapter 2, the Hammerstein system with input
nonlinearity is a good description of the fed-batch process in the later part
of a cultivation where the oxygen dynamic including sensor dynamics is
dominating over the glucose one. At the beginning of the fermentation,
the situation is the opposite and the Wiener system (output nonlinear-
ity) is a better description of the process. In spite of their similar static
responses the two configurations are significantly different. Figure 3.13
illustrates the difference between the two configurations. Different be-
haviors can therefore be expected when applying the probing strategy to
the two different systems. Figure 3.14 shows simulation results where the
same setting for the probing controller was used for the Wiener and Ham-
merstein processes. A smooth convergence to the saturation can be seen
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\j
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T, t T, t

Figure 3.13 The effect of an unknown input nonlinearity (left) is to restrict the
range of the input values to the linear dynamic. After a step change in u the output
z will smoothly increase and it is possible to predict the future output from a finite
time experiment. In the unknown output nonlinearity case (right), the output z
cannot be predicted after a short time observation even if the dynamic H is fully
known.

in the Hammerstein case while in the Wiener case sustained oscillations
take place around the saturation level.

As shown in Appendix A.1, it is still possible in the Wiener case to
describe the closed-loop system by means of a discrete-time nonlinear
system. When f is a saturation function, the closed-loop system becomes
a piecewise affine system with a state space divided into 4 regions. There
are still two regions associated with dynamics containing an integrator
and a region where the equilibrium point is located. The additional region
describes the situation where the output ¢ of the linear process is above
the saturation at the beginning of a pulse and below the saturation at
the end of the same pulse. Global stability analysis can be performed
as in Section 3.4 but it will not be performed here. A good insight into
the fundamental differences between the configurations can be obtained
by considering the static map y.(uz) derived from the representation in
Appendix A.1:

Yoo(u) = min(—CA™'Bu+(f+p1)ul.r)—min(—CA ' Bu+fu).r) (3.77)
where 1 is given by
B1=CAu(I —ApAa) *(Ag2e —I)A'B
Interconnecting (3.77) with the controller (3.51), the local stability condi-

tion becomes
0<—-KCA'B<2 (3.78)
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Time Time

Figure 3.14 Simulations of the probing controller in the case of an input nonlin-
earity (left) and output nonlinearity (right). A smooth convergence to the saturation
can be seen in the input nonlinearity case while sustained oscillations take place
around the saturation level in the output nonlinearity case. The following numerical
values have been used: T,=3, T,=1, K=2.5, y,=0.2.

In the case of a plant with unit gain, the maximal gain is K = 2 that
should be compared with K = % in the case of an output dynamic. The
probing controller can no longer compensate for the process dynamic. The
small pulse responses fedback by the algorithm when the process is slow
will result in a slow convergence speed to the saturation. Below the sat-
uration, the static map y.(u) gives the pulse response y = ﬁug in both
cases. The integrating control law leads therefore to a convergence speed
V given by

K Bul

V=_—""7o
T,+T,

The different constraints on the gain K lead to the upper bounds:

_ 2u9
Hammerstein case : V< —2_
T.+ T
(3.79)
. 2u)
Wiener case : V< —>-
T.+ T

From Equation (3.79), the effect of the plant dynamic and the pulse
duration on the perfomance are clear. In the Hammerstein system case,
arbitrary short pulses could be performed in order to increase the conver-
gence speed to the saturation. In practice, the minimal pulse duration is
related to the output noise level. In the Wiener system case, the situation
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Figure 3.15 Maximal convergence speed as a function of the pulse duration 7},
when the saturation is at the input (dashed line) and output (solid line). The nu-

merical values T, = 3, ug = 1 have been used in both cases.

is much different. The influence of the pulse duration is illustrated in Fig-
ure 3.15. Small T}, values result in small pulse responses, which in turn
are fed back for small input adjustments. Long pulses imply larger pulse
periods and reduce the convergence speed, too. There exists an optimal
length for the pulses that is a trade-off between frequent updates and
long probing.

Another major difference between the two configurations concerns the
influence of the output control between the pulses. Since there is no inter-
action between the output controller and the input dynamic, the waiting
time T, between the pulses cannot be decreased with a fast output control.

3.7 Tuning guidelines for the Wiener-Hammerstein case
Assume now that the process is of Wiener-Hammerstein type, i.e. with
both input and output dynamics:

X, = A1 X; + B

Xy = Ay X, + Bof (CX1) (3.80)

y2 = G Xo

When f is a piecewise affine function and the probing controller is ap-
plied, the interconnected system cannot be described by a piecewise affine
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discrete-time system. Preliminary studies indicate that the analysis from
the previous sections could still be used to guarantee l9-stability of the
closed-loop. The overall system can be viewed as a perturbed system, the
perturbation resulting from the fastest dynamic. Estimation of the /5-gain
of the nominal system and application of the small gain theorem provide
some stability guarantees.

Tuning guidelines

Based on the analysis from the last two sections, we can present guidelines
for tuning the probing controller. Denote by T; and T, the overall time
constants for the input and output dynamics, respectively. Denote further
by o;i(¢), 0,(t) and o(t) the unit step responses of respectively the input,
output and overall dynamics.

¢ Pulse height ul: For a fast convergence speed, it should be taken
as large as possible. Constraints on the input and output impose an
upper limit for the pulse size.

e Pulse duration T},: The choice of pulse length is mainly determined
by the input dynamic: T), ~ 1.57;. When T; is small, the noise level
imposes a lower bound on 7),.

e Setpoint y,: The desired response size influences the stationary dis-
tance to the saturation point and the convergence speed. For a sym-
metric behavior above and below the saturation, it should be taken

o(Tp) .0
as yr = —5=u,.

e Waiting time 7,.: The input and output dynamics impose a lower
limit on T,. A reasonable choice is T, = 2max{T}, T, }.

¢ Probing gain K: For good performance around the optimal operating

point, the gain should not be larger than K = ﬁ

When output control takes place between the pulses, the Wiener descrip-
tion (output nonlinearity) is a better description and the performance are
mainly limited by the input dynamic. Measurement noise is also a limiting
factor. The size of the pulse response is a simple input-output correlation
measure that is very sensitive to noise. To reduce the noise sensitivity,
the integral of the pulse response could be used for feedback.

3.8 Smooth nonlinearities
The most common extremum seeking problem treated in the literature
consists in locating the optimum of a smooth nonlinear function. The sta-

bility analysis derived in [Krstic and Wang, 1997] provides a theoretical
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3.8 Smooth nonlinearities

foundation for the standard extremum seeking scheme. Based on singular
perturbation and averaging analysis, the convergence proof does however
not provide any description of the domain of attraction. In [Krstic, 2000],
the authors perform a similar analysis on a Wiener-Hammerstein system
like (3.80), f being a quadratic function. It will now be shown that the
description of the closed-loop system derived in Section 3.2 allows closed-
loop stability analysis in the case of a concave nonlinearity. Estimates of
the region of attraction can also be computed.

Concave nonlinearity and output dynamics

We now assume that f is strictly concave with a maximum at u = u*. As it
was shown in Section 3.3, the closed-loop system has a unique equilibrium
point (x., &) if B # 0. Denote by X the system state after the origin shift

clEE ew

Taking an integrator with gain K as controller, the closed-loop system
equations corresponding to (3.19) can be written as

= A 07 & By, T71 fi(ir)
Lher = {Kc 1} Xt [KDMT—I] [ﬁ(akJ (3.82)
a,=1[0 1]X,
where
]| e+ 1) — f (1) |
fa(u) fu+up+uo) = fu+uc) = fup +u) + f (o)
f1(0)]

o)~ )

As f is strictly concave, f5 is strictly decreasing and there exist a1, @s € R
such that a7 < a3 <0 and

a1u? < ufy(u) < asu® (3.83)

Furthermore, f was assumed to be bounded. Therefore there exists a3 > 0
such that

—azu® < ufi(u) < asu® (3.84)

The closed-loop system is a Lur’e system with two scalar nonlinearities
that are cone bounded. The sector conditions characterize well the nonlin-
earities and absolute stability can thus be investigated using Tsypkin cri-
terion for multivariable systems. A review of the different versions of the
Tsypkin criterion can be found in [Larsen and Kokotovic, 2001]. Quadratic
stability can be for instance checked by applying the following result:
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THEOREM 3.3—[HITZ AND ANDERSON, 1969]
Consider the multivariable system

x(i +1) = Ax(i) + B®(y), x € R"
y(i) = Cx(i), yE€R™ (3.85)
O(y) =[91(y1) P2(v2), v Om(ym)]

If there exists K = diag(k1,...,ky) > 0 such that K1+ C(zI — A)"'B is
discrete positive real, then (3.85) is absolutely stable for ¢; € [0, &;].
Remark: The proof is established with the Lyapunov function V = x7 Px,
where the symmetric matrix P > 0 satisfies

P—ATPA BTPA - CT =0

ATPB—-C KT+K'-B"PB|~

O

Less conservative results can be obtained if the monotonicity of fs is taken
into account in the analysis as in [Kapila and Haddad, 1996; Park and
Kim, 1998]. More general sector conditions can be considered using the
S-procedure as in [Boyd et al., 1994], Section 8.1.1.

Example Consider the uncertain process
¥ =—x—av?, a€l0.5,15] (3.86)

When the pulse train is described by T, = 1, T, = 2 and ug = 1, the
response to the pulse number £ is the output of (3.82) with

Ay = 0.094 B = [0.3181 0.6321] (3.87)
Cyor = —0.0855 Dy = [—0.5466 0.6321] (3.88)

As f = 0.5752 # 0 there is a unique equilibrium (x, %) and it satisfies

(U +1)* —u? =0 (3.89)
—au?,
Xoo = (1 — Atot)_lBtot |:—a(u§o + 1):| (390)
that is
Uso = —0.5 (3.91)
Xoo = —0.25a (3.92)
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The functions f; can be computed to be

fi(w) = a{—(u—0.5)2 + 0.5} (3.93)
=au(—u+1) (3.94)

and f5 is given by
fo(u) = —2au (3.95)

Since a € [0.5, 1.5], it can be easily shown that

fo € sector [—3,—1] (3.96)
B ocu<-1+8 (3.97)

f1 € sector [—a3, @3], for — 1 — TE TE

Using an integrating feedback law with gain K = 0.2, absolute quadratic
stability for a3 = 30 could be proven with the Lyapunov function V =
XTPX where P is given by

0.0067 —0.1209
P= (3.98)
—0.1209 6.8974

The analysis is valid only for u € [—21, 19] and a region of attraction can
be estimated using the Lyapunov function. An estimate Q of the stability
domain can be obtained by maximizing ¥ > 0 such that

Q={XeRLV(X)<y?  C{X =(x,u) ER?, 21 <u <19} (3.99)

Maximization of ¥ led to the y = 29.4. A simulation of the probing con-
troller interconnected with (3.86) and @ = 1.5 is shown in Figure 3.16. The
trajectory is also shown in the plane (%, i) together with the guaranteed
domain of attraction. Note that, due to the non-stationary state in x at
t = 0, the probing controller decreases v after the first pulse eventhough
v is far below its optimal value.

Wiener-Hammerstein system with quadratic nonlinearity

It is interesting to notice that, when applying the probing technique to
this system, it is possible to explicitely integrate the closed-loop equa-
tions. The discrete-time representation of the interconnected system be-
comes quadratic in the state. Stability analysis with guarantees on the
domain of attraction can be performed using the sum of squares (SOS)
approach, see [Parrilo, 2000] and [Prajna et al., 2004]. This approach of-
fers the possibility to search for polynomial Lyapunov functions by solving
a semidefinite program.
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Figure 3.16 Simulation of the probing controller in the case of quadratic input
nonlinearity f(u) = —1.5u2. Time trajectory (left) and trajectory in the phase plane
(x,2) with Lyapunov level curves and a guaranteed domain of attraction (ellipse,
solid line).

3.9 Summary

The convergence properties of the probing control strategy has been anal-
ysed for plants modeled by a static nonlinearity in series with linear dy-
namics. It has been shown how a discrete-time representation can be used
to analyse stability and performance of the closed-loop system. When the
nonlinearity is modeled by a piecewise affine function, as in the bioreac-
tor example, convergence of the probing scheme can be investigated by
solving a set of linear matrix inequalities. The analysis methods have
been applied to some simple examples where it is desirable to control the
process to a saturation. The ability of the probing controller to track a
time-varying saturation could also be proved and quantified. Based on
those results, tuning guidelines for the probing controller have been de-
rived. Finally, an example where it is desirable to locate an extremum has
been studied.
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4

Substrate and Temperature
Limited Fed-Batch
Techniques

4.1 Introduction

The probing feeding strategy described in Chapter 2 is optimal in the
sense that it tends to maximize the feed rate with respect to the con-
straints from the cells and the reactor. High cell density can therefore be
achieved in short time, without accumulation of the inhibitive by-product
acetate. As far as the recombinant product is concerned, the probing tech-
nique leads generally to a good productivity. For an optimized product
synthesis, the technique could however be further developped.

When the cell density is high, the maximum oxygen transfer capacity
of the reactor may be reached. To prevent a fall of the dissolved oxy-
gen to zero, the feed rate should not be further increased. A safety net
in the probing strategy does not allow feed increments when the stirrer
speed is close to its maximum. If the oxygen consumption increases fur-
ther or the oxygen transfer deteriorates, the oxygen level is maintained
constant by decreasing the glucose supply rate. The resulting low feed
rate may have negative consequences on the protein production. Release
of undesirable products into the media, degradation of the recombinant
protein (proteolysis) and foaming are examples of complications due to
cell stress, see [Rozkov, 2001] and [Han, 2002]. An efficient cultivation
technique should therefore avoid the severe glucose limitation that often
happens in the late fed-batch phase.

An alternative way to lower the oxygen demand consists in decreas-
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ing the temperature of the culture, see [Bauer and White, 1976]. When
compared to substrate limited fed-batch, the temperature limited fed-
batch (TLFB) technique seems to minimize the release of endotoxins [Sil-
fversparre et al., 2002], as well as the proteolysis rate [Rozkov, 2001].
The main obstacle with the temperature limited fed-batch technique is to
achieve a non-growth limiting glucose concentration in the reactor with-
out accumulating acetic acid [Han, 2002]. An on-line glucose sensor is
usually not available.

A novel fermentation technique that combines the advantages of the
probing strategy and the TLFB technique is proposed in this chapter.
The principles of the technique are first explained and illustrated using
a bioreactor model. A simple analysis of the oxygen and glucose control
loops is also performed. The strategy is finally evaluated experimentally
in fed-bacth cultivations with E. coli. Glucose, acetate and product data
are used for the evaluation and the comparison with the standard SLFB
technique.

4.2 Process description

Temperature dependence

The cell metabolism is described by the glucose uptake rate g4, the oxygen
uptake rate q,, the acetate production rate q, and the growth rate u. The
metabolic expressions are similar to the one presented in [Akesson et al.,
2001c], and they are given in appendix B.1. The temperature dependence
of the growth rate is incorporated into the model using Arrhenius law. A
decrease in the medium temperature from 37°C to 25°C has been reported
to lower the growth rate by half, see [Pirt, 1985] and [Esener et al., 1983|.
When the growth rate is proportional to the glucose uptake rate g4, one

can write q'**(T') as

a5 (T) = gygie ™13

max max (41)
qg (25) ~ 0.5(19’37

The uptake rates g, and g, are changed in a similar fashion and also the
maintenance coefficient g,,. [Esener et al., 1983]. It should be noticed that
the temperature dependence is almost linear in the range 37°C to 25°C.

Mass balance

The mass balance equations for the media volume V, the glucose concen-
tration G, the acetic acid concentration A, the cell mass X and the oxygen
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concentration C, are:

¥ _r
d(ZtG) =FGin— qo(G.T)VX
d%A) =q.(G. A T)VX (4.2)
d(ZtX) — u(G,A,T)VX
W)~ KuaN)V(C; - C) - (@A T)VX

We strive for a model that is as simple as possible, so the influence
of the temperature on Ky a and the solubility of oxygen is neglected. The
resulting effect on the oxygen transfer is anyway small in the range 20 °C
to 40°C [Enfors and Haggstrom, 1994].

Most sensors measure the dissolved oxygen tension O instead of the
dissolved oxygen concentration C,. They are related by Henry’s law

0 =HC, (4.3)

The dynamics in the oxygen probe should also be taken into account and
it is modeled by a first order system:

7,20

P s +0,=0 (4.4)

The temperature control introduces extra dynamics, also approximated
by a first order system

dT
% sr=1T, 4
7 + f (4.5)

Linearized model

Oxygen dynamic. A linearized model will be used for designing the
dissolved oxygen controllers. During short periods of time, the volume V
and the biomass X are approximately constant. Assuming that glucose is
present in excess (g, = ¢7'**), the dissolved oxygen dynamics is decoupled
from the others and it can be approximated by

dAO
TOT + AO = KrAT + KyAN +d (46)
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where 5
Kr = 8?1‘3 HX(Kpa)™ T, = (KLy)™!
(4.7)
Ky = 2EL% 0« _ 0)(Kpa)!
N — ON L

The signal d models all disturbances acting on the oxygen concentra-
tion. When d represents cell growth, it can be written as:

d=K.X K.=q,H(Kpa)™! (4.8)

Acetate dynamic. In section 4.5, the impact of acetate concentration
on the probing strategy will be examined. A simple model describing the
acetate concentration will be needed for the analysis.

Acetate is produced when the glucose uptake rate exceeds a criti-
cal value q_ff”, corresponding to the maximal respiratory capacity of the

cells gJ'** = Yogq_ff”. The rate of acetate production is proportional to the

glucose excess:
¢ = Yag(ag — 45"). a9 > dg" (4.9)

If acetate is present in the media, it may also be consumed. The consump-
tion requires oxygen and it is therefore limited by the available oxidative
capacity of the cells:

Qo = min(q)*, Youqy + Yoad) (4.10)
where the consumption rate ¢’ follows a Monod-type law:

A
C — c.max 411
%=9"" 314 (4.11)

For low acetate concentrations we can make the linear approximation

ka

c,max

A
¢ ~—, with 7=
T a

(4.12)

The different regimes for the acetate dynamic can finally be approximated
by

A ) A
—?X, if Yoa? + Y09y < @3
dA 1 A
dt Y (g5 — Yogqq) X, if Yoa? + Yogqe > " and Yogqq < gg'™*

Yag(qq — qgc;rit)X’ if Yogqy > g0
(4.13)
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4.3 Problem formulation

Balance between oxygen supply and uptake

To prevent from anaerobic conditions, the dissolved oxygen concentration
can be maintained at a constant level. This requires a balance between the
oxygen uptake rate (OUR) and the oxygen transfer rate (OTR). According
to the mass balance equation for oxygen in (4.2), one should have

0= K.a(N)(0* — Oy) — qo(G. A, T)HX (4.14)

OTR OUR

Feedback control can be used to achieve this balance throughout the cul-
tivation. The probing approach solves the problem by periodically manip-
ulating OTR and OUR. The basic control sequence can be summarized as
follows:

¢ Increase the feed rate F, i.e. G and OUR, if the respiratory capacity
of the cells is not exceeded (g, < ¢'**). Otherwise decrease F.

¢ Retrieve the balance between oxygen uptake and supply by acting
on OTR.

The probing technique does not only achieve the oxygen balance, but it
also maximizes the oxygen uptake rate while avoiding overflow metabolism.
The flexibility in the pulse technique makes it possible to use diverse ac-
tuators for dissolved oxygen control between the pulses: stirrer speed, air
pressure, air flow rate, etc... The volumetric oxygen transfer coefficient
K a is mainly affected by agitation speed while the oxygen solubility re-
lated to O* is influenced by the aeration rate and the total air pressure.
Note that the oxygen transfer can be improved by operating at low oxygen
levels Og,.

The oxygen "conductivity" K;a can also be altered by uncontrolled
parameters like broth viscosity, which is affected by antifoam addition or
cell lysis.

Operation at the maximum oxygen transfer

When the cell density is high, the oxygen transfer capacity of the reactor
OTR™** may be reached and the feed rate can no longer be increased. If
the oxygen consumption increases due to growth, or if the oxygen transfer
deteriorates, the oxygen uptake rate should be lowered to guarantee aer-
obic conditions. In the probing approach, the sequence of control actions
is completed as follows
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e No feed increment is allowed if N > Njigp

e Decrease I as long as N > Npigna > Npign

In [Akesson et al., 2001c| it is proposed to lower the feed supply at a
constant rate y

dF
Fra yF (4.15)
For better control performance in presence of quick disturbances, feedback
from dissolved oxygen can be used between the pulses, see [Velut, 1999].
The feeding strategy that manipulates the feed rate to control dissolved
oxygen concentration is often referred as DO-stat, see [Konstantinov et al.,
1990].

Figure 4.1 shows an experiment performed in a 3 [ reactor where
the probing feeding strategy is used. Here the maximum stirrer speed is
reached 2 hours after feed start. Thereafter, the feed is gradually lowered
during 6 hours, leading to a decrease by a third. The low feed rate can
lead to starvation, which is detrimental for product synthesis.

The model previously presented can be used to illustrate and quantify
the starvation level of the cells. Denote by g;* the residual glucose uptake
rate, i.e. the amount of glucose per cell and per unit of time, that is not
used for maintenance purposes:

9" =99 — qm (4.16)

When controlling the dissolved oxygen concentration by changing the feed
rate, we get (see appendix B.2)

qres, SLFB — OTR™** l —q Y(;Z
g Hy,, X ™"y,

(4.17)

When the cell density is high compared to the reactor capacity OT R™**,
the residual glucose uptake is small and can cause cell stress. Manipu-
lation of the culture temperature may be a less stressful way to lower
the oxygen demand when the oxygen transfer capacity of the reactor
has been reached. The mass balance equations can again be exploited
to give some insight into the TLFB technique. Assuming glucose excess,
i.e. ¢o(T) = q"**f(T), without acetate accumulation, we have

res, TLFB __ OTRmax 1

g _ Yooam

HY,, Y( B q;,nax)
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Figure 4.1 A cultivation where the original probing feeding strategy is used. The
fed-batch part of the cultivation is shown. From top: dissolved oxygen DO ([%]),
Feed F ([1/h]) and the stirrer speed N ([rpm]). At t = 16.7 h and t = 17.5 h
antifoam is added which has a large impact on the dissolved oxygen.

It is easy to see that when the maximum oxygen transfer capacity is
reached, i.e. ¢7'**HX > OTR™**, we always have

res, TLFB

qg > qres, SLFB (418)

g
At high cell density, the difference between the two rates can be signifi-
cant. When no product is synthetised and all residual glucose is directed
to growth (q}* = qy4y), our model predicts a linear increase in the biomass
in the TLFB case. If the feed rate instead of temperature is used to control
DO, the cell density tends exponentially towards a constant value.

65



Chapter 4. Substrate and Temperature Limited Fed-Batch Techniques

Oxygen

o Tl oy

Figure 4.2 Schematic view of the control problem. To achieve a balance between
oxygen uptake and transfer three control variables are available: the feed rate F,
the stirrer speed N and the temperature T'. The feed rate passes through the oxygen
consumption bottleneck of temperature dependent size. The stirrer speed operates
close to saturation.

Control Problem

Figure 4.2 is an illustration of the control configuration at high oxygen
transfer rates. To achieve the dissolved oxygen balance, three control vari-
ables are available: the feed rate F, the stirrer speed N and the tempera-
ture T'. The feed rate passes through the oxygen consumption bottleneck,
which has a temperature dependent size. The stirrer speed is close to
saturation. The cultivation conditions to be fullfilled for an efficient ap-
plication of the TLFB technique are: temperature limitation and slight
glucose excess.

Glucose excess. Achieving glucose excess implies a significant risk
for acetate accumulation to inhibitive levels. The main obstacle with the
TLFB technique is to achieve a non growth-limiting substrate concentra-
tion without acetate accumulation. Figure 4.3 shows the phase portrait
describing the acetate dynamic from (4.13) depending on the input g,.
The objective is to operate in the region Qg3 where glucose is in excess.
In that region, acetate is produced at a rate that is proportional to the
distance to q;’”. If only an approximative value for q;’” is available and a
constant feed rate is applied, acetate could be quickly formed. Feedback
appears to be necessary, but the difficulty is that no online measurement
of neither glucose or acetate is generally available. Another complication
is the temperature dependency of ¢/*** and thus of qg’it.

Temperature-based DO control. Temperature should be used to re-
duce the oxygen uptake and thereby maintain a constant oxygen level.
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9o = qo ™" Xng !

<rMYY
<r!YXX

qq
Figure 4.3 Acetate dynamic in the plane (g4, A). Neglecting the glucose dynamic,
the specific glucose uptake rate g, can be seen as the input: F' ~ K,q,. In the region
Qg, acetate is produced by overflow metabolism while it is consumed in Q; and Qs.
Between the two dashed lines, the rate of acetate consumption is limited by the

max)

respiratory capacity of the cells (g, = g7

Manipulation of the temperature for feedback control of the oxygen con-
centration is however not a simple task. There are limitations on the
achievable performance of the loop. Compared to the agitation system the
cooling process is much slower. Furthermore, there often exist constraints
on the rate of change, strongly related to the temperature of the incoming
cooling flow.

Efficient utilization of the reactor. Glucose excess and temperature
limitation can be achieved at various temperature values. Operation at
very low temperature would imply low stirrer speeds and feed rates, and
results in a poor utilization of the reactor. The objective will be to exploit
the full capacity of the reactor. This implies that feed rate and stirrer
speed should be maximized with respect to the constraints, whereas tem-
perature should be as close to 37°C as possible.

4.4 A combined feeding strategy

We will now describe a feeding strategy that combines the advantages of
the TLFB technique and probing control. The probing approach can be
used to achieve a controlled excess of glucose without acetate accumula-
tion. An efficient control strategy for the regulation of dissolved oxygen
will also be proposed.
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9o Pulse response

down

‘ qgrit ‘ qg
up

Figure 4.4 The amplitude of the pulse responses in dissolved oxygen as a function
of g4, in the absence of acetate. The shaded area indicates the region where the
detection method registers responses to down pulses but not to up pulses.

Feed control

The probing feeding strategy has proven to be an efficient tool for max-
imizing the feed rate while minimizing acetate production. To achieve
a slight glucose excess, down-pulses instead of up-pulses could be per-
formed. When a down-pulse is made the dissolved oxygen signal will in-
crease if the cultivation is glucose limited. The feed rate is adjusted as
before depending on the size of the response in the dissolved oxygen. With
down pulses a slight glucose excess in the reactor can be achieved. At a
given feed rate a down-pulse may indeed lead to a response in the dis-
solved oxygen when an up-pulse would not, see Figure 4.4.

Contrary to the original probing feeding technique, increments in the
feed rate at this stage of the cultivation are allowed for a good control
around ¢&*.

Dissolved oxygen control

A good dissolved oxygen control is required for frequent probing and to
avoid long periods with a feed rate largely exceeding the respiratory ca-
pacity of the cells. There are however fundamental limitations on the
achievable performance when controlling dissolved oxygen with temper-
ature. Apart from the possibly slow cooling system, the uncertainty in
the temperature influence on the cells represent a strong limitation. As
the dynamic is not accurately known, it is not recommended to design a
DO controller with a large bandwidth. Dissolved oxygen control based on
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Tref

Or.

Figure 4.5 Block-diagram over the mid-ranging control scheme. C; is a controller
manipulating N to take care of the fast disturbances on the output. C, manipulates
T to maintain N around N,.r, away from the saturation.

the sole manipulation of temperature would not be sufficient for a proper
application of the probing strategy. On the other hand, the stirrer speed
is close to saturation and cannot be solely used. Temperature and stirrer
speed should therefore be employed simultaneously to achieve satisfactory
performance. Dissolved oxygen control can be viewed as a control alloca-
tion problem. To allocate the control signals taking into consideration the
static and dynamic constraints, the so-called mid-ranging controller can
be used, see [Allison and Isaksson, 1998|. In this configuration, shown
in Figure 4.5, two SISO controllers are connected in cascade. The first
controller C; manipulates the stirrer speed N and it is tuned to handle
the fast disturbances. The objective of Cy with input N — N"¢/ is to keep
the control signal N in its operating range. It should take care of slow
disturbances such as cell growth. The advantage of this structure is its
simplicity. Moreover, the first controller C; can be used alone until the
control signal N reaches the saturation. The second loop is activated once
N enters the saturation region.

Proposed cultivation technique

The early fed-batch phase is run under glucose limited conditions, using
the original probing strategy described in [Akesson et al., 2001b]. When
the maximum oxygen transfer capacity is approached, that is when the
stirrer speed N reaches N, close to the maximum value N,,q,, the tem-
perature limitation mode is activated:

e the up-pulses superimposed to the feed are shifted to down pulses
and increments are still allowed.

e the temperature loop is activated to keep the stirrer speed close
to N,.f
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The fed-batch technique should result in a maximal utilization of the
reactor. Cells are fed at their maximal capacity and the stirrer speed is
kept close to its maximum. The feed rate is not used to control DO unless
the maximum cooling capacity of the reactor is reached.

4.5 Analysis and tuning

The proposed cultivation technique is based on two separate control loops.
The objective of the first loop, involving the feed flow rate, is to achieve
a slight glucose excess. The second loop aims at maintaining a constant
dissolved oxygen level by manipulation of temperature and stirrer speed.
If the temperature controller is appropriately tuned, the coupling between
the two loops is weak. The cultivation technique will be analysed in two
steps by examining the control loops separately. The dissolved oxygen
controller should be tuned in such a way that the loops are weakly coupled.

Feed control

The original probing feeding strategy leads to a stationary specific up-
take rate g, that is below qg'"”. At steady state, some acetate is produced
during the probing pulse, but it is rapidly consumed during the follow-
ing oxygen control phase. According to Figure 4.4, it seems possible to
achieve a stationary state above qg’it by making down-pulses. Since ac-
etate is continuously produced when g, > qgrit, it is not obvious that such
a steady state can be achieved. The model equations from section 4.2 can
be used to show the feasibility of the approach and provide some help for
the design.

We will investigate whether the probing controller can drive the pro-
cess to a stationary state in the region Qg of the (g,, A) plane. By station-
ary state it is meant that the feed rate computed by the probing controller
is, at steady state, a constant corresponding to a g, value above q;”t. Since
the controller periodically performs probing pulses in the feed rate, a sta-
tionary state should be interpreted as a closed trajectory in the plane
(g4, A), see Figure 4.6:

e The acetate accumulated during the control phase should be totally
consumed during the probing phase

e The small pulse response should not lead to any feed adjustment

For a pulse response to be visible, the specific oxygen uptake rate should
not be saturated during the entire pulse. We should therefore have X, € Q;.
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Figure 4.6 Stationary trajectory (g4, A) in the phaseplane (left) and as a function
of time (right). The control phase with length T¢ starts at X; € Qg: the feed rate
is constant and acetate is continuously produced. The probing pulse, performed
downwards, results in a jump from Xy to X3 € Qq, where acetate is consumed.
At the end of the pulse, the feed rate recovers its initial level if the change in the
oxygen uptake rate from Xy to X3 gives a pulse response AO = y,.

We will restrict the search for steady state solutions X (¢) satisfying

Q3 for t €10, T,)
X (t (4.19)
Q4 fort € [T,.T)
According to equation (4.13), the acetate dynamic becomes
JA Yog(qg — q")X  fort€0.T¢)
t X for ¢t € [T., T)
The specific glucose uptake rate is given by
4y for t € [0, T,)
q(t) =8 a— & fort € [T, T) (4.21)

Qg =qg+KkKg(AO —y,) fort=T

Neglecting the oxygen dynamic, the size AO of a pulse is proportional to
the change Agq, in the specific oxygen uptake rate after a pulse:

AO = K, (¢o(T) — qo(T)) (4.22)
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where the specific oxygen uptake rate is a function of g, and A, see (4.10)
and (4.12). By integrating the acetate dynamic along the probing cycle,
we get the following condition for (g4, A) to be a stationary solution

A, {qg} +a, = [qg} (4.23)
where A, and a, are given in appendix B.3. If the probing gain x and the

control phase duration T, satisfy

(14 eDX/7) 2
YouYoyX \kKY,,

0<T. < —1) (4.24)

0< K% <1 (4.25)

then we have a stable stationary point (g4, A) in the region Q3. Con-
dition (4.25) is similar to (3.57) and limits the probing gain. Inequal-
ity (4.24) limits the length of the control phase during which acetate
accumulates and it shows the importance of a good dissolved oxygen con-
troller. Short probing pulses and a slow acetate consumption impose short
control phases. It is also remarkable that a large probing gain imposes
a short control phase, which is the opposite of (3.60). Instabilities in the
feed rate can be caused by the oxygen dynamic if T, is too small (see
Chapter 3) and by the acetate dynamic when T is too large. Choosing
k1 = K,K,Y,, (deadbeat control) and the numerical values listed in
appendix, the constraint (4.24) becomes 0 < Tc¢ < 13 min.

Dissolved oxygen control using mid-ranging

Design procedure. Mid-ranging is a simple control structure that
solves the allocation problem. A benefit of having two SISO controllers
concerns the design procedure: the controllers can be tuned one at a time
just like in conventional cascade control. Mid-ranging and conventional
cascade control are actually closely related. The mid-ranging control prob-
lem

y=P1[]_ Pz]u
u:[l CQ]TCL’)/

is the formal dual problem of the cascade control problem

y = [1 PQ]TPlu
u=C[1 Gy
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Figure 4.7 Oxygen control using a mid-ranging configuration. Disturbances like
feed changes or cell growth are modeled by the signal d. The virtual input d,,
represents unmodeled temperature dynamics.

A dual relationship can also be demonstrated using the method presented
in [Bernhardsson and Sternad, 1993]. The close correspondence between
mid-ranging control and cascade control strengthens the design procedure
in two steps. The fast controller can be designed separately to get satis-
factory performance before the activation of the second loop. The second
controller should be tuned in such a way that it does not interfere with the
initial control loop at high frequencies. We assume that both controllers
are PI controllers and that C; has already been designed. We will now
present some guidelines for the design of the second controller.

The closed-loop system for dissolved oxygen control is represented in
Figure 4.7. Disturbances on the dissolved oxygen representing growth
or feed changes are modeling by the signal d. The input d,, represents
unmodeled dynamics in the temperature model.

The role of C; is to compensate for the saturation in u; by increasing
the control authority in the low frequency range. An integrator in C;
is thus necessary to get N = N, at stationarity in spite of constant
disturbances d.

In order to understand how the control allocation is influenced by Cs,
one can write the total control effort v as (N, = 0):

v=T+N =(1-P,C;)N
At those frequencies where P;Cs is small compared to 1, the temperature

controller is not active. Both controllers work equally at frequencies @
such that |P;Cy(iw)| ~ 1. To guarantee that temperature does not work
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at high frequencies, C; can be chosen to be an integrator

Cy = (4.26)

ki
s
The choice of the integrator gain %; is a compromise between robustness
and performance.

Robustness. To guarantee some stability robustness in presence of un-
certainty in the temperature dynamic, a constraint of the following type
could be satisfied:

M, =S|l < @ (4.27)

where the sensitivity function can be computed to be

1
G — LN 4.2
S GT,dm 1+ GN,TP2 C, ( 8)

Similarly to cascade control, the inner loop transfer function Gy 7 =
15},?101 can be approximated by the constant 1 when the bandwidth of
the inner loop is greater than that of PyCy. A low value for ||S]||., will
ensure a well-damped behavior, which is of primary importance to avoid

overreaction of the temperature.

Performance. The disturbance d includes a ramp function modeling
the cell growth. This leads to a stationary error No, — N,.s depending on
the integrator gain:

1
NOO — Nref - mAd (429)

The ramp disturbance reduces the operating range of the stirrer speed for
a good rejection of fast disturbances. The integrator gain should therefore
be chosen large enough for a sufficient margin to the saturation:

Noo — Ny < B(Nmax — Noo) (4.30)
The integrator gain should be chosen in such a way that a typical short
term perturbation does not saturate the stirrer speed. To satisfy both con-

straints (4.27) and (4.30), it might be necessary to decrease the reference
value N,.r, at the expense of a lower utilization of the reactor.
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Figure 4.8 Bode plots for the open-loop system P;C; without the temperature
controller (dashed) and P;C;(1 + P2Cy) with the temperature controller (solid).

Numerical example. We can now apply the design procedure on the
bioreactor example, using numerical values corresponding to a laboratory-
scale reactor, see Appendix B.4. The oxygen dynamic, described by P; and
P is obtained after linearization of the reactor model, see Section 4.2.

P, = Ky
YT (Tos + 1) (Tps + 1)
£ (4.31)
Py =
z Tis+1

The controller manipulating the stirrer speed is a PID with gain K = 18
and integral time 7; = 40 s. This gives good performance when operating
at N ~ 1000 rpm, see [Akesson and Hagander, 1999]. The maximal stirrer
speed is N, = 1100 rpm. A growth of 6 g/I/h~! is modeled by the
disturbance d = 40/s. To guarantee M; < 1.5 and a static error less than
50 rpm in presence of the load disturbance d, we should choose %; in the
range 0.17 — 0.5. We take k; = 0.3, which leads to a M, value of 1.3.
Figure 4.8 shows a bode diagram for the loop gain with and without the
extra loop involving the temperature. The controller Cy; contributes to a
larger gain in the low frequency region and prevents the stirrer speed from
saturating. Its influence around the cross-over frequency is negligible. A
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Figure 4.9 Step disturbance simulation of the dissolved oxygen control loop. Top:
dissolved oxygen DO ([|%]). Bottom: stirrer speed N ([rpm]) in solid and temper-
ature T ([°C|) in dashed. The simulation result shown in dashdot is without the
temperature control loop.

step response simulation is shown in Figure 4.9. The amplitude of the step
corresponds to a feed change as large as a pulse. The disturbance results
in a peak in the agitation of 10 rpm, which is small compared with the
available margin to the saturation (100 rpm). Note that the disturbance
rejection at the output is almost unchanged when using the additional
loop.

Nonlinear considerations. The design procedure was based on lin-
ear analysis. When large disturbances like antifoam addition perturb the
process, the agitation speed will inevitably saturate. To avoid wind-up
phenomena, an anti-windup scheme is often implemented to keep the
control signal close to saturation N ~ N,,q.. If the reference value N,.r
is chosen close to N,,,., the input to the temperature controller Cy will
be constant and small during saturation of N. The temperature loop will
then be broken and ineffective. For reasonable performance during satu-
ration, the agitation speed should not be quickly reset by the anti-windup
controller. An alternative would be to use the anti-windup controller in-
put sat(N)— N, as an extra input to the temperature controller. It would
increase the control authority of the temperature controller when the ag-
itation saturates.
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4.6 Evaluation of the control strategy

The fermentation technique previously described will now be evaluated
using simulations and experiment.

Simulation

The full nonlinear model given in section 4.2 is used together with the
numerical values listed in the appendix to simulate a bioreactor running
in fed-batch mode. Figure 4.10 shows the result of a simulation.

When the stirrer speed has reached N,., = 1000rpm at t ~ 1 h,
the second controller is activated and the temperature starts to decrease.
The acetate accumulation after activation of the temperature controller is
rapidly consumed. At ¢ ~ 2.5 h a stationary state is achieved as predicted
by the simple analysis from Section 4.5. The pulse responses are of desired
size and no feed adjustment is done. The acetate pattern is as it was
expected: short accumulation phases are followed by consumption phases.
The acetate accumulation is controlled. Temperature decreases slowly to
compensate for the increasing oxygen demand from the growing biomass.
At t ~ 3h, a disturbance modeling a degradation of the oxygen transfer
is introduced. The agitation reacts rapidly to control the oxygen level and
the next pulse is not delayed.

When the control phase is long (T, = 15 min), no stationary state is
achieved and acetate follows another pattern with large accumulations
(Figure 4.10, dotted line). This could also be predicted by (4.24).

Experiment

The new fermentation technique was implemented and tested on a 3 1
bioreactor. Figure 4.12 shows the fed-batch part of an experiment with E.
coli. Temperature control was performed using pulse-width modulation of
the cold and hot water flows. At ¢ ~ 15 h the initial glucose amount from
the batch phase is totally consumed and the glucose starts to be fed into
the reactor. After 1.5 h of feeding the stirrer speed reaches N,.r = 1000 rpm
and the temperature starts to decrease. The pulses in the feed are per-
formed downwards to achieve a slight glucose excess. The initial decrease
in the temperature does not seem to affect the dissolved oxygen concentra-
tion. This can be explained by the model which predicts a lack of authority
when the glucose is not in excess, see Appendix B.1. It may also due to
the weaker influence of the temperature around 37 °C. Induction of the
recombinant protein occurs at t = 16 A. At ¢ = 17 h no pulse response
is visible in the oxygen signal, which indicates that glucose is in excess.
The feed is consequently decreased to avoid large acetate accumulations.
As far as the dissolved oxygen control is concerned, good performance
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Figure 4.10 Simulation of the nonlinear model using the modified probing strat-
egy. From top: dissolved oxygen DO(|%]), feed rate F([1/h]), stirrer speed N([rpm]),
temperature T'([°C]), specific oxygen uptake rate g,([1/h]), acetate A([g/]]). At
t ~ 1 h up-pulses are shifted to down-pulses and the temperature starts to de-
crease. At t ~ 3 h a decrease in K;a modeling a degradation of the oxygen transfer
is introduced. The acetate in dotted line is the result of a control phase with length
T. = 15 min.

is achieved. Dissolved oxygen is rapidly brought back to the setpoint af-
ter every pulse. Fast disturbances are taken care by the agitation speed,
which operates around N,.r. Temperature decreases slowly from 37 °C
to 25 °C to compensate for the increasing oxygen demand due to protein
production and growth.

Unlike the substrate-limiting technique, over-feeding can easily occur
after the maximum stirrer speed is reached. Indications of glucose excess
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Figure 4.11 Fed-batch part of an experiment using the novel fermentation tech-
nique. From top: DO ([%]) dissolved oxygen, F ([I/h]) feed, N ([rpm]) stirrer speed,
T ([°C]) temperature. N, is dashed.

from the probing pulses led to a decrease in the feed at four occasions.
This shows the importance of the glucose feeding in temperature limited
fed-batch cultivations. It is interesting to compare the feed profiles from
figures 4.1 and 4.12. In the first experiment, a 30% decrease in the feed
was necessary to keep the reactor working in aerobic conditions. In the
second experiment, the temperature was instead lowered and it was never
necessary to decrease the feed to control the dissolved oxygen. This should
be a less stressful way to limit the oxygen demand of the bacteria. The
efficiency of the novel technique with respect to protein production will

be evaluated in the following section.
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4.7 Experimental evaluation

An evaluation of the cultivation technique with respect to glucose, acetate
and product data will now be presented. Two different E. coli strains were
cultivated, E. coli BL21(DE3) and E. coli W3110, in two different sets of
reactors.

Material and methods

E. coli BL21(DE3) E. coli BL21(DE3) was cultivated in defined me-
dia producing xylanase cloned in pET22b [Norberg Karlsson et al., 1998].
The enzyme production was induced by adding IPTG 1 - 1.5 hours after
feed-start. Inoculum (1 ml) from frozen stocks were incubated at 30°C
over night in 100 ml medium, containing (per liter) 10 g glucose, 2 g
(NH4)2SO4, 14.6 g K2HPO4, 3.6 g NaH2P04'(H20), 0.5 g (NH4)2-K-citrat,
2 ml 1 M MgS04-7(H30), 0.1 g ampicillin and 2 ml trace elements solu-
tion [Holme et al, 1970]. The cultivation was performed in a 3 1 biore-
actor, (Belach bioteknik AB, Stockholm, Sweden) with a final volume of
2 1. The pH was kept at 7 by titration with 6.7 M aqueous ammonia.
The temperature was 37°C unless otherwise stated and the aeration was
2 liters/min. The feed was started when the dissolved oxygen tension
increased abruptly, and it consisted of (per liter) 500 g glucose, 50 ml
1 M MgSO, and 10 ml trace element solution. The dissolved oxygen sen-
sor used was a polarographic electrode and its temperature dependence
was low. Data logging, dissolved oxygen control and the feeding strategy
were implemented on a standard PC using the industrial control system
SattLine (ABB Automation, Malmé, Sweden) or Industrial IT (ABB Au-
tomation, Malmo, Sweden).

Samples were withdrawn through a sampling port at the bottom of
the reactor, using 25 ml pre-sterilised metal-capped glass tubes.

e Optical density (OD) was determined at 620 nm. Samples were ap-
propriately diluted with 0.9 % (w/v) NaCl at OD values exceeding
0.5.

e Cell dry weight (CDW) was determined after centrifuging (1400
g, 15 min, at room temperature) triplicate samples (4 ml) in pre-
weighed glass tubes. After centrifugation, cell-pellets were dried over
night (105 °C) and subsequently weighed to determine CDW.

e Samples for glucose and acetic acid determinations were collected
in tubes half filled with 0.132 M perchloric acid (ice cold) and cen-
trifuged (1400 g, 10 min, at room temperature). The supernatant
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was dispensed (1 ml portions) into eppendorf tubes and neutralized
with 3.6 M K2CO3 and kept frozen (-20 °C). The samples were then
analyzed with a high performance liquid chromatography (HPLC)
system (Agilent 1100 series). An organic acid and alcohol analy-
sis ion-exclusion column (Micro-Guard precolumn cation H-cartridge
(30 x 4.6 mm) followed by an Aminex HPX-87-H (300 x 7.8 mm),
BioRad, Hercules, USA) was used at 50 °C with 80 mM HySO, as
mobile phase at flow rate of 0.6 mL/min followed by refractive index
detection.

¢ Xylanase activity was determined using the DNS (3,5-dinitrosalicylic
acid) method [Bailey et al., 1992]. The activity was determined under
the conditions described in [Norberg Karlsson et al., 1998] using xy-
lose as standard (2-10 mM). Enzyme blanks were prepared for each
sample by incubating the substrate, 1% (w/v) birch xylan (Birch
7500, Roth, Karlsruhe, Germany), at 65 °C for 5 min, then adding
the DNS-reagent and immediately thereafter the enzyme. The xy-
lanase activity was expressed in units (U) defined as the amount
catalyzing the transformation of 1 gmol of the substrate per minute
under standard conditions.

E. coli W3110 E. coli W3110 was cultivated in defined media pro-
ducing the protein ZZT2 which was cloned in pRIT44T2. The protein
production was induced by adding indole-3-acrylic acid 3.5 hours after
the feed-start. Colonies from an agar plate were used to inoculate shake-
flasks with defined media containing (per liter) 10 g glucose, 0.1 g tryp-
tophan, 0.1 g thiamin, 2.64 g (NH4)3SOy4, 2 g NagSOy, 14.6 g KoeHPOy,
3.6 g NaH,PO4-(H0), 1 g (NHy)s-H-citrat, 2 ml 1 M MgS0,4-7(H30), 0.1
g ampicillin and 3 ml trace elements solution [Holme et al., 1970]. When
the OD has reached 5 the 100 liters stainless steel bioreactor containing
50 liters of the media mentioned above was inoculated. pH was regu-
lated at 7.0 by addition of 25 % ammonia solution. The temperature was
35°C - 31 °C and the airflow was 1.5 vvm. The feed was started when
the dissolved oxygen increased abruptly and it contained (per liter) 500 g
glucose, 0.1 g tryptophan, 0.1 g thiamin, 5.36 g (NH4)2SOy4, 4 g NagSOy,
29.2 g KoHPO,, 7.2 g NaHyPO4- (H0), 2 g (NHy)9-H-citrat, 2 ml 1 M
MgS04-7(H30), 0.1 g ampicillin and 3 ml trace elements solution. The dis-
solved oxygen sensor used was a polarographic electrode. A combination
of two control systems was used to control the cultivation, BioPhantom
(Belach bioteknik AB, Stockholm, Sweden) and SattLine (ABB Automa-
tion, Malmo, Sweden).

Samples were withdrawn through a sampling port at the bottom of
the reactor. Cell dry weight (CDW) was determined after centrifuging
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(5000 rpm, 10 min, at room temperature) triplicate samples (5 ml) in
pre-weighed glass tubes. After centrifugation, cell-pellets were dried for
24 hours (105 °C) and subsequently weighed to determine CDW.

The optical density (OD) was determined at 550 nm. Samples were ap-
propriately diluted with phosphate, PBS at OD values exceeding 0.3.

Dissolved oxygen control The dissolved oxygen is controlled between
the pulses using the stirrer speed. A gain-scheduled PID with respect to
the stirrer speed is used and a set-point value of 30 % is chosen. During
a feed pulse the stirrer speed is frozen.

Temperature Control A well tuned temperature controller is impor-
tant when the temperature is to be changed. Here the temperature control
is performed by a proportional pulse-width modulation of the cold and hot
water flows.

Results

Three cultivations with E. coli BL21(DE3) and one using E. coli W3110
are presented. These results were obtained at a first attempt.

E. coli BL21(DE3) The reference cultivation where the original prob-
ing feeding strategy is used is shown in figure 4.1. During the later part of
the cultivation the controller lowers the feed to keep the reactor working
in aerobic conditions.

In figure 4.12 the other two cultivations are shown where the modi-
fied feeding strategy is used. During the later part of the cultivation the
temperature is here decreasing to a final value of 22 °C.

Figure 4.13 shows the cell mass, acetic acid, glucose and product activ-
ity. The cell mass obtained in the reference cultivation is 34 g/1. With the
modified feeding strategy the cell mass produced is a bit larger, around
41 g/1. In the reference cultivation the final glucose and acetic acid con-
centrations in the reactor are 0.1 g/1. With the modified feeding strategy
the final glucose concentration is 1.2 g/l and the final acetic acid con-
centration is 0.3 g/l. The specific enzyme activity starts to decrease 3.5
h-4.5 h after feed start in all three cultivations. With the modified feeding
strategy, the apparent decrease in specific activity could be explained by a
ceased production of active enzyme (and unchanged activity in U/]1 during
the last hour of the production phase). In the reference cultivation, both
the activity (U/l) and specific activity decreased (the latter from 7200
U/g CDW to 2600 U/g CDW). In addition a significant increase in activ-
ity in the cell broth was monitored in the reference cultivation (indicating
cell-lysis) (figure 4.13), and despite combining cell broth and intracellular
activity the total activity was reduced at the end of the cultivation.
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Figure 4.12 Experiments with E. coli BL21(DE3) using the modified probing
feeding strategy. The fed-batch part of the cultivation is shown. From top: DO
dissolved oxygen, F' feed, N stirrer speed, T' temperature. At t = 18.2 h a filter in
the outlet gas is replaced (solid). N,.; = 1000 RPM
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Figure 4.13 From top: X ([g/1]) cell mass, A ([g/]]) acetic acid, G ([g/1]) glucose
concentration, P ([U/mg CDW]) specific product activity in the cells and P ([U/mg
CDW]) specific product activity in the broth for the three experiments with E. coli
BL21(DES3). The reference cultivation (x), the other two where the modified feeding
strategy is used denoted o (dashed in figure 4.12) and * (solid in figure 4.12). Time
after feedstart.
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E. coli W3110 A cultivation where the modified feeding strategy is used
is shown in figure 4.14. The temperature is first decreasing to 32 °C and
then increasing again to 35 °C in order to keep the stirrer working at its
maximum. The final cell mass achieved is around 27 g/I.

Discussion

The goal is to utilize the reactor as effectively as possible with respect
to the production of the recombinant protein. When producing xylanase
using the original probing feeding strategy, a decrease in enzyme activity
was observed approximately 2 h after induction (figure 4.13 (x), [Ram-
churan et al, 2002]). This may be due to the low glucose concentration
in the reactor which could lead to stress for the bacteria. The low glucose
concentration is the result of the limitation in the oxygen transfer capac-
ity of the reactor. To keep the reactor working under aerobic conditions
when the maximum stirrer speed is reached the feed-rate is decreased as
described previously.

Another way to handle the limitation in the oxygen transfer is to lower
the temperature, which is done in the modified feeding strategy. As seen
in figure 4.12 and figure 4.13 the strategy leads to reproducible results. A
higher glucose concentration is achieved, around 1 g/1, without significant
acetic acid accumulation (figure 4.13 (o0 and x)). Avoiding accumulation of
acetic acid is important since high levels inhibit growth and production.

A lower temperature and a higher glucose concentration seem to be
less stressful for the bacteria and the decrease in xylanase activity (U/1)
during the late production phase can be avoided (figure 4.13 (o and *)).
One reason for the higher xylanase activity is that the proteolysis of the
produced enzyme occurs to lesser extent when using the temperature
limited fed-batch technique in comparison to the substrate limited lim-
ited fed-batch [Rozkov, 2001]. In an attempt to verify if the cells are less
stressed the amount of endotoxins was analyzed, but the results were
inconclusive. Thus the result from [Silfversparre et al, 2002] that the
amount of endotoxins released is smaller for the temperature limited fed-
batch technique could not be confirmed when compared to our substrate
limited fed-batch technique. During the reference cultivation more foam-
ing was observed during the last hours, indicating cell-lysis. The larger
amount of active xylanase in the broth (figure 4.13(x)) further supports
this idea. Thus in this case, with E. coli BL21(DE3) producing xylanase,
the modified feeding strategy is the preferred technique.

The usefulness of the modified feeding strategy is further demon-
strated on another E. coli strain cultivated in a larger bioreactor, see
figure 4.14. The temperature is not decreasing as much as in the culti-
vations shown in figure 4.12. The reason is that the cell mass after in-
duction is increasing less. During the 8 hours of production the cell mass
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Figure 4.14 Experiment with E. coli W3110 using the modified probing feeding
strategy. The fed-batch part of the cultivation is shown. From top: DO dissolved
oxygen, F feed, N stirrer speed, T' temperature, P reactor pressure, X cell mass.
At t = 9 h antifoam is added. N, = 700 RPM
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increases from 20 g/l to 27 g/1. The cell mass for E. coli BL21(DE3) is
increasing from 12 g/l to 40 g/l during the 6 hours of production-phase.
Thus the need for a temperature decrease to lower the oxygen demand
is smaller for E. coli W3110 than for the E. coli BL21(DE3) construct.
The small temperature change indicates that the difference between the
probing feeding strategy and the modified feeding strategy is small when
using this E. coli strain.

The modified feeding strategy is the preferred cultivation technique
when the oxygen demand of the cultivation is increasing during the pro-
duction phase. The temperature in the reactor is the highest possible
considering the oxygen limitation and the stirrer speed is kept close to
its maximum (figure 4.12, figure 4.14). When the total oxygen consump-
tion does not increase significantly after induction the proposed technique
behaves as the original probing feeding strategy.

4.8 Summary

A novel cultivation technique combining the advantages of probing control
and temperature limited fed-batch technique has been presented. By per-
forming down-pulses in the feed rate, a controlled excess in glucose can be
achieved. For a frequent probing, an efficient dissolved oxygen controller
manipulating temperature and agitation in a mid-ranging configuration
has been proposed. The feasibility of the technique was demonstrated by
simulations and experiments. Tuning guidelines based on simple analyses
were also presented. The proposed technique has been implemented on dif-
ferent platforms. It was evaluated in cultivations with E. coli BL21(DE3)
producing xylanase. A 20 % larger cell mass was obtained and the degra-
dation of the enzyme activity was much smaller when comparing the new
technique to the probing feeding strategy. The modified strategy was also
tested in a cultivation with E. coli W3110. It is the preferred cultivation
technique when the oxygen transfer limitation of the reactor is reached
and one wants to continue to produce the recombinant protein.
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5

Large Scale and Complex
Medium

5.1 Introduction

The efficiency of the probing technique has been demonstrated by many
experimental results. The feeding strategy was principally employed for
fed-batch fermentations of Escherichia coli in laboratory scale reactors,
using defined medium, see [Akesson, 1999]. It has also been tested with
success on other microorganisms presenting similar types of overflow
metabolism phenomenon, see for instance [de Maré et al., 2003] or [Fredriks-
son, 2001]. A natural continuation in the technique development would
be its transfer to industrial applications.

A major concern in process development is to derive simple methods
that achieve sustained performance throughout the different stages of the
process. An important part of the development is concerned with scale-
up. The change of reactor scale is known to have negative effects on the
process productivity, see for instance [Enfors et al, 2001], [Bylund et al,
2000] and [Bylund et al., 1998]. The transfer of the probing technique to a
large scale bioreactor is not a trivial task. In a production-scale bioreactor,
concentration gradients can be expected due to imperfect mixing. When a
highly concentrated feed is added at a limiting rate substrate gradients
are normally observed. Gradients are highly dependent on the reactor
design and they are more pronounced at high consumptions rates. In
presence of spatial heterogeneities the interpretation of a pulse response
is naturally more difficult. It raises the question whether a local pulse
response is good enough to represent the global state of the reactor. Fur-
thermore, dissolved oxygen control, crucial in the probing technique, may
not be satisfactory enough. Maintaining a constant oxygen level through-
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out a fermentation involves various variables such as agitation speed,
headspace pressure and aeration rate with their specific constraints and
dynamics. The first objective of this chapter is to show the feasibility of the
probing approach in large scale systems. Based on experimental results
on industrial fermentors, scale-related effects will be discussed.

In order to enhance the productivity of a process, complex or semi-
complex media can be used in place of defined media. The metabolic shifts
occuring in connection with the depletion of preferred substrates can lead
to quick variations in the glucose or oxygen demand. Moreover, large dis-
turbances on the dissolved oxygen signal, that are not related to glucose
consumption are potentially susceptible to perturb the probing strategy.
An automated feeding strategy working in such an eventful environment
would be of great help for production or process development. The second
objective of the chapter is to study the impact of a complex feed on the
probing feeding strategy.

The performance and limitations of the probing strategy will be eval-
uated in large scale systems and in systems with complex medium. Two
series of experiments are used for the evaluation. The first set of fermen-
tations was carried out with a defined medium in a 12 m? tank. In the
second group of experiments, performed in a 7.5 m? tank, the medium
contained complex compounds. The evaluation includes a performance
assessement from a control perspective and, when available, an analysis
based on offline data such as glucose, acetate and product concentrations.

5.2 Cultivation procedure and material

To facilitate future references to the different setups and experiments, we
will refer to the following cases

 Process A: the process performed in the 12 m? reactor using defined
medium.

e Process B: the process performed in the 7.5 m? reactor using complex
medium.

The cultivations from each process will also be numbered. The first fer-
mentation in Process A will for instance be denoted by Al. A schematic
view of the two processes is shown in Figure 5.1.

Process A

Two fed-batch cultivations using a recombinant Escherichia coli strain
were performed in a 12 m? stirred tank reactor. The volume after inoc-
ulation was 3500 /, with a glucose concentration of 15 g/I. The glucose
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Figure 5.1 Two large-scale reactor setups with feeding points (F), dissolved oxy-
gen (DO) probe location and dissolved oxygen control variables. N and P respec-
tively denote agitation speed and pressure.

feed (600 g/l) was injected into the reactor through a port located in the
wall at the bottom part of the tank. The feed flow to the fermenter was
regulated by a flow control valve. The pH was kept at 7.0 by addition
of ammonia. The temperature, regulated at 30°C was increased before
induction to 37°C within a few minutes. The air flow rate was 260m3/h
and the pressure was stepwise increased to reach 1.1 bar overpressure
before induction. The dissolved oxygen concentration was monitored by a
polarographic oxygen electrode at the bottom part of the tank and con-
trolled by varying the stirrer speed in the range 50-130 rpm. The exhaust
gas was analysed using a gasanalyser with a paramagnetic cell for oxygen
measurement and infrared for carbondioxid measurement. Conventional
reactor control and data logging was made by SattCon31-90 together with
SattGraph1200 control systems. The probing-control algorithm was also
implemented in the SattCon system.

Process B

Organism. The recombinant bacterial culture used in this study has
been described previously [Bylund et al., 2000; Castan and Enfors, 2002;
Castan et al., 2002a; Castan et al., 2002b]. It is the wild-type Escherichia
coli K12 strain W3110, with a pPBR322-derived plasmid coding for recom-
binant human growth hormone (rhGH).
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Medium. As described in [Castan and Enfors, 2002; Castan et al,
2002a; Castan et al., 2002b; Forsberg et al., 1997| the cultivation medium
is a glucose mineral salt medium, which has minor modifications in salts
concentration and the inclusion of a complex nitrogen source.

Bioreactor. The total capacity of the reactor was 7.5 m3. The height
to diameter ratio was 3.5. The post-sterilization volume was adjusted to
3120 L, and inoculated with 480L of secondary seed. The bioreactor was
equipped with 5 dissolved oxygen probes, spaced evenly from the bottom
to top of the reactor. The agitation system consisted of three impellers (28
inch diameter) positioned approximately at heights equivalent to a volume
of 800, 2700 and 4700 /. Consequently, the fermentation started with the
highest impeller out of solution. To maintain adequate dissolved oxygen,
pressure and stirrer speed could be varied in the range of 80 — 200 rpm
and 3 — 20 psig, respectively. The pH was controlled around 7.0, and tem-
perature at 34°C. A sterile 60% glucose feed was supplied via a top port
in the head plate of the bioreactor. The hydrostatic headpressure of the
feed tank was maintained above 20 psig. Feed flow control was achieved
through a Micromotion meter and the Wonderware Control system. The
probing feeding strategy was also implemented in the Wonderware sys-
tem.

Analytical methods. Glucose and acetate concentrations were mea-
sured by an online analyser. The limit of detection was 0.2 g/ for glucose
and 2.0 mmol/l for acetate. Optical density was continuously monitored
by an on-line Optek ASD25-BT-N Near Infrared Sensor. Samples for prod-
uct analyses were treated by osmotic shock as described in [Castan et al.,
2002b]. Determination of product purity and quantity can also be found
in [Castan et al, 2002b]. Purity and quantity of rhGH were determined
by isocratic reverse-phase high performance liquid chromatography (RP-
HPLC). Three peaks (A to C) were identified and characterized with RP-
HPLC: peak A contained (Met(0)125)-rhGH and (des-Phel, des-Pro2)-
rhGH; peak B contained (Met(O)14)- rhGH, (des-Phel)-rhGH (LMW),
(clipped 142/143)-rhGH (clip-2), and deamidated rhGH; and peak C con-
tained rhGH and (trisulfide Cys182-Cys189)-rhGH.

5.3 Control strategy

Feeding strategy

The feedback algorithm regulating the feed rate is given in appendix. A
proportional controller is used to adjust the feed rate after every pulse.
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Figure 5.2 Relative feed rate adjustment as a function of the pulse response.
When the pulse response O,,;;. exceeds the reaction level Oy¢qc, the feed adjustment
is proportional to Opyzse — yr. If Opyise is below Oreqc, overfeeding is assumed and
the feed rate is decreased with a fixed proportion. A maximal feed increment equal
to the pulse size can be implemented.

Due to the measurement noise in the oxygen signal, a moving average
is used for the computation of the pulse response. Figure 5.2 shows the
controller gain as a function of the pulse response. The desired size for the
pulse response is y,. The discontinuity in the gain at low pulse responses is
meant for a faster feed rate decrease in case of overfeeding. The parameter
values used in the different experiments are listed in Appendix C.2. In all
experiments, the feed flow rate is manually decreased in connection with
induction, to a level in agreement with the standard protocol.

Process A. The feed rate is started after depletion of the initial batch
amount, detected by a peak in the dissolved oxygen. No feed increment
larger than the size of a pulse is allowed.

Process B. The feed is started after depletion of the initial glucose,
monitored by the glucose analyser. No saturation of the probing gain is
implemented. After feed start, the profile from the control cultivations is
first applied. Pulses are superimposed on the top of the profile and when
clear responses become visible in the dissolved oxygen signal, the feeding
strategy is fully activated. The bottom probe signal is used to compute
the response to a pulse in the feed. The pulse experiments differ from the
reference cultivations only in the growth phase, preceding the product
synthesis.

Auxiliary control loops

As it is shown in Chapter 3, the performance of the probing strategy is
highly sensitive to the auxiliary loops for feed flow control and dissolved
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Valve
Opening

5 10 15 20 25 30 35 40 45 50
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Figure 5.3 Process A. Tuning of the feed flow controller manipulating the valve
opening. Top: Feed rate F [1/h]. Bottom: Valve opening [%]. The parameters of feed
flow controller have been changed from K = 1, T; = 50 s to K = 2, T; = 50 s at
t = 12 min and finally to K = 1.5, Tt = 35 s at ¢t = 42 min. The two first pulses
have length 2 min and 1.6 min whereas the last two pulses are 3 minutes long.

oxygen control. Compared to the case of a predetermined feed profile,
extra effort should be devoted to the design of these control loops.

Feed flow control system The probing feeding strategy requires a
good control of the glucose flow entering the bioreactor. Exact dosing and
fast setpoint following are essential conditions in order to perform small
and short pulses in the feed rate. For this purpose a controller using
on-line measurements of the feed flow was used. Figure 5.3 shows the
tuning phase of the PI-controller that manipulates the valve opening in
Process A. The achievable settling time of this loop gives a lower bound
on the pulse duration. After tuning for fast response to set-point changes,
the pulse length was fixed at 3 minutes.

Similar response times could be achieved in Process B, using a peri-
staltic pump (data not shown).

Dissolved oxygen control The settling time of the dissolved oxygen
control loop imposes a lower bound on the time interval between two suc-
cessive pulses. For regular feed rate updates, it is essential that dissolved
oxygen recovers quickly to the setpoint after every pulse. The controller
should also compensate for an exponentially growing oxygen demand.
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Figure 5.4 Dissolved oxygen control in Cultivation Al. Top: dissolved oxygen ten-

sion DO [1/h]. Bottom: Agitation speed N [rpm]. The integral time 7; has been

changed from 100 s to 130 s at time ¢ = 23.65h.

Process A A SattCon PI controller is used to maintain the dissolved
oxygen tension at the desired level by manipulating the agitation speed.
To get good performance throughout the cultivation, one needs to manu-
ally adjust the parameters of the controller. The integral time is typically
increased to reduce the oscillations occuring at low stirrer speeds, see Fig-
ure 5.4. The manual adjustments correspond in fact to a gain scheduling
from the stirrer speed.

Process B Dissolved oxygen tension is measured at five different
locations in the reactor. A PID controller manipulating either agitation
speed or back-pressure in the headspace is used to maintain a constant
dissolved oxygen level at the bottom of the reactor (DOE). Based on the
upper probe reading (DOB), the setpoint for the dissolved oxygen signal
is changed to avoid oxygen limitations. The switch between agitation and
pressure control is done manually, based on the available margin of each
control signal. The aeration rate is manually increased to achieve an air
flow rate between 1 and 1.5 vvm, and avoid large oxygen gradients.
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Figure 5.5 Process B. Schematic view of the dissolved oxygen controller. The out-
put u to the PID controller determines the setpoint for either back-pressure or stirrer
speed. The connection switch is performed maunally by the operator.

5.4 Results

The feeding strategy was implemented and tested on two different plat-
forms. A total of five large scale fed-batch cultivations were carried with
the probing technique. Two experiments were run in the 12 m? reactor
where the effect of the scale could be investigated. Three other cultiva-
tions were performed in the 7.5 m? tank to study the combined effect of
the scale and the complex medium.

Process A

The experiment results are shown in Figure 5.6, Figure 5.7 as well as
in the appendix. Apart from the final product quantity, no offline data is
available. For evaluation of the probing technique, the relative size of the
pulse responses has been computed and plotted.

The first experiment was mainly used for tuning the probing controller
and the auxiliary loops. A predetermined feed profile was applied until a
good dissolved oxygen controller became available. After activation of the
pulse programme the feed rate increased from 55 [/h to 75 [/h until the
maximum stirrer speed was reached. In the later part of the cultivation
the safety net in the controller lowered the feed rate to avoid anaerobic
conditions. Production of the recombinant protein was induced at time
t ~ 11.4 h. The first experiment made it possible to test the performance
of the feed profile and demonstrate the feasibility of probing control in
large scale. No signs of overfeeding could be observed in the dissolved
oxygen signal: the relative size of the pulse responses is approximately
constant throughout the fermentation. The reactor capacity could be fully
exploited after activation of the feeding strategy.

In the second cultivation, the probing strategy was active all the time
except between ¢ = 10.4 A and 12 h where it was turned off for induc-
tion of the product synthesis. After feed start, the feed rate remained
approximately constant. Thereafter, the feedback algorithm increased ex-
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Figure 5.6 Fermentation Al. From top to bottom: dissolved oxygen tension at the
bottom probe (DO, %), feed flow rate (F, 1/h), agitation speed (N, rpm), normalized
pulse response.

ponentially the feed rate until the maximum stirrer speed was reached.
Induction of the recombinant protein occured at time ¢ = 11.4 A. The pulse
programme, reactivated at ¢ = 12 & without feed increment, decreased the
feed rate when no pulse response was observed. After ¢+ = 14 h, the feed
rate increased again until the maximum stirrer was attained.

The main limitation was the oxygen transfer capacity of the reactor.
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Figure 5.7 Fermentation A2. From top to bottom: dissolved oxygen tension at the
bottom probe (DO, %), feed flow rate (F, 1/h), agitation speed (N, rpm), normalized

pulse response.

Although the pressure was increased a few times to get a higher oxygen
transfer, the agitation speed remained close to its maximum value most
of the time. Figure 5.8 shows the performance of the feed flow safety net.
The antifoam addition at ¢ = 26.97 h provoked a fast decrease in the
oxygen level and as a consequence the saturation of the stirrer speed. In
order to get the oxygen level back to the setpoint of 30%, the feed rate
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Figure 5.8 Operation close to maximum stirrer speed in Fermentation A2. From

top: feed rate (F, [I/h]), agitation speed (N, rpm) and dissolved oxygen (DO, %).

Antifoam is added at time 26.97 h. As long as the agitation speed exceeds 128 rpm

the feed rate is decreased. When it is above 121 rpm no feed increment is allowed.

was decreased at a constant rate until the agitation speed came below
N = 128 rpm. The safety net avoids anaerobic conditions and leaves a
margin to the saturation for the stirrer speed.

Limitations from the metabolism could be observed in the pulse re-
sponses after induction in A2. The relative size of the pulse response
is clearly lower than 1 at two stages: at the activation of the pulse pro-
gramme and during the post-induction phase. The small oxygen responses
observed at ¢ ~ 6 h are actually related to the unsteady character of that
cultivation stage: the oxygen level was not stabilized at the setpoint 40 %
and furthermore, the feed flow controller was not well-tuned. The absence
of well-tuned controllers rather than the glucose level was the origin of
the small oxygen responses during this period. In the early post-induction
phase of the second cultivation overfeeding may have caused the small
pulse responses. It has been reported that the critical glucose concentra-
tion, above which the oxygen uptake saturates, decreases after induction,
see for instance [Akesson et al., 1999]. This saturation has probably been
approached when no pulse response could be seen in the dissolved oxy-
gen signal. The manual decrease in the feed rate before induction did
apparently not suffice to prevent overfeeding.
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Figure 5.9 Fermentation B1l. Part of a probing experiment from feed start to
induction. From top to bottom: dissolved oxygen tension at the bottom probe (DO,
%), feed flow rate (F, arbitrary unit), agitation speed (N, rpm), back-pressure (BP,
psig) and aeration rate (Q, 1/min, dashed)

Process B

Results from cultivations B1 and B2 are shown in Figure 5.9, Figure 5.10.
The pulse programme was activated two and a half hours after feed start
when pulse responses started to be visible in the dissolved oxygen signal.
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Figure 5.10 Fermentation B2. Part of a probing experiment from feed start to
induction. From top: dissolved oxygen tension at the bottom probe (DO, %), feed
flow rate (F, arbitrary unit), agitation speed (N, rpm), back-pressure (BP, psig) and
aeration rate (Q, 1/min, dashed)

Both cultivations can be divided into two phases. In the first phase,
which lasts about eight hours, the feed rate is limited by the cell metabolism.
Indeed, the feedback algorithm decreased or stopped increasing the glu-
cose flow rate at many occasions. The second phase is characterized by
the limitation in the oxygen transfer. After eight hours of feeding the feed
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rate is rapidly increased until maximal stirrer speed and pressure are
attained.

The probing technique was able to limit glucose accumulation in the
reactor, using feedback from the dissolved oxygen signal. Figure 5.12, a
close-up of experiment B1 between ¢ = 0.75 h and ¢ = 3.75 h illustrates
the performance of the probing technique when the glucose demand is not
monotonically increasing. The feedback algorithm gradually slowed down
the pace of the feed rate increase to finally lower the feed rate twice, and
thereby end the starting glucose accumulation.

In fermentation B2 the glucose concentration attained a maximum of
2 g/1, which is 40 % lower than the best of five reference cultivations. The
result from the first pulse experiment is similar to the worst case obtained
with the fixed feed profile. The acetate concentration could be kept below
11 mM in the first phase of both cultivations, compared to 9.5 + 2.5mM
in the reference runs. The acetate accumulation (26 mM) in the late part
of B1 is to be compared with 19 mM in one of the reference run. Oxygen
limitation rather than glucose excess caused the acetate accumulation
before induction in B1. The major part of the acetate was indeed produced
after glucose achieved its maximum concentration.

The OD measurements in Figure 5.11 show a similar growth pattern
in the control and experimental cultivations. A higher growth rate can
however be noticed in the pulse experiments in the late part of the second
phase. This is due to the higher feed rate that was delivered by the probing
programme to fully exploit the reactor capacity.

As far as the product amount is concerned, the probing technique led
to good results. The product synthesis is similar to the reference cultiva-
tions. The lower product amount in Bl can be explained by the acetate
accumulation at the beginning of the production phase.

The product quality obtained with the probing strategy is slightly
lower than in the reference cultivations, but better than in [Bylund et al.,
2000]. The probing pulses do not seem to be harmful for product synthe-
sis. The loss in productivity is mainly due to the presence of the product-
related impurity Peak B, which mainly contains clipped product variants.
The expression of Peak B may be correlated with the prolonged elevated
backpressure, which did occur in the probing experiments, relative to the
reference cultivations.
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Figure 5.11 Results from fermentation B2 (solid), B1 (dotted) and reference
(dashed). From top: optical density (OD), glucose concentration (G, g/1), acetate
concentration (A, mM), oxygen uptake rate (OUR, mM/1h), yield coefficient of oxy-
gen per glucose consumed (Y4 g/g )
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Figure 5.12 Part of fed-batch experiment B2, illustrating the behavior of the
probing strategy in presence of complex compounds. From top: dissolved oxygen
(DO, %), feed rate (F, arbitrary unit), glucose (G, g/, solid) and acetate (A, mM,
dashed). The manual decrease at t=2.5h would have been made automatically if
the controller was fully activated.
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Product conc.

GH monomer

Figure 5.13 Process B. Product synthesis in the pulse experiments compared to
the reference cultivations. From top: product concentration (arbitrary unit), GH
monomer (arbitrary unit). Average of five reference cultivations (dashed), B1 (’x’)
and B2 (**). Values are shown with their standard deviation.
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5.5 Discussion

Satisfactory results have been obtained with the probing feeding strategy
after few trials. Some effects related to the scale and the complex medium
could be identified.

Influence of the scale

The transfer of the probing control strategy from small scale to large scale
was not performed without any difficulties. The probing controller was de-
signed taking into consideration the large scale characteristics. Compared
to small scale, longer pulses were for instance made to compensate for the
slower dynamics of the mixing and the feed flow control system.

Heterogeneities. Gradients of oxygen and glucose were observed in the
experimental cultivations.

Glucose gradients were visible and could be detected in the pulse re-
sponses at several occasions. Smaller responses were often observed at the
top probe, indicating a higher glucose concentration close to the feedpoint.
Due to the limited size of the feeding zone, no global glucose accumula-
tion were generally seen. At large uptake rates the gradient effects are
accentuated and there might be a risk of overfeeding when evaluating
the pulse response only at the bottom probe. Figure 5.14 shows a part of
the fed-batch B1. The pulse in the feed at ¢ ~ 9.75 h resulted in large
responses in the lower part of the reactor while no response was visible
at the top. The large response, fedback by the probing algorithm, led to
a considerable increase in the feed and also glucose accumulation. This
runaway tendency in the later part of the growth phase was avoided in
B2 by setting a limit for the maximal feed rate. An alternative could be to
compute the pulse response as an average of the responses at all probes.
Analysis of the outgas can also be helpful in the interpretation of the pulse
responses. In Process A, the oxygen concentration in the outgas is clearly
affected by the variations in the feed rate, see Figure 5.15. The outgas
measurement provides average information about the reactor state and it
is not sensitive to local fluctuations.

Even in absence of global glucose accumulation, the high glucose con-
centration combined with the lower oxygen supply at the top of the reactor
may lead to problematic oxygen limitations. In [Swartz, 1996], the authors
points out the risk for a rapid propagation of oxygen limited zones to the
entire reactor. Indeed, at low oxygen concentrations, E. coli switches to
an inefficient respiratory pathway, requiring more oxygen per glucose.
The resulting increased oxygen consumption will expand the region of
low oxygen levels. To avoid oxygen limitation at the top of the reactor, the
dissolved oxygen setpoint was increased each time the top probe reading
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Figure 5.14 Part of fed-batch experiment B1. From top: Dissolved oxygen (DOE,
DOD, DOC %), feed rate (F, arbitrary unit), glucose (G, g/1, solid) and acetate (A,
mM, dashed).

(DOB) showed low values. It should finally be pointed out that the reac-
tor configuration affects the mixing dynamics and the gradient pattern.
Larger gradients are present in a tall and top-fed bioreactor like Pro-
cess B. A bottom-fed reactor presents a better homogeneity, see [Bylund

et al., 1998; Swartz, 1996]. No runaway tendency was reported in Process
A.

Wide operating range. Compared to the batch and continuous modes,
the fed-batch regime leads to much larger process variations. A fed-batch
fermentation is often divided into different phases: batch, growth and
production. The process variations are more pronounced in a fermenter
with large capacity. In Process B, the maximal feed rate was 20 times
higher than the start value. For sustained performance throughout the
cultivation, particular attention should be paid to the control design, i.e.
controller structure and tuning.
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Figure 5.15 Fermentation A2. Pulse responses in the outgas and the dissolved
oxygen signal. Note that the DO-setpoint was decreased to 20% from ¢ = 19.5 A to
t = 20.2 h. From top: feed rate (F, 1/h), oxygen concentration (O3, %), dissolved
oxygen (DO,%).

The runaway tendency previously mentioned could also be an indica-
tion that different settings for the probing controller are necessary. The
change in the process gain requires a lower probing gain at high oxygen
transfer rates.

A major concern was the dissolved oxygen control. The performance of
this loop affects the frequency of the probing pulses and as a consequence
the overall performance of the strategy. Some difficulties to stabilize the
oxygen level were experienced a couple of hours before induction in Bl
and B2. The probing pulses were delayed because of oscillations in the
oxygen signal. The oscillations may have been sustained by the spatial
inhomogeneities as described in [Swartz, 1996].

To improve the oxygen supply rate in Process B, multiple actuators
were used: agitation, air flow or pressure. It is however not a trivial task
to design an effective control scheme that takes into account the actuator
dynamics, the signals operating range and the user’s preferences. A com-
mon approach is to manipulate one control signal at a time and switch
from one to another when saturation occurs. Manual switching between
pressure and agitation control was performed in B1 and B2. Operation
close to the saturation of the stirrer speed, with many switches, turned
out to be delicate. For better control performance without manual inter-
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vention, a configuration using selectors and similar to mid-ranging could
be applied, see Chapter 4.

Operation close to the maximum oxygen transfer capacity proved to be
highly sensitive to disturbances. In fermentation B1l, a sudden increase
in the oxygen demand in connection with induction occured when the
pressure and the agitation speed were saturated. The dissolved oxygen
concentration fell to zero and led to acetate formation. A sufficient buffer
in the oxygen transfer capacity turns out to be necessary to cope with
this rapid and large regime change. This problem is accentuated by the
fact that induction time in Process B is not exactly predictible. When
oxygen concentration is controlled by means of multiple variables, it is
more convenient to express the buffer size by means of a global variable
such as the oxygen uptake rate.

Influence of the complex medium

Results from previous studies of the rhGH process on complex medium
show that many free amino acids deplete during the linear feeding phase.
The resulting metabolic shifts imply quickly changing demands in oxygen
and glucose.

Time-varying glucose demand. As it was expected glucose tended
to accumulate in the early fed-batch phase but the probing controller
reacted by decreasing the feed rate. The same decreasing feed pattern
around t=3 h and t=>5 h could be observed in the probing fermentations.

The actual capacity of the cells to consume glucose can be computed a
posteriori using glucose measurements. A dynamic mass balance equation
for glucose can be written as

d(VG)
dt

= F,Gip — ngX

The actual glucose uptake rate can be expressed as

d(va
GUR =q,VX = F;,Gy,, — V@)
dt
Figure 5.16 shows the actual feed flow rate together with the feed rate
"Flimiting" = % that would be in agreement with the actual cell capacity.

The feed ﬁ;oﬁle in the control cultivation tended to be non glucose-
limiting in three time intervals. The feed rate should have been lowered
three times to avoid glucose accumulation, and increased after 8 hours to
exploit the full reactor capacity. It is remarkable that the probing tech-
nique reproduced this "ideal" profile using only the information from the
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Figure 5.16 Process B. Feed flow rate (arbitrary unit, solid) and feed rate corre-
sponding to the cell capacity (arbitrary unit, dashed).

dissolved oxygen signal. The performance of the probing controller is bet-
ter in the last run because of an improved tuning. The main parameter
changes were an increase in both, the desired pulse response y, and the
decrement factor y,.

The rapid changes in the glucose need can drive the probing controller
to states where it is no longer efficient. When the feed rate is so low
that it barely suffices for maintenance purposes, the pulse responses are
unexpectedly small. In this extreme situation, the probing controller will
not increase the feed rate as it should. Such situations were encountered
after the temporary glucose accumulations in B1 and B2. Based on the
abnormally low oxygen uptake rates at this stage of the cultivation, the
feed rate was manually increased.

A safety net similar to the one for high oxygen transfer rates can be
implemented for an automatic increase in the feed at low oxygen supply
rates.
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Disturbances on the oxygen signal. The resulting metabolic shifts
cause perturbations in the dissolved oxygen signal that are not related
to the glucose consumption. Such disturbances occuring during a probing
pulse may result in unappropriate feed adjustments and glucose accumu-
lation. Such a perturbation, with no apparent correlation with the probing
pulse, occured in the B1 fermentation at ¢ ~ 5 A and was partially re-
sponsible for the first glucose accumulation. Those disturbances, specific
to complex medium, are more likely to interfere with the pulse responses
in a large scale reactor because of the longer pulses. To reduce the sen-
sitivity of the probing controller to disturbances in the oxygen tension,
small gains should be used, which would result in a degradation of the
controller tracking ability.

In order to probe frequently and quickly correct the feed rate after
a possibly erroneous interpretation of a pulse response, a good dissolved
oxygen controller is crucial. The requirements on the oxygen controller
is however very high, it should compensate for very fast and large dis-
turbances. At time ¢ ~ 8 A in cultivation B2, a sudden decrease in the
oxygen uptake rate from 270 mM /lh to 170 mM /lh results in a fall in
the agitation speed and pressure respectively from 180 rpm and 8 psig
to 120 rpm and 3 psig.

5.6 Summary

In spite of all difficulties previously mentioned, the probing technique
showed good performance in large-scale fermenters, using either defined
or complex media. The feeding strategy has succeeded in the sense that
good results have been obtained after few trials. No sign of glucose accu-
mulation was visible in Process A and lower glucose levels were observed
in Process B. As far as product data is concerned, the productivity is sim-
ilar to the reference cultivations using an optimized profile.

The transfer of the probing technique to large scale reactors was over-
all successful. Compared to other feeding strategies, a lot of effort should
be devoted to the dissolved oxygen control design. The sensitivity to sub-
strate gradients appeared to be rather limited. However, in a top-fed re-
actor running at high consumption rates, feedback from several oxygen
sensors could be implemented for an increased safety.

The use of complex medium means inevitable disturbances for the
probing feeding strategy. It also places greater expectations on the dis-
solved oxygen control for an unchanged probing frequency. The perfor-
mance of the strategy was however surprisingly good. A safety net involv-
ing the oxygen uptake rate can also be implemented to help the probing
controller to leave the low feed rates region.
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Even if cultivation B2 performed better than any control cultivation
regarding glucose accumulation, it did not improve the product synthe-
sis. Because of the particular feeding phase in the probing experiments,
the culture state prior to induction might be different from the control
cultivations. The fixed conditions during the production phase that was
applied in all cultivations were adapted to the reference cultivations. An
adjustment to new conditions for the pulse experiments may give a better
productivity.

The probing technique can be of great help in process development.
Considerable time can be gained at every stage to derive a feed profile
that exploits the full capacity of the reactor while minimizing acetate
production. Since the pulses do not seem to be harmful for the produc-
tivity, they could be superimposed to an optimized profile for monitoring
purposes.
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Concluding Remarks

6.1 Summary

This thesis has examined a control strategy that is able, with limited pro-
cess knowledge, to drive a plant to its maximum capacity. Stability and
performance analysis was performed for a class of systems inspired by
a bioreactor model. A new feeding strategy utilizing variations in tem-
perature has also been proposed and evaluated experimentally. Finally,
the industrial relevance of the probing technique has been discussed and
shown based on experimental results in large scale reactors. The influence
of the reactor scale and the medium composition on the feed strategy was
in particular studied.

Analysis of the probing technique

The probing control strategy has been analysed for systems consisting
of a linear, time-invariant system in series with a static nonlinearity. A
discrete-time representation of the closed-loop system has been derived
to facilitate the analysis. The particular problem of driving a process to a
saturation has been studied in details. Tuning guidelines based on local
and global analysis have been derived for this specific problem. The ability
of the probing technique to locate an extremum has also been illustrated
and shown on a particular example.

Design of a feeding strategy

A new feeding strategy for reactors with limited oxygen transfer capacity
was proposed. It combines the advantages of probing control and tempera-
ture limited fed-batch. A controlled excess of glucose is achieved by means
of the probing approach. Dissolved oxygen is controlled by manipulation
of agitation and temperature in a mid-ranging configuration. Experimen-
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tal results showed the efficiency of the proposed technique, which results
in a higher biomass and a minor degradation of the recombinant protein.

Evaluation on industrial plants

The probing feeding strategy has been tested for large scale fermenta-
tions on defined and complex media. Good performance could be achieved
from the first attempts. The control strategy showed a good flexibility with
respect to the reactor design, in particular the feed supply system and dis-
solved oxygen control. The effect of the scale appeared to be rather limited,
but in case of a top-fed reactor running at high consumption rates, extra
information could be used to increase the robustness of the technique. This
is the combined effect of complex medium and large scale that is limiting
the achievable performance. The application of the probing strategy can
represent a considerable gain of time in process development. Compared
to other feeding strategies special effort must however be devoted to the
design of the dissolved oxygen controller.

6.2 Suggestions for future work

A major advantage with the probing technique is the low demand for
process-specific knowledge. This is an indication for good robustness prop-
erties of the control strategy with respect to model uncertainty. It would
be of interest to derive some guarantees for robust stability when applying
the probing scheme to an uncertain process. A related issue concerns the
impact of measurement noise on the overall performance. How does noise
affect the transient and stationary behaviors of the probing controller?
There are obviously less noise-sensitive ways to estimate the local process
gain than computing the pulse response size. A true correlation measure
like in the standard extremum seeking scheme would be an alternative.

In the large scale experiments, dissolved oxygen can be controlled by
manipulating many variables. The need for a systematic way to allocate a
control effort among redundant actuators is obvious. The method should
account for the static constraints and the dynamics of the actuators.

In spite of the good results obtained in the large-scale cultivations,
the probing strategy appeared to be more sensitive to disturbances. Feed-
back from a single oxygen probe is indeed sensitive to local variations
and disturbances. To improve the robustness of the strategy, information
from various measurements could be combined in the algorithm. When
available, the signal from several probes or the oxygen concentration in
the outgas could be integrated into the feedback law.
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A

Further Details for
Chapter 3

A.1 Further details for Section 3.2

Output control between the pulses
The process model has an additional input w used for output control be-
tween the pulses:

% = Ax + B1f(v) + Baw (A1)

During the regulation phase, the process input v is kept constant while
the second input w regulates the output z:
x = Ax + Blf(uk) + B2w
t € kT, KT +T,){ %, = Acx. + Bz (A.2)
w=C.x.+ D.z
where x. € R™ is the controller state of the output control loop. After
integration between kT and kT + T,., we get
x(kRT + T,) x(kT)
=An

x.(RT + T¢) xc(kT)} + (Aar — I)d: f (ur) (A.3)

where Ay and d; are given by

B
Ag = et dy = A { 1}

{A + ByD.C BQCC:| (A4)
cl =

B.C A,
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assuming invertibility of A.;. During the probing phase the control signal
w is kept constant and a pulse is performed:
% = Ax + B1f (up +u)) + Bow(kT + T.)

X =0

te[kT +T, kT +T) { (A5)

After integration between kT + T, and kT + T, we get

[x(kTJrT) } o [x(kT+Tc)

x.(ET +T) xo (kT + Tc):| + (Age — Ddof (ur +u))  (A.6)

where Ago and ds are given by

Al 0 A1B,;
A = d = A.7
2= ] N

The response to a pulse y; satisfies equation (3.12) where

Aot = AgpAqr Biot = [Aq2(Ag1 — I)di  (Age — I)ds]

A8
Ciot = C(Age —I)Aq1  Dyoy = C(Age — I)[(Aq1 — I)d1  da] (4.8)

A transfer function similar to (3.14) can also be derived
Gtot(z) = C(Ad2 — I)(ZI — AdlAdg)_l [Z(Adl — I)d1 (ZI — Adl)dz]

Output nonlinearity
In the case of an output nonlinearity f, the response y;, to a pulse is given

by
Xpr1 = AgeAgi1xr + (Ad2Ad1 — I)duk + (Adg - I)dug
Yip = C(AdzAdlxk + (AdzAdl — I)duk + (AdZ — I)dug)
Yor = C(Aq1xp + (Aq1 — I)duy)
e = f(y1r) — ()

(A.9)

where Agy = e4Te, Ago = eAT» and d = A~'B

A.2 Further details for Section 3.4

Region description

The region X = {X € R", EX + e > 0} is unbounded in the direction V'
if for some X € X, one or two of the following statement is true
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e forallA >0, Xo+AVeX
e forall A <0, Xog+AV X
which is equivalent to
e forallA >0, E(Xo+AV)+e>0
e forall <0, E(Xg+AV)+e>=0

Letting 1 go to +0co or —oco implies that EV is either (componentwise)
non-positive or non-negative. After the coordinate change X = TZ, the
region X can be described as follows

X={Z=T"'X, ETZ + e >0} (A.10)
—(Z= r] ET(['ﬂ + mzu)+e30} (A11)
—(z - E] ET [2] 2> —ET [20] —e) (A.12)

0
When X is unbounded in the z, eigendirection (V = T L]), we know
0
that ET L] is of definite sign (componentwise) and X can be written as

2s
X=(z|an <16 917 ]) (a13)
where a; € {0,1} or «; € {0,—1}.

Proof of Theorem 3.1

The first inequality in the statement guarantees positivity of V in X.
Negativity of AV on X will be proven in two steps:

ZyedX = AV(Zy) <0 (A.14)
ZecX = AV(Z) < AV(Zy) for some Zy € 0X (A.15)

The set 0X, on the cell boundary, can be written as

oX = | 0X; (A.16)
JEL
with
0X; =1{Z| 2, = Gjzs +9; < Gizs +g; i € 1} (A.17)
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which can be rewritten as

Zs Zs

asz{Zzﬁj[l} |Fj[l}z0} (A.18)

We will first show the inequality (A.14). Multiplying both sides of (3.42)
by [z, 1]" we get

T T
Zs AT ET AT A s | 2s Zs - Zs
{1] HjTT(ATPA—P)TH,[JJr[J FJTU,Fj[1}<0

which implies that that AV(Z) < 0 for all Z € 0X;. We will now prove
that (3.43) implies (A.15). Take Z € X. From (3.36) we have

T T
wa=[3] [y S )[] 2] [l
M, can be easily computed to be of the form:

Mg, = (As = 1)Qu
Since @ is such that @, = 0, the cross-term z,z; in AV vanishes:

T
AV (Z) = [ﬂ [ZT i} [ﬂ + 2muz,

Noting that

. 0 TT(ATPA — )T
m, =1 S T [>0
T*(A*PA-P)T 0
it follows that for all j € Iy
2 ]
myzy < my | Gj gj]{l

Take now jy such that for all j € I
[G; g/l [

We have then the following inequality

Zs

1

} =[Gjo il -ZS}

AV(Z) < AV (H;, [zl]) and F;,

implying that

AV(Z) < AV(Zy) Zy = H;, [21 € 0X;,
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Proof sketch for Theorem 3.2

We first notice that the matrices A; and B; describe the dynamic of the
error X — X,:

Xk+1) =X, (k+1)=Ai(X (k) — X, (k) + Ai(I — A;y) ' B;,r(k) + Bir(k)
+a; — (I —Ay) ' Biyr(k +1)
= Ai(X (k) = X, (k)) — (I — Ai)) "' By, (r(k + 1) — (k)
+ B; + (Ai — I)(I — Aio)_lBior(k) + a;

=0 for i=1ip

Introducing the input Ar(k) = r(k+ 1) —r(k) we get

X-X, A a; B+ (A —-D(I-A;,)'B;, X-X,
1 =0 1 0 1
r Bal 0o 0 1 r &
A;
—(I - Ay;) 7' By,
+ [ 0 ] Ary,
1
B

The result follows from the matrix inequalities, similarly to the continuous-
time case in [Johansson and Rantzer, 1998].

A.3 Further details for Section 3.5

Closed-loop matrices

The closed-loop system can be represented by a piecewise affine system
with input r(%):

X(k+1)=AX(k)+ Bir(k) +a;, i=123
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The dynamic in each region is described by the matrices

A= I eAT (eAT —1)A~'B }
| KC(eAT — e4Te) 1+ KC(eAT — eAT)A !B
=[]+ L] -
o r AT (eAT _ eATp)Ale
27 |KC(eAT — eATe) 14 KC(eATr — I)(eATe — I)A—lB}
[0
“= —Kyr}
eAT 0 0
4= | ko — ey 1}’ = [—Kyr}

0}, B, - [ (AT —1)A~'B } B, [ (eAT —1)A™'B

B =
! {o KC(eAT» —T)A~'B KC(eAT — eAT)A-'B

The matrix A; has 1 as eigenvalue, with an associated eigendirection V;
given by

AIB]

S

The matrix Az has 1 as eigenvalue, with an associated eigendirection Vj
given by
v 0
T
Local analysis

The local analysis in every region of the state space can easily be done
using the transfer functions G; and Gq. The pulse response y;, is given by

G1(2)up + Gz(z)ug in X;
Yre = G1(2)ur + Go(2)(r —up) in Xy (A.19)
Gl(z)r in X3

With the the controller

(2 — Duy = K(yr — yr) (A.20)
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the closed-loop system becomes

G2 (2)ul — y,

K AT ka0 in X,
_ G2(Z)r_yr . A
up = 21
TV TR e — ey X (A.21)
gG@r =y in X;
z—1

Root-locus inspection when K varies can be performed to locate the closed-
loop poles in every region. We consider the case of a first order process
model and derive necessary conditions for global stability, based on local
analysis.

Region X;. The closed-loop is described by

bea(z—e ) (1 — e Tr)ul — y.(z— e T)

= A.22
“h (z—1)(z—e T — Kbcale e (1 — e~oTr)) ( )

The second pole is inside the unique disc when
eTe > 7T 4 K%(l — e Ty) (A.23)

in that case the integrator is driving u; towards the saturation if
bea 1 (1 —e9Te) (1 — e‘“TP)ufJ —y(1—eT)>0 (A.24)
which is equivalent to y, < Su).
Region X;. Since
Gy — Gy =bca (1 —e Tr)(1 — e 9T)z(z — e 9T)7L (A.25)
the closed-loop dynamic becomes

bea l(z— e 1) (1 — e 9%0)r — y, (2 — e79T)

up =K (z—1)(z—e ) — K% (1— e aT)(1— e oT-)z (A.26)
Jury’s stability test for second order systems leads to
0< K%(l —e ) (1—e ) <2(1+e7) (A.27)
or
0<Kp<2 O (A.28)
1—el

Region X3. For u; to decrease towards the saturation we should have
G1(1)r — y, < 0 that is y, > 0.
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B.1 Reactor model with temperature dependency

Metabolic rates
The temperature influence on all maximal specific uptake rates is mod-
elled by a multiplicative factor f(T') defined by

1

f(T) = e 3 (B.1)

The maximal uptake rates q;™**(T'), ¢**(T), q;'**(T) and the mainte-
nance coefficient ¢,,.(7") can thus be written as

c’”“x(T) 9azr [(T) (B.2)
0 "(T) = qgs7 f(T) (B.3)
o (1) = 4037 F(T) (B:4)
ch(T) = qme37f(T) (B.5)

The uptake rates for acetic acid and glucose are modeled by Monod kinet-
ics:

A
ke +A

cpot(A T) _ qgmax(T)

0(G.T) = 3 (T)
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Part of the glucose is used for maintenance:

gn(T) = min(qe (G, T), gme(T)) (B.8)

For clarity purposes the argument T is omitted in the following equations.
The acetic acid formation g, and the growth uptake g,, are described by:

% =97 —q (B.9)
Q99 = 99 — qm (B.10)

where ¢} is the production of acetic acid and ¢ stands for the acetic
acid consumption. Splitting into an oxidative flow and a fermentative flow
gives:

qgf? = min((gg" ™" — quOM)/Yog’ (Igg) (B.11)
q!’;; =499 — qog; (B.12)

The specific acetate production, acetate consumption, growth rate and
oxygen uptake rate are given by the following equations:

@& =ql Y, (B.13)
qg = min(qg,pot’ (q(r)nax - (IZZ Yog —Qdm Yom)/Yoa) (B14)
1= g+ qhiYle + qucYea (B.15)
9o = qzzYog + @mYom + QacYou (B.16)

A consequence of the model assumptions is that the saturation in the
oxygen uptake rate occurs for the same values of G and A independently
of T.

Linearized model

A linearised model of the process which is valid when ¢,<q7"** is given
by:

AD
To% +ADO = K,yAqg + KuAT + KyAN
dA
T,“ ¢ + A = K,y AF + KyAT
i Gi o 8qg
Kor = vx Ko =510 %
0qy B
T, = (8—qé’X) 1 Koy = —Y,,HX (Ka)™
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The static gain from AT to ADO is given by:
15qg 9o

KooKy + Koy =Y, HX (Kra)™ T 8T HX(KLa)
1,99 dq
_ 1 _ g9
= HX (Kza) (0% —,, %)

=0

Thus the temperature has a limited stationary effect on the dissolved
oxygen concentration when g,<qJ**.

B.2 Temperature- versus feed-based DO control

Feed based DO control
A constant dissolved oxygen concentration requires that
0=O0TR™™™ —q,HX

where the specific oxygen uptake rate is given by

qO = (Yogq;es Yogqg )
The residual glucose uptake rate can be solved from the previous equa-

tions:

ressirp _ OTR™®  Yioqm
g HXY,, Y,

Temperature-based DO control
The stationary mass balance for oxygen leads to
0=OTR™ —q'*f(T)HX
Using temperature to maintain DO at a constant level leads to

OTR™

f(T) HX qmax

Assuming glucose excess without acetate accumulation, we have

% “f(T) = (Yogqy™ + Y50a ) f(T)

The glucose that is consumed for non-maintenance purposes is then

OTRmax Y qm
res,TLFB
Qges (T) = HXYog 1- qrfmx )
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Comparison

We can notice that
TLFB ,SLFB
q;" > q)” < OTR™ < HX q)'™ (B.17)
implying that when the maximum oxygen transfer of the reactor is reached,

the temperature-based DO control is preferable. When no product is formed,
all residual glucose is directed to growth. Using the first strategy, we get

resSLFB x _ OTR™* Yogqm

X = X
& HY,, Yoy
implying that X converges to a constant
OTRm(I.’)C
X = B.18
HY"q,, vadm ( )

whereas in the temperature-based DO control case, the cell density is
increasing linearly:

resTLFB x _ OTR™* 1— Yiedm

X =g Y, ( q(,)nax)

B.3 Steady state with down-pulses

Integration of the acetate dynamic in the two regions leads to

A(T:) = A(0) + Yqq(qy — C’”)T X (B.19)
A(T) = A(T)e % = (A(0) + Yag(qy — ¢ T.X )e 5 (B.20)
The specific oxygen uptake rate at t = T, and ¢t = T is given by
9(Te) = g5 (B.21)
9(T) = Yuplay — &) + 2 A(T) (B.22)

The change in the specific glucose uptake rate after the pulse becomes

qg(T) = qg(o) + KKQ(Ko(qo(T) - qD(TC)) - yr) (B23)

134



B.4 Operating point and numerical values

The condition

99(T) = q4(0) (B.24)

can be written in matrix form

QQ(T)} [Qg(o)}
=A, e B.26
e AT (5:26)
where A, and a. are given by
1— kK (Yog + You Yoy BX e ™) —KY, Ke '+
Ae = ( ! Xip - ° ) i XTpe ] (B.27)
XT Yy = e 7

T

KKQ(YOQKO(qS + q;rit) —yr+ Yoo YachKoqgc]rit€7XTp/T)
A, = —YagX ch;rite—XTp/tau

] (B.28)

Jury’s stability test can be applied to get a necessary and sufficient con-
dition for A, to be stable:

(14 eBHX/7) 2

0<Te. < VouYagX KKV, 1) (B.29)
2

0< k< B.30

K,K,Y,, (B.30)

When the conditions (B.29) and (B.30) are fullfilled, the equilibrium point
X1 = (¢g.00, Ax) is stable and given by

eXTp/f

Yoo X T.
Yoo T. X 7(—yr + K, Yooqh)

Ay > gt (B.31)

__ crit
Qg,oo - qg + g

Ay = B.32
X K, (Yot (elrX/T — 1) 4 Yoo Yo T.X) ( )
B.4 Operating point and numerical values
The operating point that is chosen for the analysis is
OTR = OTR™ = Kra(N,.r)(O" — Osp) (B.33)
9 =g, (B.34)



Appendix B. Further Details for Chapter 4

with Kra = a(N — Nj). The cell density X becomes

_ OTRm(l.’)C
T qpeH

X

The gains K,, from g, to O, and K, from F to q,, are given by

HX O0*-0
Ko, = Kra ~ qmax
o
x _ G _ Gaen

~ VX  VOTRmes

(B.35)

(B.36)

(B.37)

The approximation is based on the stationary equations (4.2). The nu-
merical values used in the simulations and in the analysis are given in

Table B.1.
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B.4 Operating point and numerical values

Table B.1 Numerical values corresponding to a laboratory-scale bioreactor

with E. coli.
Symbol Value Description
Gin 500 g/1 glucose conc. in feed
14000 Henrys const.
ks 0.01 g/l sat. const. for gluc. uptake
ka 0.05 g/ 1 sat. const. for acet. uptake
(7 3 (h rpm)~! oxygen transf. const.
Ny 289 rpm oxygen transf. const.
Z’fg;t x 0.2 g/ gh max. spec. acet. uptake
q;’fg%c 1.5 g/ gh max. spec. glucose uptake
qg §t7 1.25 g/gh crit. glucose uptake
Qme37 0.15g / gh maintenance coefficient
q;’fg;c 0.66 g/gh max. spec. oxygen uptake
Yoq 0.55 g/g acetate/glucose yield
Y,. 0.55 g/g oxyg./acet. yield
Yog 050g / g oxyg./gluc. yield for growth
Yo 1.07 g / g oxyg./gluc. yield for maint.
Yia 0.4 g/g biomass/acet. yield
Yoo 0.51¢g/g oxidative biomass/gluc.
nge 0.15¢g / g fermentative biomass/gluc.
1'% 21 reactor volume
T, 30 s oxyg. probe time cst
T 4 min time cst of temp. dyn.
Osp 30 % setpt for DO
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C

Further Details for
Chapter 5

C.1 Algorithm

Init
F, control = F 0
I1=0

Reset the timer (t = 0)
Go to Control

Control
Activate DO control
DOcontrol = On

Decrease the feed when max oxygen transfer capacity

IF Nsensor > Nhith

h
Feontrot = Feontrol — T
control
END

7F control

Wait for steady state in DO before making a pulse
IF ¢ > Tcontrol

Osrean = mean value of O, over the last 30 seconds.

IF |Omean - Osp| < Otol
Reset the timer(t = 0)
Go to Probing
END
END

Probing

Freeze the stirrer speed
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Appendix C. Further Details for Chapter 5

DOcontrol = Of f

Make a pulse
Fpulse = 7chontrol
Fsp = Lcontrol + Fpulse

Compute the response in DO and update the feed

IF ¢ > Tpusse
O,nean = mean value of O, over the last 30 seconds.
Opulse = Omean - Osp

IF Opuise < Oreac (detected overfeeding)
AF = _yDFcontrol
I=0

ELSE
e= Opulse — Yr
AF = (ke + k;I)Fooniror /(100 — O,)
I=1+e

IF Ngensor > Npigh AND AF >0
AF =0 (no increment when close to max oxygen transfer)
END
END
Fcontrol = Fcontrol +AF

F. sp — Lcontrol
Reset the timer(t = 0)
Go to Control

END

C.2 Parameter values

The nominal values used in the experiments are listed in Table C.1 and
Table C.2
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C.2 Parameter values

Table C.1 Nominal values used in Process A.

Description

Symbol Value
Teontrol 6 min
Tpuise 3 min
Vr 10 %
Oqp 30 %
O, eac 3 %
Npigrn 121 rpm
Npigre 128 rpm
Yp 0.2
YD 0.2
V4 10 %
k 0.95
ki 0

time between pulses
pulse duration
setpoint for pulse resp.
setpoint for DO level
reaction level
limit for feed incr.
limit before feed decrease
rel. pulse size
rel. dec. if no response
rel. dec. if N > Np;gn2
gain of probing contr.

int. gain of probing contr.

Table C.2 Nominal values used in Process B.

Symbol Value Description
Teontrol 6 min time between pulses
Tpulse 3 min pulse duration
Oy 1.5 % tol. level for new pulse
yr 5 % setpoint for pulse resp.
Osp 40-55 % setpoint for DO level
Oreac 2.5% reaction level
Ppign 15 psig limit for feed incr.
Ppigno 18 psig  limit before feed decrease
Yp 0.2 rel. pulse size
YD 0.2 rel. dec. if no response
14 10 % rel. dec. if P > Py gp0
k 1-1.2 gain of probing contr.
k; 0 int. gain of probing contr.
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