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ABSTRACT

As more and more applications and services in our societydepend on the In-
ternet, it is important that dynamically deployed wirelesslti hop networks are
able to gain access to the Internet and other infrastructeteorks and services.
This thesis proposes and evaluates solutions for provigiali hop Internet Ac-
cess. It investigates how ad hoc networks can be combinédwiriless and mesh
networks in order to create wireless multi hop access né&svalvhen several ac-
cess points to the Internet are available, and the mobile mmaims to a new access
point, the node has to make a decision when and how to chamnpeiiit of attach-
ment. The thesis describes how to consider the rapid fluochsabf the wireless
medium, how to handle the fact that other nodes on the pathet@tcess point
are also mobile which results in frequent link and route kseand the impact the
change of attachment has on already existing connections.

Medium access and routing protocols have been developédahsider both
the long term and the short term variations of a mobile wigleetwork. The long
term variations consider the fact that as nodes are moluiles Will frequently
break and new links appear and thus the network topology sapristantly re-
drawn. The short term variations consider the rapid fluatnatof the wireless
channel caused by mobility and multi path propagation dewia. In order to
achieve diversity forwarding, protocols are presentedctvicionsider the network
topology and the state of the wireless channel when desisaout forwarding
need to be made. The medium access protocols are able torparfolti dimen-
sional fast link adaptation on a per packet level with foiag considerations.
This i ncludes power, rate, code and channel adaptatiors Wilienable the type
of performance improvements that are of significant impusfor the success of
multi hop wireless networks.
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1. CHAPTERI

Introduction

The enormous increase of mobile computing and the numbeorofrwnication
devices, such as cell phones, laptops and personal diggatants, is driving a
revolutionary change in our information society. We are mgwowards a new
computing age where a user, at the same time, utilizes s&tec&ronic platforms
through which he can access all the required informatioreleels. The nature itself
of the ubiquitous users and devices makes wireless netvemdsechnologies the
easiest solution for their interconnection needs. As altresireless computing
has been experiencing exponential growth for the past @ecad

The future Internet is likely to be fundamentally differaghéan the Internet
today because it will be dominated by the many mobile devites all have very
diverse computational resources. Today, the number ofledbvices is growing
very rapidly, and it is expected that the mobile device pafoih of the Internet
will soon contain well over several billion wireless de\sce

1.1 Ad Hoc Networks

Mobile ad hoc networks are networks that are formed dyndiyibg an autonomous
system of nodes that are connected via wireless links withsimg the existing
network infrastructure or central administration. The emdre free too move ran-
domly and organize themselves arbitrarily; thus, the ngtsavireless topology
may change rapidly and unpredictably. Mobile ad hoc netwark infrastructure-
less networks since they do not require any fixed infrastrectsuch as a base
station, for their operation. In general, routes betweatesdn an ad hoc network
may include multiple hops, and hence it is appropriate tbstah networks as
multi-hop wireless ad hoc networks. Each node will be ableaimmunicate di-
rectly with any other node that resides within its transioissange. For communi-
cation with nodes that reside beyond this range, the nodisrieaise intermediate
nodes to relay the messages hop by hop.

Ad hoc networking does have some networking challenges.eSwrthese are
the traditional problems of wireless communication anavoeking:

e The wireless medium has no absolute or observable bousdariside which
stations are known to be unable to correctly receive data.

e The wireless channel is unprotected from outside channels.
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e The wireless medium is significantly less reliable than dimeedia.
e The channel has time-varying and asymmetric propagatiopegpties.

e Hidden terminal and exposed terminal phenomena may ocatidégrade
performance

1.1.1 Research Issues

Because of these problems, the multi-hop nature and theolaftked infrastruc-
ture, ad hoc networks have some specific constraints thag negkarch in this field
quite challenging:

Autonomous.Ad hoc networks does not depend on any established infriisteu
or centralized administration. Each node operates inibliged peer-to-peer
mode, acts as an independent router and generates indapeiadz. Net-
work management has to be distributed across different;yedsch brings
added difficulty in fault detection and management.

Multi-hop routing. No default router is available, and every node acts as amroute
and forward packets in order to enable information sharigtgvben mobile
hosts.

Dynamically changing network topologien mobile ad hoc networks, because
nodes can move arbitrarily, the multi-hop network topoldggguently and
unpredictably changes, resulting in route changes, freiquetwork parti-
tions, and possibly packet losses.

Variation in link and node capabilitieE£ach node may be equipped with one or
more radio interfaces that have varying transmission aceivimg capabil-
ities and operate across different frequency bands. Therdgeneity in
radio capabilities may result in asymmetric links. In aiddit each mobile
node might have different software and hardware configumatiwhich re-
sult in processing capability variations. Designing nataarotocols and al-
gorithms for this heterogeneous network can be complexijtiag dynamic
adaptation to the changing conditions, such as power anmtheheonditions,
traffic load and distribution variations, congestion etc.

Energy. Because batteries typically carried by each mobile node laited power
supply, processing power is limited, which in turn limits\dees and appli-
cations that can be supported by each node. This becomegex Isgue in
mobile ad hoc networks because, as each node is acting aarbetid sys-
tem and a router at the same time, additional energy is redjwar forward
packets from other nodes.

Network scalability. Currently, most network management algorithms were de-
signed to work on fixed or relatively small wireless networkiany mobile
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ad hoc network applications involve large networks wittstehthousands of
nodes, as found for example, in sensor networks and tacgtalorks. Scal-
ability is critical to the successful deployment of thesenmeks. The steps
toward a large network consisting of nodes with limited tegses are not
straightforward, and present many challenges that atécskie solved, such
as: addressing, routing, location management, configuratianagement,
interoperability, security etc.

1.2 |IEEE 802.11 networks

In 1997, the IEEE adopted the first wireless local area nétwtandard, named
IEEE 802.11 [1], with data rates up to 2 Mbps. Since then,rsgt@sk groups have
been created to extend the IEEE 802.11 standard. Task g8@20%1b, 802.11a
and 802.11g have completed their work by providing threevesit extensions to
the original standard which are often referred to as Wisekadelity (Wi-Fi). The
802.11b task group produced a standard for WLAN operationtheé 2.4 GHz
band, with data rates up to 11 Mbps and backward compafibilihis standard,
published in 1999, has become a huge success and is suppygriadst laptops
today and newer pdas. 802.11g is a high-speed extensior2tbI®Dand supports
data rates up to 54 Mbps. Because 802.11g is backward cdigpaith 802.11b,
802.11g have become a big success, and have now more orpéssece802.11b
as the major 802.11 physical layer standard. Almost alblagsold today support
802.11g. The 802.11a task group created a standard for Wigexation in the 5
GHz band, also with data rates up to 54 Mbps. But 802.11a m&@me a big suc-
cess, mostly because it wasn't compatible with the origstahdard, nor 802.11b.
Among the other task groups, it is worth mentioning the taslug 802.11e that
enhances the MAC with QoS features to support voice and \dgen802.11 net-
works.

The IEEE 802.11 standard defines two operational modes fohMéL
infrastructure-basedand infrastructure-lessor ad hoc Network interface cards
can be set to work in either of these modes but not in both samebusly. In-
frastructure mode resembles cellular infrastructureetawtworks. It is the mode
commonly used to construct the so-called Wi-Fi hotspags, i0 provide wireless
access to the Internet. In the ad hoc mode, any stationsréhatithin the transmis-
sion range of each other, can after a synchronization plsésg,communicating.
No AP is required, and the ad hoc network can be created dgadnion the fly,
without any central administration.

1.3 Routing in Ad hoc Networks

In contrast to infrastructure based networks, all nodesrankile and can be con-
nected dynamically in an arbitrary manner. All nodes trenebehave as routers
and take part in the discovery and maintenance of routedar abdes in the net-
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work. Ad hoc networks are very useful in emergency searchirascue operations,
meetings or conventions in which persons wish to quicklyetiformation, and
data acquisition operations in inhospitable terrain.

Routing protocols for ad hoc networks can be divided intotwen categories:
reactive or proactive, sometimes also called on demandaduhel driven protocols,
depending on how and when the routes are discovered. Intp@acuting proto-
cols routes are constantly maintained and updated, agstiinah a route is always
available when needed. In reactive protocols, routes apodered and maintained
when they are needed, introducing a route discovery lateWtyen routes are no
longer needed, they are removed from the routing table.

Both categories have their advantages and disadvantagesctive protocols
have the advantage of always having an available route gifesist, and therefore
typically experience a lower delay than reactive protoclals Proactive protocols
also have the advantage of knowing the network topology laadtamber of nodes
in the network. Reactive protocols on the other hand, dod®mve to maintain
routes that isn’t being used, thereby saving scarce enespurces as many nodes
are likely to be battery operated.

This thesis mainly use, analyze and compare two differeuing protocols:
the Ad hoc On demand Distance Vector (AODV) routing protdepland the Op-
timized Link State Routing (OLSR) protocol [3].

AODV is a reactive protocol that initiates route discoverlgemever a source
needs a route, and maintains this route as long as it is ndgdée source. Each
node also maintains a monotonically increasing sequeno®authat is incre-
mented whenever there is a change in the local connectivigrmation for the
node. Route Discovery follows Route RequegRREQ), Route ReplRREP)
query mechanism. In order to obtain a route to another ndaesource node
broadcasts a RREQ packet across the network, and then setr & wait for the
reception of a reply. Nodes receiving the RREQ can respotikif are either the
destination, or if they have an unexpired route to the dastn. If these conditions
are met, a node responds by unicasting a RREP back to theestadle.

OLSR is a proactive protocol that is an optimization of theedink state algo-
rithm adapted to the requirements of a mobile wireless nétwbhe key concept
used in the protocol is that of multipoint relays (MPRs). MP&Re selected nodes
(by their one hop neighbors) which forward broadcast messathe use of MPRs
reduces the size of the control packets by declaring onljpaegiof links towards
its neighbors, the MPRs. It also minimizes flooding of thetaartraffic by only
using the selected MPRs to diffuse the control informatiathother neighboring
nodes receive the information, but do not rebroadcast it.

1.4 Medium Access Control

A medium access control (MAC) protocol moderates accedsetstiared wireless
medium by defining rules that allow devices to communicath wach other in an
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orderly and efficient manner. MAC protocols decide what deghould be allowed
to transmit and access the physical medium, at any give tima.wireless envi-

ronment, if two nodes transmit at the same time, they willseaimterference for
each other that may result in the loss of data. A common solut this problem

is to only allow one single node to transmit on the channehatsame time, thus
enabling successful transmissions and preventing anisfrom occurring. MAC

protocols therefore play a crucial role in wireless netvgoly ensuring efficient
and fair sharing of the scarce wireless bandwidth. .

1.4.1 Wireless MAC Issues

The unique properties of the wireless medium make the degitdAC protocols
very different from, and more challenging than, wirelingwarks. Some of the
unique properties of wireless systems and their medium are:

Half-Duplex Operation: In wireless systems it is very difficult to receive data
when the transmitter is sending data. This is because whedeia transmitting
data, a large fraction of the signal energy leaks into theivegath. This is referred
to as self-interference. The transmitted and received ptevels can differ by
several orders of magnitude. The leakage from the trareuingignal typically has
much higher power than the received signal, which makesgbssible to detect a
received signal while transmitting data. Hence, collisitatection is not possible
while sending data. Due to the half-duplex mode of operatiba link needs to
be multiplexed in time (TDM), frequency (FDM) or by code (CMIAs collisions
cannot be detected by the sender, all proposed protocelsi@ittto decrease the
probability of a collision using different collision ava@dce principles.

Time Varying Channel: Radio signals propagate according to three mecha-
nisms: reflection, diffraction, and scattering. The sigraeived by a node is a
superposition of time-shifted and attenuated versionb®triansmitted signal. As
aresult, the received signal power varies as a functiom@.tiThis phenomenon is
called multipath propagation. The rate of variation of tharmel is determined by
the coherence time of the channel. Coherence time is defgiche within which
the received signal strength changes by 3 dB. When the esteignal strength
drops below a certain threshold, the node is said to be in fald@dshaking is a
widely used strategy to mitigate time-varying link qualityhen two nodes want to
communicate with each other, they exchange small messageest the wireless
channel between them. A successful handshake indicatesdacgonmunication
link between the two nodes.

Carrier Sensing. Carrier sensing is a function of the position of the receive
relative to the transmitter. In the wireless medium, beeanfsattenuation and
multipath propagation, signal strength decays more ordeserding to distance.
Only nodes within a specific radius of the transmitter carciethe carrier of the
channel. This location-dependent carrier sensing regultisree types of nodes
in protocols that use carrier sensindidden NodesA hidden node is one that is
within the range of the intended destination but out of ramigihe sender. Hence,
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hidden nodes can cause collisions on data transmiskixposed Node€xposed

nodes are complementary to hidden nodes. An exposed node that is within

the range of the sender but out of range of the destinatiothelhumber of ex-
posed nodes are not minimized, the bandwidth is underdiliZapture Capture

is said to occur when a receiver can cleanly receive a traséom from one of
two simultaneous transmissions, both within its range. W\iwe nodes transmit
simultaneously, the signal strength received from one modg be much higher
than that of the other, and can be decoded without errordtdebe presence of
the other transmission. Capture can result in unfair sharimandwidth with pref-

erence given to nodes closer to the transmitter. Wireles€N#rotocols need to
ensure fairness under such conditions.

1.4.2 Wireless MAC protocols

The most popular wireless MAC layer protocol used today & [BEE 802.11
DCF[1]. 802.11 as explained above, is being used in almesydaptop computer
as a wireless LAN technology. DCF is the most commonly usediune access
technonology defined by the 802.11 specification,

DIFS _SIFS

SOURCE DATA

DESTINATION ACK

OTHERS

SENSE DATA SENSE ACK|
. DEFER ACCESS .

Fig. 1.1:DCF basic access

DCF is based on CSMA/CA, and it provides asynchronous adoesmest ef-
fort service. The basic operation of the DCF is illustrateéigure 1.1. If a station
generates a frame to transmit when there is no ongoing Hguiaafedure, it checks
the medium status to see if it is idle. If the medium is senseetidle, the sta-
tion immediately proceeds with its transmission after dm iiterval equal to DCF
Inter Frame Space (DIFS); this is often referred to as an idiate access. If the
medium is sensed to be busy, the station defers its accdabthentnedium is de-
termined to be idle for a DIFS interval, and then it starts ekb#f procedure. A
backoff procedure starts by setting its own backoff timeuhiformly choosing a
random value from the range [0,CW], where CW is the currenter@tion window
size, and its size is an integer value within the rang€'af,,,;, andCW,,.... The
backoff counter is decreased by a slot time as long as theneh@sensed idle,
while it remains frozen when the channel is sensed busy. &bledff countdown is
resumed after the channel is sensed to be idle for a DIFS/aitaihen the back-
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off counter reaches zero, the station starts its data fresmernission. If the source
successfully receives an acknowledgment (ACK) frame at8hort Inter-Frame
Space (SIFS) idle period, the transmission is assumed tadmessful. After a
successful transmission, the source resets its contewiimiow to the minimum
valueCW,,;,, and performs another backoff process irrespective ofenet has
another frame to transmit or not. This process is often refeto as post backoff,
and it prevents a station from performing consecutive imatedaccesses. On the
other hand, if a frame transmission fails, the current adiaa window size is dou-
bled with the maximum valu€'W,,,.... The station attempts to transmit the frame
again by selecting a backoff counter value from the increasgention window.
After the number of failures reaches a retry limit, which isyddefault, the station
drops the frame.

DIFS SIFS SIFS SIFS

SOURCE RTS DATA

DESTINATION CTS ACK

OTHERS

NAV RTS
[ NAV CTS
| SENSE DATA
DEFER ACCESS

Fig. 1.2:802.11 RTS CTS Handshake

The RTS/CTS access method is provided in IEEE 802.11 as @&ndpt re-
ducing the collisions caused by hidden terminal problembkella station needs to
transmit a data frame longer than the rtsThreshold, itfedlthe backoff procedure
as in the basic mechanism described before. After thagandsbf sending the data
frame, it sends a special short control frame called a ReéqueSend (RTS). This
frame includes information about the source, destinaaod, duration required by
the following transactions (CTS, DATA, and ACK transmisgioUpon receiving
the RTS, the destination responds with another control draailed a Clear-To-
Send (CTS), which also contains the same information. Tdestnitting station
is allowed to transmit data if the CTS frame is received aitye All other nodes
overhearing either RTS and/or CTS frames adjust their Nktvilocation Vector
(NAV) to the duration specied in the RTS/CTS frames. The NA¥itains the dura-
tion for which the channel will be unavailable and is usedigsal carrier sensing.
Stations defer transmissions if either physical or virtsmhsing indicates that the
channel is busy. Nevertheless, if a receiver's NAV is setlevtiie data frame is
received, DCF allows the receiver to send the ACK frame.
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1.5 Multi-hop Internet Access

Most of the research presented in this thesis relates toaly[itEE 802.11 ad hoc
networks. Much of this work focuses on different methods gaoviding Inter-
net Access tanulti-hop ad hoc and mesh networks. Multi-hop networking isn't
currently directly supported in any of the two modes in 8@2.In order to have
networking operating in a multi-hop manner, we need a rgytimtocol that estab-
lishes routes between the communicating nodes in the wgeletwork. In order
to have a multi-hop network, we have to operate in 802.11kadmode. This is
because the infrastructure mode uses a coordination andiat$sn function that
only extends to nodes within direct communication range.

So, suppose we have a multi-hop ad hoc network, and we warténoln-
ternet Access? Well, for this to work, a few different thingsed to be solved.
First of all, the general view of an ad hoc networks is thas idistand alone net-
work, isolated from any external networks. It should be fmedo establish the
network with little or no configuration and it should be albediynamically recon-
figure itself. The whole ad hoc networking concept sort otiasss independency
and flexibility. This is now, however, slowly starting to cigee. As the Internet
is becoming a more and more integral part of our daily liferes fstand alone ad
hoc network seems less useful. If at least one of the nodémiad hoc network
is within communication range of an Internet access poihty not use that node
to access the Internet? In order for a multi hop ad hoc acessgrk solution to
work, we have the following constraints and considerations

e An access point is needed, that acts as a gateway betweehhbe aetwork
and the Internet.

e The access point needs to be able to operate in ad hoc modejesin the
network communicates in ad hoc mode.

e Nodes in the network must be able to discover, identify arffibrdintiate
between access points and common nodes. An important pydpere is
how a node can discover an access point. This can either leguiloactively,
where the access points announces its presence perigdw#iie network,
or reactively where a node may start a discovery process atesss to the
Internet is needed.

e When more than one access point is available, the node shseila policy to
choose the most appropriate access point. This policy caendeon either
performance or organizational aspects, or both.

e Nodes must be able to configure an address that is accessitni¢te Inter-
net. While a node may already have a fully functional addfesthe ad hoc
network, this address is not necessarily accessible, @vedl in the global
Internet.
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e Correspondent nodes in the Internet communicating withcahat node
should regard the ad hoc destination address as any othigadies address.

e The network needs to support both macro and micro mobilitgrd/maobil-
ity is the case where a nodes moves from one access pointttoeanathin
the same domain. Macro mobility is the case where the nodeesntva
new access point that is operated and maintained by a differgity, where
a new and different addressing policy is enforced that reguihe node to
configure a new address. This mobility may require both targuand read-
dressing, should be as fast as possible, and be transparapplications
running in the node.

e Nodes must be able to discover and maintain routes to thespoint. This
maintenance should be synchronized between the routingegscand the
mobility process. When a mobility decision has been maderevhenode
moves its association to a new access point, routing to amd fine access
point should be updated accordingly.

e Nodes in the ad hoc network without an Internet configuredessdshould
be able to communicate with other nodes in the ad hoc netwsorioamal.
The ad hoc network should be configured as a normal ad hoc rietwith
the extended feature of having Internet access.

e The access gateway should only forward packets destinée taternet, and
not those packets with a destination inside the ad hoc nktwor

1.6 Mesh networks

Wireless mesh networks is an area that has been receivingdtiention within
the last few years. They can be considered as wireless netwdrere each node
can function both as an access point, and as a router rebfgoifsi forwarding
traffic from other parts of the network. Ad hoc networks isréfiere a type of
wireless networks that is closely related to mesh netwoilkee main difference
between mesh and ad hoc networks is that ad hoc networks astruced by
user terminal nodes, and these user nodes are expected ighberhobile. This
mobility aspect has led to extended amount of research peef on the topic
of mobile routing, because as the user nodes move arounceingtwork, the
network topology will constantly be changing. Within thaptc, IETF has had a
very important role, resulting in the standardization thyle experimental RFCs,
of a couple of routing protocaols.

While ad hoc networks are still waiting for a killer applicat into the commer-
cial market, mesh networks devices are already availabbeigih different manu-
factures. Mesh networks are built as cost effective wirebress networks, and
have been deployed in some cities as wireless MAN networks.
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Mesh networks are also considered a promising technologyerfwergency,
search and rescue operations. This is because mesh newearkapidly be de-
ployed and be made to need little or no configuration. WitH w@hfigured mesh
devices, the only thing an emergency team needs to do to gdityaoperational
access networks, is to bring the devices to a location, temton, and distribute
them in the area. This is especially useful in areas wherelite communication
infrastructure is currently available, or where the comitation infrastructure has
been destroyed.

1.7 Diversity forwarding

Diversity forwarding is a concept that tries to utilize theetsity of the network.
In multi hop networks, it is often possible to find more thare grath between a
source and a destination. Sometimes it also possible to firltiphe paths of the
same lengths, that can be used to create redundant routihng, pRiversity for-
warding can be seen as combination of these approachese Wieeexact path
between a source and destination is not determined befudebat that each next
hop is determined by each forwarding node. In normal singlawti path ad hoc
routing, the path is either determined by the initiatingrseuor by a routing pro-
tocol with a consistent view of the network topology amorigtte nodes. With
diversity forwarding, the forwarding decision is made bygledorwarding node
based on the current state of the available forwarding Jlinkshe current state of
available nodes. For example, if one of the available lihies is available for rout-
ing between a source and destination is in a bad state dudibhgfar interference,
some other link with more favorable conditions could be emosSimilarly, if one
of the available forwarding neighbors experience highyelecause of contention
or congestion, some other neighbor could be picked to fatweae packet.

This concept has been discussed in a few recent papers. Taonyddge, the
first work about diversity forwarding is the Selection Dis#y Forwarding (SDF)
scheme, presented in [4]. Here a node first multicasts a datieepto a set of
candidate nodes, and then the forwarding decision is masedbapon responses
from the candidates. A similar and sort of reverse idea was teveloped in [5]
[6], where a small probe, or RTS packet is multicasted to aketceivers, and
the candidate that responds first is chosen as the next haglai [7] [8] first
transmits a probe, but they wait fail receivers to respond, before choosing the
candidate with the best current radio conditions.

When a diversity protocol queries the set of candidatesait from the probe
messages not only learn which of the candidates that arélblei but also the
Channel State InformatioCSl). This information can enable the transmitter to
determine which of the available date rates that will be baged for the current
channel radio conditions. In [9] a rate adaptive MAC protozalled Reveiver-
Based AutoRate (RBAR) is presented that changes the mamulstheme and
thus the data rate based upon the current radio conditiarem bther aspect, [10]



1.8. Dynamic Code Division Multiple Access 15

presents a MAC protocol that performs power control thagsakto account both
the current radio conditions, and the location of neighimpmodes. Link state
routing protocols have one significant advantage over mtistavector protocols,
and that is that link state protocols have an overview of tpology of the net-
work, while a distance vector protocol only see the distdndbe final destination
through the next hop. This wider view enables a diversityéoding protocol
to make more dynamic routing decisions, as it not only seeslhiortest path to
a destination, buall paths to a destination. This wider view also enables other
protocols, such as MAC protocols, or applications to maksewilecisions.

In a diversity forwarding protocol, the task of the routingfocol is to provide
the MAC protocol with the set of candidates that it determisigould be evaluated.

1.8 Dynamic Code Division Multiple Access

Many wireless systems today use different spread spectacimmiques on the phys-
ical layer in order to combat interference and noise. Spegmttrum basically
means that the transmitted signal is spread over a frequesnny in such a way
that it occupies a bandwidth much greater than that whicleéessary to send the
information. This results in the signal being much less isigasto interference.
The bandwidth is spread by means of a code which is indepénéiéme data that
is to be transmitted. The use of an independent code and myras reception
allows multiple users to access the same frequency band aathe time.

In order to protect the signal, the code used is pseudo-rantt@appears to be
random, but is actually deterministic, so that the recedaar reconstruct the code
for synchronous detection, and since the receiver knowstb@gnerate the same
code, it correlates the received signal with the code inraextract the data.

802.11 as discussed, uses a spread spectrum techniqukRa#et Sequence
Spread Spectrum, DSSS. Here the digital data is directlpd@d a much higher
frequency than the signal and the bits themselves. The ypsedding code is pre-
defined by the 802.11 specification, and since the receiv@nv&iow to generate
the same code, it can correlate received signals with tiag coorder to extract
data.

Code Division Multiple Access, CDMA, is a MAC technique tlaiows mul-
tiple users to access the medium at the same time througimassnt of unique
user codes. In centralized systems such as cellular neswookles are assigned by
the network itself. In ad hoc networks, no central entityvaikable that can assign
codes, and many of the ad hoc and mesh solutions used todagssucted with
802.11 devices.

1.9 Thesis and contribution

This thesis presents architecture solutions and condrtinat tries to optimize the
performance of hybrid multi hop access systems. Examplesofeis discussed in
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this thesis are how to discover an access point and configtogect address, how
multiple access points should be handled; when and howdlaubde switch from

one access point to the other? What impact does mobility tiatiee system? How
should routing to and from access points, as well as witlem#twork, be achieved
and optimized? Should the amount of traffic be considerellit{ivei access point be
a hotspot and cause congestion in a specific part of the n€dwinese questions
will be answered in the following chapters.

This thesis also presents MAC and routing protocol solstithvat enables di-
versity forwarding by querying the state of available cdatiés and links prior to
the transmission of a data packet. Two link state diversityting protocols are
presented, one on demand and one proactive. The present&€dpvbdocols all
support rate adaptation and power control in addition to/iging diversity for-
warding support. The final decision on which next hop to fathtae packet to, is
performed by the routing protocol, based on radio, MAC artgvagk conditions.
One MAC protocol also supports the use of node specific CDM#eassignment,
with fast link adaptaion and dynamic channel assignment.
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2. CHAPTERII

Performance Analysis of Traffic Load and Node Density in Ad ha
Networks

2.1 Introduction

Ad hoc networks are multihop wireless networks consistihgnobile hosts com-
municating with each other through wireless links. Thedsvoks are typically
characterized by scarce resources (e.g. bandwidth, ypatberer etc), lack of any
established backbone infrastructure and dynamic topolaaghallenging but crit-
ical task that researchers have tried to address over thdguayears have been
development of routing protocols that suit the charadiesi®of ad hoc networks.

Several such routing protocols for ad hoc networks have blegaloped and
evaluated [1], [2], [3]. These evaluations mainly focusittiperformance evalua-
tions upon determining the throughput, packet deliveriorahd overhead of the
different protocols. However, since many of the deviceslusead hoc networks
are battery operated, they also need to be energy consawititat battery life is
maximized. Thus, when new routing protocols are being dgesl, these consid-
erations should be taken into account.

In the 70s Kleinrock et al. theoretically studied the perfance of Packet
Radio Networks and tried to determine the optimum transonsgadius. Their
results were summarized in their paper “Optimum Transms&adii for Packet
Radio Networks” which was published in 1978 [4]. The papewvmtes an analyti-
cal analysis that explore the tradeoff between increasenission radius, which
result in fewer hops between source and destination, andftbetive bandwidth
lost at each node as a result of the increase in transmissnger The paper shows
that the optimum number of neighbors for a given node is 6,camtludes that a
node’s transmission radius should be adjusted so that &ikamighbors.

In [5] Royer et al. explore the nature of the transmission gotkadeoff in
mobile ad hoc networks to determine the optimum node defwitgielivering the
maximum number of data packets. They conclude that theremimteexist a global
optimum density, but rather that, to achieve this maximuma node density should
increase as the mobility rate of nodes increases. Theirlations were aimed at
determining the maximum throughput of the network and tieeecthe traffic load
upon the network was adjusted so that saturation occurred.

This paper examines how the traffic load upon the network hadransmis-
sion power affect the overall performance of the network. ilgVimcreasing the
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transmission radius, i.e. the node density, does reducavdikable bandwidth, it
may also be important to study how the optimum node densitigvavith differ-
ent traffic loads and mobility rates. To investigate thig thactive Ad Hoc On-
Demand Distance Vector (AODV) routing protocol [6] is used fouting packets
in the network. It is likely that different routing protosoWill have different route
characteristics, but the results obtained here can be et to most on-demand
protocols. To make a comparison against more proactivenguarotocols, the
simulated scenarios were also run with the Optimized Lird¢eSRouting (OLSR)
protocol [7]. The remainder of this paper is organized akfed. Section 2.3
briefly describes the basic mechanism of AODV’s unicastingutSection 2.4 de-
scribes the OLSR routing protocol. Section 2.5 describesstmulation model
and environment. Section 4.2 discusses related work arttb8&c7 concludes the
paper.

2.2 Related Work

Royer et al. performed a related study in [5]. In this workytkaried the trans-
mission power in order to determine the optimum node deffisitgelivering the
maximum number of data packets. Their simulations were éiateletermining
the maximum throughput of the network and therefore thdi¢rédad upon the
network were adjusted so that saturation occurs. They adadl that there does
not exist a global optimum density, but rather that, to aghigis maximum, the
node density should increase as the mobility rate of nodesases.

An investigation to determine the critical transmissionga were performed
in [8]. In this work the authors investigate the minimum samssion range of the
transceivers that is required to achieve full network cativigdy. They present an
algorithm to calculate this minimum transmission rangel génen study the effect
of mobility on that value.

In [9], the authors study the problem of adjusting the trassimn power in
order to find a balance between the achieved throughput amdrpmnsumption.
Algorithms are presented which adaptively adjust the trassion power of the
nodes in response to topological changes, with the goalsaifiteining a con-
nected network while using minimum power. Through simolatithey show that
an increase in throughput, together with a decrease in poaresumption can be
achieved by managing the transmission levels of the indalidodes.

2.3 Ad hoc On-Demand Distance Vector Routing

The Ad hoc On-Demand Distance Vector (AODV) routing protdsca reactive
protocol designed for use in ad hoc mobile networks. AODWates route dis-
covery whenever a source needs a route, and maintains ttis as long as it
is needed by the source. Each node also maintains a moraltgnitcreasing
sequence number that is incremented whenever there is gehathe local con-
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nectivity information for the node. These sequence numéessire that the routes
are loop-free.

2.3.1 Route Discovery

Route Discovery follows &oute RequeiRREQ), Route Reply(RREP) query
mechanism. In order to obtain a route to another node, thesmode broadcasts
a RREQ packet across the network, and then sets a timer tdowd#ite reception
of a reply. The RREQ packet contains the IP address of théndéeth node, the
sequence number of the source node as well as the last knowearsz number of
the destination. Nodes receiving the RREQ can respondyfdhe either the des-
tination, or if they have an unexpired route to the destomatvhose corresponding
sequence number is at least as great as that contained ifRtB® Rf these condi-
tions are met, a node responds by unicasting a RREP back tmtinee node. If
not, the node rebroadcasts the RREQ. In order to create eseex@ute from the
destination back to the source node, each node forwardingERalso create a
reverse route entrfor the source route in its routing table.

As intermediate nodes forwards the RREP towards the sooe they create
aforward route entryfor the destination in their routing tables, before traritng
the RREP to the next hop. Once the source node receives a RRER, begin
using the route to send data packets.

If the source node does not receive a RREP before the timéaesxjt rebroad-
casts the RREQ with a higher time to live (TTL) value. It atgsnthis discovery
up to some maximum number of attempts, after which the sessiaborted.

2.3.2 Route Maintenance

Nodes monitor the link status to the next hops along activdeso When a link
break is detected along an active route, the node issisute Error (RERR)
packet. An active route is a route that has recently beentossehd data packets.
The RERR message contains a list of each destination whichdw@me unreach-
able due to the link break. It also contains the last knowrusege number for
each listed destination, incremented by one.

When a neighboring node receives the message, it expiresoatgs to the
listed destinations that use the source as of the RERR nmeessathe next hop.
Then, if the node has a record of one or more nodes that routegh it to reach
the destination, it rebroadcasts the message.

2.4 Optimized Link State Routing

The Optimized Link State Routing (OLSR) protocol is an ojtiaion of the pure
link state algorithm adapted to the requirements of a mafiileless network. The
key concept used in the protocol is that of multipoint rel@y$’Rs). MPRs are
selected nodes (by their one hop neighbors) which forwaoddirast messages
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during the flooding process. This technique lets OLSR sabatly optimize the
standard Link State algorithm in two ways:

Firstly it reduces the size of the control packets by deotponly a subset
of links towards its neighbors, the MPRs. Secondly it miziesi flooding of the
control traffic by only using the selected nodes to diffuse ¢bntrol information.
All other neighboring nodes receive the information, bundbrebroadcast it.

All nodes select its set of MPRs such that the set covers #lieofodes that are
within two hops away. The OLSR protocol relies on this sébectvhen calculat-
ing the routes to all the other known nodes. To achieve thish @ode periodically
broadcasts information about their one hop neighbors that bhosen it as a mul-
tipoint relay node. Each receiving node then uses this mm&ion to calculate a
route to all other nodes in the network. These routes will lsequence of hops
consisting of MPR nodes between the source and destinabide. n

2.5 Simulation Model

The simulation platform used for evaluating the proposqa@grch is GloMoSim [10],
a discrete-event, detailed simulator for wireless netvgggtems. It is based on the
C-based parallel simulation language PARSEC [11].

In our experiments, the MAC layer is implemented using thiaule charac-
teristics of the distributed coordination function (DCRFIBEE 802.11 [12]. This
standard uses Request-To-Send (RTS) and Clear-To-Serfsl) @htrol packets
to provide virtual carrier sensing fomnicastdata transmissions between neighbor-
ing nodes. A node wishing to unicast a data packet to its beighroadcasts a
short RTS control packet. When its neighbor receives th&giait responds with
a CTS packet. Once the source receives the CTS, it trandmiata packet. Af-
ter receiving this data packet, the destination sends anoadkdgement (ACK)
to the source, signifying reception of the data packet. Té$eeaf the RTS-CTS
control packets reduces the potential for the well knowmaidterminal problem.
Broadcastdata packets and RTS control packets are sent using CSMAIZIA [

Two-Ray Path Loss with threshold cutoff is used as the prafag model.
This model uses the Free Space Path Model for near sight ame Blarth Path
Loss for far sight. For a distanagethe Free Space model attenuates the signal as
1/r? and the Plane Earth model 8. If the received power level of a packet is
below the noise level plus the specified Signal to Noise R&MR) threshold, a
collision is detected.

The data rate for the simulations is 2 Mbits/sec.

2.5.1 The Mobility Model

The mobility model used for the simulations is the ModifiedhBam Direction

model [5]. Each node randomly selects a direction in whiclrawel, where a
direction is measured in degrees. The node then randonggtseh speed and
destination along the direction and travels there. Onceathes the destination,
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it remains stationary for some pre-defined pause time. Attt of the pause
time, a new direction and speed is selected, and movemessusned. If a node
reaches a border of the simulation area, it is bounced bauk. Model avoids the
inherent problems of the populaaindom waypoint moddb, 13] and results in a
uniform node distribution as well as causing continuousgea in the topology of
the network. The pause time in the simulations is set to 10rskcand the speed
varies between 0 and 10 m/sec.

2.5.2 Simulation Setup

Four different node mobility’s between 0 m/s and 10 m/s areletexl. The aver-
age number of neighbors in each simulation is varied by ddgighe transmission
range. This is typically done by increasing the transmisgiower of each individ-
ual node.

The total amount of traffic injected into the network is vdrleetween 82kbps
and 1Mbps. This is done by varying the number of sources iméteork and
the number of 512-byte data packets sent per second. Thetypfic injected
into the network is 10 short-lived CBR sources spread raiglower the network.
When one session ends, a new source-destination pair ismaydelected. Thus
the input traffic load is constantly maintained.

Each mobility/transmission range/traffic load combinmai®run for 6 different
initial network configurations, and the results are avedageproduce the data
points. All in all the total number of simulations run to prmg the data points in
this study are around 3200. Each simulation simulates 36@nsks and models a
network of 100 nodes in a 1000 X 1000 m area.

2.6 Results

2.6.1 Delivery Ratio

The delivery ratio is defined as the ratio between the numbpackets delivered
to a destination to those generated by the sources. Thigrillestrates the effec-
tiveness of best effort routing protocols, such as AODV aih@&R), for delivering
packets to their intended destination.

The delivery ratio when AODV is used as the routing protosokhown in
Figure 2.1. Four different mobility rates and their graphs glustrated in the
subfigures. The figure shows that for small node densitiedaavetl connectivity,
fewer data packets are delivered due to lack of a route. Hexvaxhen nodes are
mobile and the connectivity increases, the delivery ratmdly increases for small
traffic loads, until the curves level off. For small traffi@lis it is therefore possible
to find an optimum number of neighbors where almost all packet delivered.
This optimum value does however, depend on both the tratiid &md the mobility
rate. As mobility increases the optimum value shifts to thbtr The faster nodes
move, the more frequently link breaks occur. Hence, evenghdhe effective
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bandwidth seen at individual nodes suffer due to increasedmission power and
collisions, the delivery ratio still increases comparedparser densities. This is
because link breaks are less frequent and routes are madtir longer periods
of time.
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Fig. 2.1:Delivery Ratio vs Mean Number of Neighbors for AODV

As the amount of traffic increases, the rate of increase bes@hower until it
is almost linear. This occurs as a result due to the increasetber of collisions,
as well as reduced channel access. For these higher traitis ibis therefore more
difficult to find an optimum node density.

It should also be noted that when the transmission rangecigased, thus
increasing the node density, the mean number of hops betavsearce and desti-
nation decreases. This also have a positive effect on theederatio.

Figure 2.2(a) illustrates the relationship between thiéidrioad and the deliv-
ery rate for different transmission ranges. Two mobilitiesa 1 m/s and 10 m/s
have been used in this setup. As the transmission range afeaisincreased, the
mean number of neighbors is also increased. It should bel ot the transmis-
sion ranges denoted here is the ideal transmission range wé&ave no interfer-
ence. As the number of neighbors increase so does the imtects resulting in
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Fig. 2.2:Delivery Ratio per Traffic Load and Transmission Range

more collisions and retransmissions at the MAC layer. Tlecéfe transmission
range is therefore lowered. These effects are studied troaet.6.2.

In figure 2.2(a) and figure 2.2(b), AODV is used as the routirmgqrol. The
figures show that as the traffic in the network is increaseel,didivery rate be-
comes lower. For the higher transmission ranges it is plesgibsustain a very
high delivery rate up to a certain point where the deliveartstto decline. For
higher transmission ranges it therefore seems possibledafi optimum traffic
load with respect to the delivery ratio. However, for vergise networks the deliv-
ery ratio seems to be fairly independent upon the amounafifdin the network.
This is due to both the lower connectivity as well as the higinebability for chan-
nel access. Because of the lower connectivity, it is alsddratio establish a route
and the delivery ratio is therefore quite low.

Figure 2.3 shows the delivery ratio when OLSR is used as tl#ngpprotocol.
The figure illustrate that OLSR can achieve very high dejivates for small traffic
loads and dense networks. There are two reasons as to why @&8Rms better
for dense networks.

Firstly, the network connectivity is higher for denser netks and the proba-
bility for an available route is therefore also higher.
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Fig. 2.3:Delivery ratio vs Mean Number of Neighbors for OLSR

Secondly, as the network becomes denser, fewer MPRs artesklé\s only
MPR nodes will relay link state update messages, the coowehead will drop
quickly.

For higher data rates the delivery ratio for OLSR is only $foimcreasing.
Although fewer MPRs are being selected, the contention lianoel access also
becomes greater.

Figure 2.2(c) and figure 2.2(d) illustrates the relatiopghétween the traffic
load and the delivery rate when OLSR is used as the routinpgub We can see
the same indications as we could when AODV were used. Foehigansmission
ranges it is possible to sustain a higher delivery ratio up tertain point, after
which the ratio rapidly drops. The difference between AODM ©LSR seems to
be that the drop comes a bit earlier for OLSR than it does fobDXOl'he decline
in delivery ratio is also faster for OLSR than for AODV.
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2.6.2 Collisions

Figure 2.1 and figure 2.3 seems to indicate that denser netvinaive better deliv-
ery ratio. If this is correct, the optimum network design ickovould be to make
the network as dense as possible. However, as we can seeranZiguthe number
of collisions also increases with increasing network dgnsgiigure 2.4 shows the
mean number of collisions at the radio layer per deliverazkgia This ratio is an

indication of the energy cost needed in order to deliver &giadore collisions

at the radio layer typically means that energy has been @éseause the signal
could not be received.

Here we see that although denser networks have higher delisgos, the
price for actually delivering the packets becomes highecadise more collisions
means that additional control information at the MAC layégim need to be sent,
more energy have to be spent for delivering the packets.

Because the mobile nodes in an ad hoc network are typicattgrigaoperated,
although performance can be improved with density, it is e@imum from a
energy point of view.

There are also some interesting variations in the displayeghs. In fig-
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ure 2.4(c) and figure 2.4(d) OLSR have been used as the roptoigcol. For
small traffic loads the number of collisions increases updersain point where it
levels off and then starts decreasing. The reason for thiisame as explained
earlier. As the network becomes denser, fewer MPRs will lectsd and the con-
trol overhead will therefore be lower. As a result of thisyée collisions occur.
But as the traffic load is increased, the contention for chbhaccess will increase,
again causing more collisions to occur. These results aresaiprising because
OLSR was designed to work better in denser networks. Themnefas this lies in
the large number of nodes in the simulated network, 100 ndidd@s means that the
size of the link state update messages will be large, as wetiany due to topol-
ogy changes. The result of this is that many broadcasted Rd 8adate messages
will collide. Similar observations were made in [14] afteetpublication of our
study, where a 100 node network was also simulated. Theyubmthat channel
contention and routing overhead cause the MPRs to be sadurdthis problem
has been further recognized by the work in [15], which isiptytconducted by
one of the creators of OLSR. They propose a hew mechanismtéotdak dis-
connections, in combination with link buffering and packettoration. Here link
breaks are also detected if no CTS or no ACK is received. Aftiemnk break, all
routes using the broken link is invalidated, and the neiglamal routing tables are
updated. If a packet is received using an invalidated rdtie,stored in the link
buffer until the route is restored through topology updaf€kis is similar to the
route repair procedure of AODV, and it would be an interagfinture study to see
how this version of OLSR performs for the scenarios of thislgt

It is interesting to see that AODV also displays variatidng, for higher traffic
loads. See figure 2.4(a) and figure 2.4(b). The mean numbexakip collisions
here rapidly increases with node density up to a point whdewels off or starts
decreasing. For even higher node densities the number lificos again starts
to increase. The explanation for this can be found in the w@pX flood request
messages. When a node needs a route it broadcasts a RRE@toétdiate neigh-
bors. If the receiving neighbor is unaware of the requeststdimation address, it
rebroadcast the RREQ. However, if the neighbor does knowrolie to the des-
tination, it unicasts a RREP back to the requesting nodehé&sétwork becomes
denser, the probability for a neighbor to have an availabléer increases. This
is the point where the curves level off or starts decreasBgt more neighbors
also means that more packets have to be rebroadcastedgsimgreéhe number of
collisions. At some point the positive effect of neighboeving available routes
will be drowned by rebroadcasts by other neighboring no@ies.number of colli-
sions will then again start to increase. For lower traffid®éhese effects are less
distinct.

It should also be noted that the scale of the figures are differThe number
of collisions that occur when OLSR is used for routing is leigthan for AODV.
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2.7 Conclusion

With the increasing popularity of mobile networking, it mportant to understand
the characteristics of these networks so that they can leel ttsmachieve optimum
performance. A key component for determining the netwonkneativity is the
transmission power. For wireless transmission, a tradeafits between increas-
ing the number of neighbors and decreasing the effectivelvoigith available to
individual network nodes.

It has been shown that it is desirable to increase the nodstgemd transmis-
sion power in order to achieve high delivery of data packetheir destinations.
Moreover, the optimum connectivity level of the network slaet only depend
upon the mobility of the nodes, but also upon the traffic loadh® network. In
sparser networks it is possible to achieve high delivergsraip to a certain point
where it starts to decline. When the transmission power @fitidividual nodes
is increased, the delivery rate will also increase in a ra# s dependent upon
the traffic load in the network. For lower traffic loads thergase in delivery is
quite fast. As the traffic gets higher, the rate of this inseechecomes slower. Al-
though denser networks can generally achieve a higheredglratio, the cost will
also be higher as more collisions occur which consume moneipand channel
bandwidth.

The conclusion we can draw from this study is that when theeh capacity
and performance of a wireless ad hoc network is to be detednime amount of
traffic expected in the network, as well as the node densiggls¢o be taken into
account.
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3. CHAPTER I

Internet Connectivity for Mobile Ad hoc Networks
3.1 Introduction

The future Internet is likely to be fundamentally differegh&an the Internet today
because it will be dominated by mobile devices with diversmputational re-

sources. Today, the number of mobile devices is growing xegnidly, and in the

future the mobile population of the Internet is expectedaiatain well over several
billion wireless devices. Current research in ad hoc néteviw likely to further en-

hance the options for connectivity available to mobile Veiss Internet devices.

With the continued growth of interest in ad hoc networkss iinevitable that
some of them will at least occasionally encounter nearberi@l points of at-
tachment to different type of networks, including the gldibéernet. With today’s
wireless hot spot technologies, for instance, IEEE8021),1Hluetooth [2] will be
enhanced with newer technologies such MIMO and mesh net(eogk 802.115s),
and will be become very familiar in our everyday life and dednternet access
from many locations within urban areas. Most such hot spgipart IP address-
able devices and should be enhanced to enable the conmtrott wireless ad hoc
network, perhaps in support of 3rd Generation Mobile Tel@omnications (3G)
services, future 4G services, and the Intelligent Trartspgstem (ITS). 3G is a
global development of communication standards and teolgred, and ITS com-
prises an advanced information and telecommunicationsanktfor users, roads
and vehicles. Since both services are or will be closelytedl#o our daily life,
they highlight the importance and necessity of global cetiviéy for mobile ad
hoc networks. Because ad hoc networks do not have to relyeesiablished in-
frastructure, they can be deployed anywhere, for exampldgcence premises, in
emergency areas and near network-reachable hot spotswehearticipants need
to form a (often temporary) data communication network.

The point at which the attachment is to be made (i.e. the IR nath access
to the global Internet) is called tHaternet Gateway The Internet Gateway (in
this chapter, often shortened to jgsteway since no other kind of gateway will
be important for our purposes) can offer global addressatzihd bidirectional
Internet connectivity to every node in the ad hoc network Hes a suitable path
to the gateway. We would like to avoid placing any restrictan the mobility of
the nodes in the ad hoc network and certainly avoid any ofisins engendered
by addressability. This can be done in such a way that mohielegs nodes can
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migrate between wireless access points that have direesato the wired Internet
and wireless ad hoc networks that are isolated and do notdrgveuch access to
the infrastructure.

The Internet Protocol (IP) [4] and other associated prdsof&] have served
the world very well even during the explosive growth that tek®&n place over the
years of their existence. To support possibly billions déinet-accessible nodes
(e.g. cell phones, automobiles and PDASs), a protocol changbe network layer
to IP version 6 (IPv6) [6] is under way. IPv6 will enable cefficient availability
of permanent IP addresses for all these devices, and marg/mibyet imagined.
Manageable and scalable support for routers that are ttgssmobile is useful
for maintaining the robustness provided by dynamic IP rautind for providing
support for general network configurations that are noteasindled otherwise.
Thesemobile routerscan provide access to arbitrary network topologies with no
specific restrictions on the depth of forwarding paths or legirtconnectivity to
fixed and/or mobile parts of the routing fabric.

Problems identified imouter mobility (packet routing with mobile routers in
mobile networks) can be considered as special cases ohgolyi nodes in ad
hoc networks, which are being standardized by the Mobile Ad Networking
(Manet ) working group [7]. Currently, thé/anet working group have released
AODV [8], Dynamic Source Routing (DSR) [9], Optimized Linkebe Routing
(OLSR) [10] and Topology Broadcast Based on Reverse-Patidrding (TBRPF)
[11] as experimental RFCs to be used as base routing pretocelith ad hoc net-
works. Although these are all IPv4-based protocols, theyafireasily extended
to support IPv6. For the purpose of this paper, we describeduzh reactive and
proactive protocols can be considered, under the assumpigd the IPv4 address
fields are simply expanded to be long enough for IPv6 addsedser the partic-
ular case of AODV, we rely on the already existing specifaratior the AODV
for IPv6 (AODV6) [12] for detailed experimentation with theperation of our
proposals with IPv6-based ad hoc networks. A comparisowdmt AODV and
AODV6 shows that the protocols are not quite identical, bt inajor change is
that the fields in the message header have been rearrangbdtter alignment.
Such changes have no effect on address autoconfiguraticedanes or gateway
discovery. We expect that our recommendations in this papkebe immediately
useful for these other base routing protocols just mentippace their IPv6 ver-
sions are specified.

Dynamic routing protocol solutions for ad hoc networks [{iiniing those men-
tioned above) meet requirements such as

e multihop forwarding capability;
e loop freedonfor all routing paths;

e elimination of thecounting to the infinityproblem, avoiding nonconverging
metric-based routing scenarios in distance vector prégdada];

e low processing and memory requirements and
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e self-starting operation without the need for user intetioen

These requirements are relevant when a dynamic routinggobinust operate
in arbitrary, rapidly changing network topologies. Rogtiprotocols considered
within Manet also fit related applicability requirements. Our solution linternet
connectivity works with the variouShnet protocols, but there are certain differ-
ences that depend on the choice of base protocol. As a sixghepte, the choice
of protocol will affect the names and message formats obuarrouting control
signals.

Whenever any node of a mobile ad hoc network (call&diemetnode) comes
into contact with a node that has connectivity to the glob#trinet, cooperation
between these two nodes can provide global connectivitgfery other node in
the ad hoc network. The cooperative node that has globalextinity is called
the Internet Gatewand is treated by every node within the ad hoc network (i.e.
everyManetnode) as a default router. This conforms well with standegdtinent
for default routers, especially if the model for the ad hotwvoek routing protocol
determines next hops for the various ad hoc host and netwestinations. This
much can work even if the gateway node does not run any otlingoprotocol
except the ad hoc routing protocol (which is needed so tlwantanswer requests
for its own address). In our discussion, since the gatewalg dso runs the base
ad hoc network routing protocol, it is also considered to Maaet node.

If, in addition, nodes in an IPv6 ad hoc network need to recemckets from
the global Internet as well as transmit them, then the gatdwaa to take steps so
that it will be a forwarding node along the path for packeasmsmitted from within
the Internet toward a Manet node as destination. This méanshte gateway node
might have to provide reachability information for the aslklres of every other
Manet node. In the Internet, reachability information igegi by way of routing
protocols such as Open Shortest Path First Protocol for (&PFv6) [14] Rout-
ing Information Protocol (RIP) for IPv6 (RIPng) [15] or BadGateway Protocol
for IPv6 (BGP) [16]; the gateway node has to be assigned angpirefix, and
it has to have the ability to forward packets toward any notese address has
that routing prefix as the leading bits of its address. FoMalhet nodes that have
addresses conforming to the routing prefix(es) advertigetidgateway, this will
work fine. Our method enables Manet nodes to autoconfigureesskeks that con-
form to IPv6 infrastructure routing requirements.

However, some Manet nodes must receive packets that ard¢osadtresses
that do not conform to the set of prefixes advertised by thevgat. The gateway
node should not advertise reachability for those topokdtyiancorrect addresses.
Otherwise, host routes for those particular nodes woule habe injected into the
distributed database consisting of the routing tablesHerlbternet infrastructure
routers, an approach that is known to be unscalable, unreahbgand difficult
to secure. Instead, the Manet nodes acquire topologicallsect addresses that
conform to the advertised prefix and use the acquired adsés®nable reception
of the packets delivered to the topologically incorrectradd.
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Fig. 3.1:Internet reachability from an ad hoc network.

Such persistent §lways-on) IP-address reachability is a very desirable prop-
erty for Internet connectivity. Previous developments, [18] provide to wireless
devices the same level of possibilities for Internet cotivigég as wired computers,
including such persistent connectivity wherever the ptalsiinks are available.
This enables mobility regardless of the wireless link layed with all transport
and application protocols. These solutions do not requie raodifications to
the network-layer routing infrastructure, in order to ntain the layered end-to-
end communication model, backward compatibility and réieess of the Internet.
Mobile IPv6 [18] provides this persistent reachability {66 mobile nodes, by
hiding the movement of a host away from its home domain. Toislination of
mobile node reachability and router mobility in IPv6, iiteted in Figure 3.1, is
a likely requirement for future mobile Internet devices.d$ expected, the future
Internet is mostly populated with mobile devices, scaighilill be a key consid-
eration for mobility management. For many small sensorasyicomputational
complexity has to be kept at a minimum to conserve batteryep@and avoid pro-
cessing delays. Manual configuration is unacceptable fprsanh high-volume
devices. Furthermore, protocol simplicity is also a regment, since a complex
solution would be difficult to develop on all the differenttwerk platforms that
are going to be prevalent within the wireless Internet. NeobPv6 affords impor-
tant advantages for making such wireless attachmentsciaipeegarding router
advertisement and address autoconfiguration.

We propose the following steps for managing ad hoc conrigctiv the Inter-
net:

1. If no address is currently configured, acquire a canositallocal address.

2. If an advertisement is received, configure a globallydvifivé address ac-
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cording to the information received in the advertisement.

3. When acces® Internet is desired, but no globally unique IPv6 address is
yet configured, solicit for Gateway information.

4. Set up a default route to Internet, and a host route to Gatéifvdesired).

5. Form a topologically correct address using prefix infadiomafrom the gate-
way.

6. When accesfrom the Internet is desired, run Mobile IPv6 if the Manet
node’s persistent address is different than its topoldlgicarrect autocon-
figured IPv6 address.

These steps are effective regardless of the base ad hocrkebuting protocol
in use nor on the routable scope of the address prefix adeerg the gateway.
Therefore, the gateway could advertise a sitelocal prefitead of a global pre-
fix, without any change to the procedure; however, we typicahagine these
operations being performed for global-scope routing pesfixFurthermore, the
addressabilityfrom the Internet for arbitrary IP addresses does not stricthedd
on Mobile IP, but that is the method most likely to offer seessl connectivity.
In this paper, we propose a method for connecting ad hoc mk$wo the Inter-
net by way of Internet Gateways, then describe our expetsnesing AODV for
IPv6 (AODV6) as the base protocol, followed by further expents using Mobile
IPV6.

The chapter is organized as follows: We first discuss thesatiproblems of
combining the existing IPv6 mobility protocols to allow reoeachability in ad hoc
networks, in Section 3.2. We list related work in Section 3rBSection 3.4, we
describe our method for enabling the initial autoconfigarabf a canonical site-
local address for a Manet node that does not have any exiRiaddresses at
all. Then, in Section 3.5, we first present solutions forisgttip node reachability
to the fixed network from a node in an ad hoc network. This idetuthe operation
by which nodes in the ad hoc network can acquire a defauler@s described in
Section 3.5.1. We describe how to route packets accurateljistovered routes
through an Internet Gateway in Section 3.6. In Section 3e7digcuss a solution
for using Mobile IPv6 in an ad hoc network. One candidate ad retworking
protocol for IPv6 is AODV for IPv6 (AODV6) [12]. It is descréd in Section 3.8.
We apply our ideas for Internet connectivity to AODV6 as aecsisidy in Section
3.8, after which we provide concluding observations fordhsigns in Section 3.9.

3.2 Internet Connectivity Basics

A wireless ad hoc network (mobile or not) has no preexistirfgastructure. It is
formed on demand when two or more computers start to comratgnigith each
other. To be able to work efficiently, nodes participatinghie network must be
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willing to forward packets destined to other nodes. The pétus typically a graph
with multiple hops between some end points owing to the édhitransmission
ranges of the individual wireless nodes.

Ad hoc mobile communication with the global Internet is pesbatic if only
host-based routing is used. Each node, which is allowedve &a arbitrary IP ad-
dress in an ad hoc network, would require a host route praeddea every router
of the fixed network; clearly, this is an unscalable approackolution that hides
the state space explosion caused by host routes is needatk & wish to de-
sign a protocol that can support ubiquitous mobility andnemrtivity support for
all possible nodes and routers, including those moving tachhoc network from
the fixed network, this IP address should be any globallyatglet (inicas) ad-
dress. In this paper, we do not consider multicast addressgesh usually require
specialized support from the routing protocol.

Ad hoc networks therefore should support efficient Integ@inectivity, in-
cluding mobility management. Our observation is that M®bi®, considered as
an access protocol, reduces the need for host route disstonin By providing
access with a topologically correct address and maintgithe address mapping
of the mobile host/router only in binding caches of corregfmt nodes, Mobile
IPv6 reduces host route state maintenance to a small nurhbedes.

When an IPv6 mobile node has become part of an ad hoc netwaonkyineed
to obtain a default route that it can use to transmit packedgstinations within the
IPv6 Internet. A node in the fixed network finds a default robtemeans of router
discovery. In IPv6, this is accomplished by way of Router Adilsement messages
as specified in the Neighbor Discovery Protocol (NDP) [19]clsadvertisements
include all the information that IPv6 nodes need to esthbliable communica-
tions to the Internet by using the link carrying the advertient. However, NDP
cannot be used unchanged in mobile ad hoc networks sincegbgages used for
next-hop default router discovery, the Router Advertiseisi@and Router Solicita-
tions, are used with link-local scope addresses and canreatth nodes one hop
away (i.e.neighbors.

To simplify the process enabling a node to establish coiviigycthrough an
Internet Gateway in a multihop ad hoc network, we make sorsenagtions cor-
responding to some natural constraints:

e Gateways are routers located between the ad hoc networkheridternet,
to provide Internet connectivity. No special assumptioresraade, except
that the gateways follow the protocol specifications in ttiapter.

e The gateway advertises a topologically correct globalinguprefix, so that
packets transmitted anywhere in the Internet with the dastin address
belonging to that routing prefix can be routed toward thewaye A node
in an ad hoc network is allowed (but not required!) to have eegisting
arbitrary global IP address.

e A node that needs bidirectional connectivity to the Intéimees to support a
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discovery mechanism to find a globally reachable network>pte be used
in the ad hoc network.

e A manet node can use Stateless Address Autoconfiguratigrid@cquir-
ing a topologically correct (routable) address within tdéhac network. All
IPv6 nodes are already required to support this procedure.

e Data forwarding within the ad hoc network, for packets atid inside the
ad hoc network, should use nonintrusive forwarding meadmsithat do not
require any changes to nodes or routers (or routing pratpdéolthe fixed
network.

e Any IPv6 node sending a packet to a Manet node does not hawaéodmny
knowledge that the node is in an ad hoc network.

Furthermore, a node that wishes to receive packets ddlivterés persistent
IPv6 address (if it has one) has to perform the following afiens:

e |learn from the gateway how to configure a topologically cttrezldress and

e use this address ascare-of addressvith Mobile IPv6 so that this opera-
tion substitutes the router discovery part of Mobile IPv@&igpion; the lo-
cation update operations of Mobile IPv6 (using Binding Weda remain
unchanged.

In an ad hoc network, for a node to start communicating witlepthodes
in the Internet, the node must discover an Internet Gatewapbtain a globally
routable prefix. This can happen as part of the boot-timequaes or it can
happen as the mobile node migrates into an ad hoc networknddemakes use of
the discovered prefix information to configure its networleifaces with globally
routable IPv6 addresses. This discovery also provides #edBesses of gateways
and enables setting up default routes to the Internet thrdligm, analogous to
the way that IPv6 nodes on fixed networks configure defaultersuand prefix
information from Router Advertisements. Gateways can asticeply messages
that include their own global prefix and IPv6 address. It isally also important
for gateways to discover routes toward such requestingmaitece typically such
nodes need bidirectional communications.

If a Manet node solicits prefix information, any intermediatode that has
the requested information may supply it to the mobile nods. isAtypical with
route discovery operations, such a requesting node mayeemEply messages
from multiple intermediate notes, each of which satisfissétjuest. The issues in
selecting a particular default route are much the same dsIRi6 [19, 21] there
are not yet well understood policies available to help withdecision process. For
a Manet node, the gateway that is closest (as measured byhbap gvould often
be selected.

With the routing protocol in an ad hoc network running on tlaéegvay, inter-
mediate nodes can resolve the host route for the gatewal@xtihange of routing
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protocol messages. Subsequently, intermediate nodesmwearél any packet to the
gateway, which then can receive the packet and route it fimébkdestination. Care
should be taken so that each intermediate node does noteindeptly attempt to
discover a route to the final destination address; this woeddlt in unnecessary
traffic overhead. Whether or not the final destination nodstginside the ad hoc
network, intermediate nodes that do not have a host routbéadlestination would
themselves forward the packet along their default routdéoiternet. Although
intermediate nodes may themselves obtain a default rousednghing for the des-
tination or for the gateways, these actions are obviouslymdant. If intermediate
nodes are involved with forwarding to default routes, weuregjthose nodes to
acquire their default route to the Internet at the same timesburce node does, by
means that are a very natural extension to the typical rast®wery operation.

3.3 Related Work

In Mobile IPv4, there are some existing solutions for In&roonnectivity to an
ad hoc network, for example, MIPMANET [22], which includé®tuse of foreign
agents. Mobile IPv6, however, does not define foreign agdiai®e able to reach
the Internet, mobile nodes using Mobile IPv6 need an Inte@Geteway, which
routes packets from nodes in the ad hoc network to nodesdsigterin the Internet
cloud (e.g. home agents and correspondent nodesyiead/ersa Lei et al. [23]
propose another solution by modifying RIP [24] to work as atirgy protocol
among these nodes. RIP was not initially designed for beseglun a wireless
ad hoc network. The route table management was changedvo e gateway
node (for Reference 22, the Mobile IPv4 foreign agent) teetspecial status in the
route table. A specialized route table manager was builstabdish cooperative
maintenance of host routes between arbitrary Manet nodesoartes to and from
the IPv4 gateway. Cluster Gateways (CGs) have been promsedprotocol-
independent Internet access method [25]. A CG provides adbrvice access
point and a Mobile IP foreign agent for ad hoc networks. If @@ works as
a service access point, a gateway gives a kind of Network és$difranslation
(NAT) service for an ad hoc network. Otherwise, Interneesesds given by Mobile
IP operation, that is, triangle routing on Mobile IPv4. Bveode in the ad hoc
network has to register with the CG gateway to obtain Inteaneess services.
However, they cannot get a globally routable address. Ttk methods of CG
are not appropriate when running Mobile IPv6 over an ad hawork owing to
the lack of a globally routable care-of address. The WINGSgat [26] provides
wireless Internet gateways over ad hoc networks. Thistefogeted the ad hoc
network routing protocol itself and did not initially focas Internet connectivity
and address assignments. However, they did have demamssramterworking
between WINGS-based ad hoc network and the Internet (fearics, by way of
a satellite link and wired routers). They also demonstratedWING protocol
between two WING clients running the FreeBSD and the VIC Mbtmol.
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3.4 Local Address Configuration

This section describes local address configuration for sedeéch do not already
have an IPv6 address when they join the ad net network. AgiliPv6 NDP, a local
address can be configured whether or not router advertissraem present. We
reserve the use of a canonical site-local prefix (MANET PRgat is to be used
in every ad hoc network for autoconfiguring an initial IPv&legss. This prefix
has value fec0:0000:0000:ffff, with prefix length 64, whitdn also be written as
fecO::ffff/64. We call any address formed with this spesi&t-local routing prefix
a manet-local address.

Every Manet node must configure a IPv6 manetlocal addresghvdan be
used in further protocol operations (see Section 3.5.2)hdbses a candidate ad-
dress from that routing prefix, which could be constructedsioyply appending
its own 64-bit IEEE address. The canonical prefix has sitatlscope [27]; the
site-local limitation prevents any opportunity for packés leak into the Internet.

Unfortunately, choosing a candidate address is only thedliep because the
node already has to have a source IP address in order to dieckigueness of
its candidate IP address. For this purpose, the node alsowmranother transient
address to be used only for verifying the uniqueness of thdidate address. This
transient address is chosen from the MANET INITIAL PREFDAigh is that ob-
tained from the MANET PREFIX by adding 32 more zeroes to thienfer routing
prefix, that is, fec0:0000:0000:ffff::/96. The configureztual address has to come
from the part of the MANET PREFIX not overlapping with MANETNITIAL
PREFIX. The transient address will only be in use for a fewdnrad milliseconds
at most, so there is no significant danger of source addrdissiarts even though
the transient source address is used without verificatiamimfueness. Any time-
out for routes toward the transient address are set to besheny; furthermore,
routes toward the transient address can be explicitly eglafter the uniqueness
check, if the underlying protocol provides for such a medran

After selection of a source IP address if necessary, the pederms a unique-
ness check for the address to be configured, using a modifietbneof the 1Pv6
Neighbor Solicitation. Generally, the route discovery sages of the base routing
protocol can be used with minimal modification to attempt ¢guare a route to
the candidate manet-local address; if a path can be acqtived the address is
already in use and must be discontinued as a viable candigaReference [27],
this modified protocol message is called the Address Regnessage (AREQ),
and there is a corresponding message called the Addresg Reptage (AREP).
If the selected address is already in use, then the AREQ gesgl be received
by the node that is already using the address. This nodeheill send the AREP
message in reply, causing the candidate address to be &ladifrom consider-
ation. This is very unlikely to ever happen if the candidadelrass was chosen
wisely (or even at random), but if it does happen, a new cateidddress and a
new transient source address must be chosen, and the psetadssl again. We
have not designed this system to work with multicast adésedsut they are indis-
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tinguishable from unicast addresses and not used elsewmtbie chapter. Anycast
group members have to defend the anycast group addresstsimeebe otherwise
indistinguishable from a unicast address.

3.5 Obtaining Global Addresses

We may now presume that the Manet node has an address thaifficiers scope
for use within the ad hoc network. To send packets to theretem Manet node
acquires information about an Internet Gateway and estaddiappropriate routes
to this gateway. The gateway may be allowed to distributéeroadvertisements
periodically over the ad hoc network as a part of its NDP ajp@na requiring
minimal changes to the current protocol. But, in most cagesgateway cannot
distribute the router advertisement across the ad hoc meterause in wireless
networks a link is not necessarily organized as a fully cotewegraph, as in wired
networks. For example, consider a group of three nodes, evheéode A can
hear two other Nodes B and C, but Nodes B and C can only hear Noaled not
each other. This leads to the well-known hidden-terminabj@m. Every node
is likely to have a different notion of the physical extenttio¢ir ‘link’. Nodes B
and C see two separate links, but it is reasonable for Node ¢hanacterize its
communications path to both Nodes B and C as just one link.

Because link-local packets must not be forwarded, it is woeptable to use
them for unicast in an ad hoc network, except for operatibas are confined to
a node’s one-hop neighborhood (e.g. neighborhood senssugh operations are
not considered in this chapter. Even if such periodic ok-idvertisements were
allowable, though, we would still prefer that they not bedubecause the cost of
broadcasting packets periodically in an ad hoc network iig figgh. Every node
has to process the packet and possibly to assist in its riédiidn. This is ex-
pensive in terms of processing and bandwidth utilizatioth @mergy consumption.
Still, for some scenarios and applications, a proactivat&si might be more ef-
fective and utilize less energy. Such scenarios will be roeat in later chapters.

According to these considerations, and as previously meadi, a Manet node
can request a router advertisement by some sort of salicitahd get back a reply
or a modified router advertisement. Since the default rautgy now be multiple
hops away, this also resembles a typical on-demand Routos/ operation.
The basic signaling of the global Internet access setupugtriated in Figure 3.2.

We present two alternative solutions for requesting roatermation from the
gateway. For both, all gateways must join the INTERNET GATAAS multicast
group. The Manet node can acquire the necessary informaitioar by extending
the operations for route discovery that are typically pnegethe underlying rout-
ing protocol for the ad hoc network or by following the IPv6uRer Advertisement
model of operation. We call the first of these two alternatit@ateway Request
and Reply’ and the second one ‘Gateway Solicitation and Acheanent’.

The Global Router Request and Reply in Figure 3.2 must beode¢ either
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Fig. 3.2:Route request for address configuration.

Gateway Request and Reply or Gateway Solicitation and Aideenent, depend-
ing on the solution. In Section 3.5.1, we first explain, foe thateway discovery
operations, the use of Gateway Requests and Replies. Aiftésvwwe show the
exchange of Gateway Solicitations and Advertisements.

Following the discovery operations, in Section 3.5.2, wdl sge how the
Manet node creates a routable IP address, an operationstiatrimon to both
discovery solutions.

3.5.1 Internet Gateway Discovery

When a node performs address resolution in an ad hoc netiworeds to obtain
a prefix with global (or, perhaps, site-local) scope fromahhio select a candi-
date IPv6 address. We describe this initial address couafligar in this section,
following the autoconfiguration protocol in the Internetif27].

If a Manet node has no address at all when it joins the ad hogonlet it
first configures an address as discussed in Section 3.4. \Atiibg so, the node
typically broadcasts an AREQ message, which will be reckibyeall Manet nodes,
including the gateway nodes within the ad hoc network.

For an address within the canonical site-local range MANRTTIAL PRE-
FIX, a gateway can treat an AREQ as a request for routingnmdtion. In this case,
the gateway will return a Gateway Advertisement to the retjug node. This has
the effect of reducing the time required for the node to fifliskautoconfiguration
steps. This is also true if the gateway receives a Route RedB&EQ) from a
node with an address within that site-local range.

The extensions in the following sections work for all praitscunder consider-
ation within the Manet working group, as well as all otherswn to the authors,
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although the details are different in each case. For instaha backbone of nodes
is to be established for selective broadcast of routingadgym gateway node has to
be sure it is reachable from one of the backbone nodes. If thareone gateway
is available, a selection policy is needed to decide whidbvgay to use—perhaps
by the number of hops or by some other priority. This selecpolicy is out of
scope of this paper.

3.5.1.1 Gateway requests and replies

A node can use the route discovery mechanism of an ad hoc retating pro-
tocol to obtain a global prefix and learn the Internet Gateadgress. However,
the base protocol has to be extended to allow the Internewagtto identify itself
as having connectivity to the Internet and to allow the nodgirating the search
to indicate that it is interested in finding such a gateway.

For this address resolution, we extend the route discowdrgrae of the exist-
ing ad hoc network routing protocols and the NDP. For on-dehpaotocols, there
is typically a RREQ message used to establish a route whelisameeded. We
extend the RREQ message to be useful with the special INTEHRBI&TEWAY S
multicast address. Any gateway node can respond to such @RREupplying a
Route Reply (RREP) message in the underlying ad hoc routioiggol.

Proactive routing protocols should be extended to allowtevgay node to mark
its advertisements with an indication that it belongs to INREERNET GATE-
WAY S multicast group. Then, the path computation employedélecting routes
to a destination can also be used for obtaining a path to avggite

After sending the RREQ, the node should wait until all theegatys return a
reply, for example, an AODV6 RREP. Getting a routing path ¢gageway is not the
same as getting a path to a general destination node bedeuseguest also has
to carry with it the information that the desired destinatis, in fact, a gateway
and that prefix information should be included with the refipr that case, we
have defined an Internet-Global Address Resolution flagenRREQ and reply
messages of two on-demand ad hoc network routing protdd&R and AODV6.
If the Internet Gateway finds the flag in a request from a Mandenthe gateway
interprets this as the request for obtaining global prefigrmation and gateway
addresses. Since intermediate nodes detect the new flggyithesbroadcast the
request over the rest of the ad hoc network. Therefore, theQRIll reach the
edge of the ad hoc network and be processed by the Internewvéat

The gateway does not further disseminate this route request

First, the gateway checks the flag setting in the route reéglisst, the gateway
unicasts a RREP with the flag indicating the presence of iigadprefix informa-
tion and its own IPv6 address instead of a host route for teérdgion node. Each
node that receives this RREP message relays it back to theesoode (including
the prefix extensions).
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The INTERNET GATEWAYS multicast address is allowed to be destina-
tion address. The requested address of the RREQ messagtsadrea global
address for a subnet located outside the ad hoc networkxé&mpe, in the In-
ternet. In this case, if the node owning the global addresady resides within
the ad hoc network, the requesting node is likely to recetth la default route
with prefix information and a specific host route to the Maratewith the global
address. The requesting node should, in the case of regéwndifferent replies,
prefer the host route in order to avoid unnecessarily teangrthe gateway node.

As mentioned previously, the gateway may also interpretebeption of an ad-
dress resolution packet from a source address within the RTANNITIAL PRE-
FIX as an implicit request for prefix information. The rep$ythen formulated in
the same way as previously described when receiving a RRE&Q)flobal address.

3.5.1.2 Gateway solicitation/advertisement

In this section, we describe an alternate method for acgugateway information,
modeled on IPv6’s Router Solicitation and Router Adventisat messages [19].
A Manet node sends an extended Router Solicitation, in dodprompt an Inter-
net Gateway to generate an extended Router Advertisemdnis. afivertisement
contains the necessary information to configure topoldigicarrect addresses, as
well as auxiliary information for address lifetime and so on

Because of the ambiguous scope of an ad hoc network link, wd seme
extensions for propagating these messages over multitores.

We created a new Manet (M) flag for both the Router Solicitatod Router
Advertisement messages. In this paper, we call these nesages the Gateway
Solicitations and Gateway Advertisements. If a receiviogenfinds this flag in
either of these messages, it indicates that the messagesdaniarded to a non-
link-local address. Upon receiving the Gateway Soliaitatia gateway replies by
sending a Gateway Advertisement message including itagfmefix information
and its own address. Note that we could have achieved the rgmulé by defining
a new Internet Control Message Protocol (ICMP) message tgptead of a new
flag for the existing message type. If our approach is evesidered for further
standardization, this alternative will no doubt get sesioansideration.

A Manet node can solicit a Gateway Advertisement from albéslgateway by
sending a Gateway Solicitation to the INTERNET GATEWAY S tioalst address.
The node may use an expanding ring search technique to disgerthe Gateway
Solicitation message to the INTERNET GATEWAYS address gisippropriate
hop-limit values.

Non-gateway nodes in the ad hoc network also forward theitadlon if the
hop limit has not already been reached. In addition, thenmeiate nodes may
need to set up a reverse path route to the requester, sinGatbeay Advertise-
ment messages will need to traverse the reverse path. Tisde on the opera-
tion of the underlying protocol. DSR does not need such savenute setup (if the
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Fig. 3.3:Route request for address configuration.

solicitation carries a source route), but AODV6 does.

Whether the INTERNET GATEWAYS multicast address can be used
broadcast address within the ad hoc network depends on $eertating protocol.
If the node receiving a packet destined to the multicastesddis not an Internet
Gateway and if the hop limit allows it, the node must propagdhe request ahead
toward the INTERNET GATEWAYS address. Note that while tlgsaimulticast
address, no special multicast tree maintenance is needddha interior nodes
should forward the request just as they would for any unidastination address.
If the routing protocol used within the ad hoc network doessupport this, mod-
ifications may be needed for this to work [28]. Alternativelye request could be
broadcast at every node.

For the Dynamic Source Routing protocol [9], the draft [28}goses a way of
multicast and broadcast forwarding by using DSR’s routealisry mechanism.
In ad hoc networks running DSR, Gateway Solicitations andeMisements can
be exchanged between Internet Gateways and nodes by mubitd broadcast.

3.5.2 Address Configuration

After gateway discovery has taken place, the node has l@éargéobal prefix, and
possibly the address of an Internet Gateway serving the addtwork.

With this information, the node generates a global IPv6 @sklfrom the global
prefix using its 64-bit interface ID. Since the node has alygserformed Duplicate
Address Detection (DAD) for its Manetlocal address (as diesd in Section 3.4)
before setting up the global address, a global address wliibsnumber from
this manet-local address is also unique. Many IPv6 nodéswichn analogous
rule for link-local addresses, and we presume in this papardll Manet nodes
do the same. In the undesirable case, which is not yet ptetilly the base
IPv6 specification, the Manet node may have to perform an@A® for this new
address at the cost of additional start-up delay. Thus, whilpit the undesirable
behavior and require that all Manet nodes must acquire ahece address as
described in Section 3.4.

3.5.3 Default Route Setup

Once a node has found a route to the Internet, it should setlefaalt route in its
routing table, so that it can have a route for all the globaresises that are to be
located in the Internet.
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For routing protocols that do not maintain next hop inforioratfor the de-
fault route, a route table entry for the gateway needs to peikethe route table
along with information about the default route through tleegvay. The node
should set two routes into its routing table as shown in Eg8u3. These en-
tries should be held until the expiration of the lifetime yided in the reply to
the global address resolution request and the router @skmrent by the Internet
Gateway. Before this lifetime expires, the node shouldes#frthese routes and
rerequest global Routing table prefix information from theeinet Gateway. This
refreshment should be done periodically, either by the riodigidually or by the
gateway for all such nodes collectively. The node can uhitas refreshment
request to a specific gateway, or alternatively broadcastefuest to the whole
network again. The former method can allow the node to upt&tirrent Inter-
net Gateway status and minimizes network congestion. Ttex Enables the node
to quickly discover all Internet Gateways in an ad hoc nekywsome that may not
have been previously available.

For routing protocols that can maintain just the next-hofadle router, the
information about the gateway may soon become inactiveerAfiat point, the
node only needs to keep the default route information (e next hop toward the
gateway). No periodic refresh is needed.

If the node goes through an extended period during whichrateaccess is
unnecessary, the default route to the Internet Gateway mypiyee Whether or
not the base routing protocol maintains the default routa asxt hop, when the
information is needed, it can once again be established maie.

3.6 Internet Access Methods

When a Manet node has access to the Internet, the methodtéomileing a route
to a destination node could depend on whether that node lieiad hoc network
or it is reachable only by way of access to the general Intefnethe latter case,
use of the default route is clearly needed, but otherwisg likély to be better if
a specific host route is available. Unfortunately, when aenetshes to send data
to a destination, there may not be any good way to make thiactisn. In fact, if
the Internet Gateway (or some other Manet node!) is alsarggas a home agent
(see Section 3.7), even addressability within the ad howar&tis not enough to
determine whether a host route to the destination can béebta

This section describes how to send packets on routes digmb¥kerough an
Internet Gateway.

3.6.1 Route Discovery Algorithm

Whenever a Manet node is about to send a packet, it first teféssrouting table to
obtain an appropriate route for the destination. If a deéfawlte or a route through
the gateway to the Internet is obtained, then the Manet nagdeddecide whether
a shortest route is required.
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If the node gets the default route instead of host route, the seidds RREQs for
the destination, because the destination node might béckbda the same
ad hoc network.

If the node gets the host route, the node sends packets toveateédstination ac-
cording to its host route.

If the node cannot find any route in the routing table, it staateway acquisition
operation as described in Section.

If no gateway is found (i.e. no default route is available),theket is dropped.

destaddr := destination_address;

route := rte_l ookup(destaddr);

|+ search route table */

if (route == null) {
initiate_gateway_discovery();
route := rte_l ookup(destaddr);
if (route == null) {

drop_packet ();

return();

}

if (route == default) {
if (shortest _route required) {
route := route_discovery(destaddr);

}

send_packet (route);

}

else { /+ ASSERT: route is host route */
send_packet (route);

}

The above algorithm shows how to determine a route to thendéisin. If
the node finds a host route during the route table lookup,nitstart transmitting
packets to the destination. The destination is typicalgated in the same ad hoc
network. If the node does not find any routes (not even thauttafaute), the node
should start the Gateway Discovery operation as describ&eétion 3.5.

If the route table search returns the default route, andnt®rtant to have the
shortest route to the destination, the node should stantoilite discovery mech-
anism by sending RREQs for the destination address. If tlie mimwes not get
any route replies, it proceeds as if the destination werdnerrtternet, external to
the ad hoc network, and sends packets along the default tmuted a gateway.
Intermediate nodes should already have the default routeube to the gateway
owing to some previous route discovery operation, so thédynei send RREQs or
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Route Errors (RERRS) for the destination. If the node doesive a RREP, it sets
a host route for the destination and sends packets accaalithg received route.
Note that the route may be a route to a particular subnet iadh®oc network, in
case the underlying protocol supports subnet addredyaduildl route discovery for
subnet prefixes.

3.6.2 Sending Data via Internet Gateway

Once the Internet Gateway has been discovered, the Manetasdc default route
to the Internet. The exact nature of the default route dependwhether the un-
derlying base routing protocol supports next-hop forwagdiWhen we propose
that a routing header should be used specifying the gatevealglress as an inter-
mediate routing point toward the destination. DSR is suchraterlying protocol;
the proposed technique is a natural extension of the wayDlB& already uses
source routing, however, and does not place additionaldouoth the base routing
protocol. As mentioned previously, we do not consider is fhaper the problem
of selecting from several possible default routes, wherethee several gateways.
If the underlying protocol supports next-hop forwardinghe default router,
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the node sends the packets to the global IPv6 destinatioessidnd relies on the
next-hop routing in intermediate nodes. The sender nodenatilhave to specify
an explicit route to the Internet Gateway. Each intermedmaide can decide inde-
pendently how to route the packet efficiently out of the admetevork. The source
of the packet in the ad hoc network does not typically reqgthieeaddress of the
gateway, only the assurance that one of its neighbors is @oa gath toward any
of the possibly several gateways; either the first or thetslhbpath could be used.

When the routing protocol does not support such next-hopeuting, the des-
tination node should use an IPv6 routing header to make kat¢he gateway node
is listed as an intermediate routing point along the way ¢éaigstination. Using the
routing header, packets are routed to the gateway as thddsshation. For this to
work, a node needs more information (the IPv6 address ofdltengy) and exerts
more control over the communication path. The sending node the gateway’s
address in the destination address of the IPv6 header arioh#helestination ad-
dress in the routing extension header. When the gatewalyesdbe packet, it will
retrieve the actual destination from the routing headeriaselt it into the desti-
nation IP address field of the IPv6 header. More general flations are possible
for the routing header but are not covered within the scophisfpaper.

As shown in Figure 3.4, the source node has a default routketdnternet
Gateway. The steps in the figure are as follows:

1. The Manet node sends a packet through the Internet Gatesiray a routing
header. The gateway is typically then the overt destinaifche packet.

2. If the Internet Gateway finds a host route for the destimathat is faced
toward the packet’s incoming interface, the gateway ratarrouting control
signal to the source node, which we call a Route Update Requess
could be a routing protocol message, like the RERR messafsRk or
AODVG, or the Gratuitous RREP in AODV6, which notifies the dennode
that the destination node is located inside the ad hoc nktevod that the
node should try to find a host route instead of using the defaute for the
node. Alternatively, the gateway could also send a ICMP\® Redirect
Message [28].

3. Typically, the Internet Gateway will find a usable route fioe final desti-
nation, so it forwards the packet toward the destination.teNbat if the
gateway were configured for operation within some larger alarthat nev-
ertheless did not offer Internet connectivity, this stepldcdfail. In such
cases, an ICMPv6 Destination Unreachable should be retuonthe source
Manet node.

4. When an Internet Gateway receives a packet from the kttelestined to a
Manet node, this node can be reached without any speciahiiper The
node already has a topologically correct global IPv6 addagsl the Internet
Gateway routes the packet to the node along the host routeauree route
maintained by ad hoc network routing protocols.
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Suppose the destination is located within the ad hoc nodeonletout that the
source Manet node reaches the destination via a next homgeas its default
route toward the Internet. In this case any intermediatesribdt knows the host
route for the destination may route the packets to it diyeatithout the knowledge
of the source node. The source node should be notified thaddisets are routed
directly, instead of using the default route toward the gate For this purpose, if
supported in the underlying ad hoc routing protocol, therimediate node should
send the source node a gratuitous RREP. This message @xltbatcurrent route
table information at the intermediate node and enablesdbes node and each
upstream node along the way to create an appropriate robiee eatry for the
destination.

If the routing header is used, on the other hand, every pa&keplicitly routed
to the gateway. When the gateway detects that the destinatlocated inside the
ad hoc network, it may optionally send a Route Update Reaquaegtol message to
the source. In either case, after receiving the control aggsgshe Manet node may
send a RREQ for the destination address and learn a new, nnect ltbst route.

3.6.3 Route Examination/Determination

During communication, the network topology may change gwimnode move-
ment. To help update inaccurate routes, we present two kefioo detecting the
availability of a route. This subject is revisited in Sent®.7.2, after discussion of
Mobile IPv6.

A gateway manages host routes in the routing table for thesiad its ad
hoc network because the gateway must often possess routedds that need to
receive packets from the Internet. When a packet arrivas fiee Internet, the
gateway searches its routing table for the destinationesddof the packet's IPv6
header. If no route is found, and the underlying routing guot is table-driven,
then an ICMPvV6 Destination Unreachable message is retuonte source of the
packet. For on-demand protocols, the gateway initiatesit idiscovery operation
for the destination. If no route is found, again an ICMPV6 sage is returned to
the sender.

From the other direction, whenever the gateway receivelsgpgon its ad hoc
network interface, it again searches its routing table lierdestination address of
the packet’s IPv6 header. If a host or network route is fowmdich is routable
within the ad hoc network, then the destination belongs &adthi hoc network.
Therefore, the Internet Gateway can send a Route UpdateeRetpntrol message
to the source node. Since this searching of the routing taddars anyway during
general forwarding operation on Internet Gateways, theaetterhead should be
minimal. When the source node receives the routing conijaks it can initiate a
new route discovery operation if needed.

A Manet node that receives ICMPV6 Destination Unreachal#desages after
sending packets to a destination based on a host route enslyinvalidate that
host route entry. If needed, the node can then discover the hy initiating a new
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Fig. 3.5:Mobile IPv6 - sending binding updates.

route discovery operation. If the node receives ICMPV6 iDasbn Unreachable
messages when the default route is used, the node shoujdroate discovery

for the destination. If the node still does not receive anyteaeplies, the node
should discontinue route discovery and cease sending {sagkd RREQs for the
destination for a while. This typically involves sendingigral (e.g. Destination

Unreachable) to the application. The previous informatibout the route to the
destination may nevertheless remain useful for some pagp@nd so should be
maintained temporarily if called for by the base routingtpool even if the route

table entry is invalidated.

3.7 Mobile IPv6 Operation

If the mobile node has a persistent IPv6 address, it can lzkasa Mobile IPv6

home address to provide always-on reachability from thedfixéernet. In this

section, all Manet nodes are considered to be also mobilesnnghning Mobile

IPv6. Using the protocols we have defined, in conjunctiorhibbile IPv6, the

node’s IP address remains accessible even when the molbigemoves between
ad hoc networks connected to different points of the fixedagk. Thus, mobility

becomes transparent to applications, so that they canncentivork without any
modification. DNS name records do not need to be updated withlR address
information, so that the mobile node maintains its wellsdknadentity from the

point of the view of the rest of the Internet.

Mobile IPv6 does this by providing a means for any fixed nelwév6 ad-
dress, the home address, to be reachable when the owneragidiess, the mobile
node (MN), is in a topologically incorrect place. When thehit® node arrives
at a network other than its home link, it configures a careeofress for network
access. The mobile node uses a Binding Update to registeradliress with its
home agent (HA), a specialized router on the mobile nodesehlink. This agent
then acts as a proxy for the home address of the mobile nogayricay packets
sent to this address and encapsulating them for deliverjeadgistered care-of
address (Figure 3.5).

Mobile IPv6 also provides route optimization by which a nteliode directly
informs its communication end points, the correspondedeapabout its location
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by sending a Binding Update, similar to that sent to the hogena

Route optimization allows for direct data communicatiommsen the mobile
node and its correspondent nodes. The binding update mepsath-of address
to the home address and establishes a binding cache enttigefanobile node
into the correspondent node. Knowing this, the correspuindedes can insert a
routing header with a home address to data packets destirikd imobile node so
that normal IPv6 routing will forward these packets dirgdt the care-of address
of the mobile node. The mobile node can then easily supplyp#yoad to its
application, which is awaiting the data at a transport eridt@nchored with the
home address.

Data packets originating from the mobile node contain a haddress option
specifying that these packets should be considered otiggnérom a transport
end point with the home address rather than the careof aduiréise IPv6 source
address field of these packets.

3.7.1 Mobile IPv6 Operation on Ad hoc Networks

In Section 3.5, we have presented methods for enabling Mextets to configure a
globally routable address. Once a globally routable addeesonfigured, the node
can initiate typical applications such as web browsing ahb@Queries.

Mobile IPv6 uses neighbor discovery as part of its movemeitgation with
the acquisition of a globally routable address. A mobileenosges the address built
from the locally advertised prefix as its care-of addressnyterforming a home
registration. For a Manet node, the Internet Gateway repléte local router and
a Gateway advertisement replaces the Router AdvertisemEm: address con-
figured from the Manet routing prefix from the Gateway adsertient is usable
as a care-of address. When the base routing protocol is aemand protocol
such as AODV6 or DSR, any Manet node using Mobile IPv6 shooldexpect
to receive periodic Router Advertisements (or Gateway Aise@ments), since for
large ad hoc networks this periodic flooding is too expensier this reason,
we expect that movement between separate ad hoc networksstimiewhat more
time-consuming than movement between points of attachtoehe fixed Internet.

If the prefix of the acquired address matches the staticalbyik home net-
work, a mobile node considers itself to be at home. Othervifigbe prefix does
not match the home prefix, the node performs a home reg@trasing the global
IPv6 address as the care-of address. If no home registiatimeded, because the
locally advertised prefix matches the routing prefix from k@net node’s home
address, then we can say that the mobile node is at home irdthecanetwork.
The mobile node would send packets to its home agent by wahasizor network
route, just as it would with any other destination known t&ide within the ad hoc
network.

If a statically configured mobile prefix is known, dynamic hemgent dis-
covery may be necessary before the home registration. Time lagent anycast
address [18] can become routable within the ad hoc networlisinig the same
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sort of route discovery actions as would be used with anyrathigast destination
in the ad hoc network.

It is a matter of policy, which should be selectable by theliapfion [31],
whether a mobile node should use its care-of address or hddress for estab-
lishing its end-to-end communications with another agpian end point. Either
of these addresses can be host-routed within the ad hoc mket®mce the care-
of address is topologically correct, packets to that addaee more likely to stay
within the ad hoc network. On the other hand, the home addse@s always)
more likely to remain available to the communications partifor example, if the
mobile node moves back to the Internet or even to anotherlenabiihoc network
connected to the Internet at some other location.

3.7.2 Route Examination for Mobile IP

After a home agent forwards a packet to a mobile node by meaescapsula-
tion, the mobile node normally sends a binding update to tineespondent node
(i.e. the original sender) to create or update a binding eacttry associated with
the mobile node’s home address. Before this binding updasent, the mobile
node compares its network prefix value with the source addrethe incoming
packet. The mobile node can in this way learn whether theceomnde is located
in the same ad hoc network. If this source node is local, thbilm@mode sends
a RERR to force the sender node to discover the host routbddname address,
instead of sending a binding update. The RERR message s#m byobile node
instructs the source node to get a new host route and estahleserse-route path
in intermediate nodes.

This operation could also be performed by the home agentnUgeeiving a
packet from the correspondent source node, the home agemtaces the prefix
of the mobile node’s care-of address with the incoming pégkeurce address. If
the prefixes match, the mobile node is located in the same adéiwvork as the
sending node. The home agent can then send an ICMPv6 Unkgadhassage or
ICMPv6 Redirect Message to prompt the correspondent saade to update its
route.

3.8 AODVG6 Case Study

In previous sections, we have presented methods by whictetMedes can con-
figure topologically correct addresses and use them forsadodhe global Internet
via Internet Gateways. As a case study we have implementedi@as using one
of the existing ad hoc routing protocols, AODV6 (Ad Hoc On Derd Distance
Vector protocol for IPv6). We begin this section by explagthe basic mechanism
of AODV, which is exactly the same for both IPv4 and IPv6. Thedfic message
formats for AODV6 are also presented. Afterwards, we exylag¢ changes needed
in the AODV protocol for providing Internet connectivity.
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Fig. 3.6:Ad hoc On-Demand Distance Vector protocol.

3.8.1 AODV Description

AODV is an on-demand routing protocol that uses repeatett rdigcovery to es-
tablish routes. A node that needs a route to some destinataatdcasts a RREQ
packet across the network. When either the destination antarmediate node
receives the RREQ), it responds by sending a RREP unicasttbable node as
shown in Figure 3.6. Once the source node receives the RR&d) begin using
the route for data packet transmissions.

Routes in AODV are considered to be temporary and are margeattve
during the time they are in use and seem to be capable of beimgpdata. When
a route is no longer in use, it will expire and eventually beumged from the
route table, governed by the value ACTIVE ROUTE TIMEOUT (e fihousand
milliseconds). In this way, the route table is modeled aschedor routes. The
improved delay characteristic of AODV is largely due to itseful maintenance
of the cached route information. AODV does not often suppéfade route when
one is needed for a new application between two Manet nodes.niore likely
to initiate the process of route discovery instead of ustagegoutes. Routes that
have very recently been useful, however, are still keptlavks until a short time-
out expires.

The route discovery operation itself (using RREQ and RRE$hawn in Fig-
ure 3.6) requires that the node sending the RREP have a rackedthe source of
the RREQ. This reverse route could be cached at a large nushiMainet nodes,
since the RREQ is often flooded to every node in the ad hoc mketw®uch re-
verse routes have a much shorter time-out (REVERSE ROUTEEQOMT, on the
order of a few hundred milliseconds) before they are expdndeoute mainte-
nance in AODV makes use of RERR messages. When a link breals active
route, the node upstream of the break sends a RERR to eagkamsteighbor
(precursor) that was using that link to reach the destinatithe RERR message
lists each destination that is now unreachable owing todke of the link. When
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01 23 456 7 89 01 2 3456 78 90123456 738
Type TJRIGH ! Reserved ! Hop Count

128-bit Source IP address

Route Request (RREQ) Message Format

01 23 45 6 7 89 01 2 3 4 5 6 78 90 1 23 45 6 7 8
Type 'RA[I  Reserved | Prefix Size | Hop Count

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Lifetime

Route Reply (RREP) Message Format

Fig. 3.7:AODV6 message formats (a) Route Request (RREQ) messagatfdii Route
Reply (RREP) message format.

a source node receives a RERR, it may reinitiate route desga¥ it still needs
the route. AODV requires that such routes be maintained eften being invali-
dated, for long enough (DELETE PERIOD) to avoid supplyingppeeous RREP
information. The DELETE PERIOD is selected to be long enaaghandle prob-
lems caused by Manet node reboots and other ways that pfotessages can go
unanswered.

3.8.2 Internet Connectivity for AODV6

When a node issues a RREQ for validating a candidate glololéssl, it can use
an arbitrary address of scope larger than link-local from ofits interfaces as the
source address in the IPv6 header. This can be a persidteatyaallocated global
address or a temporary address created with the MANET PREEIXthe manet-
local address; see Section 3.4). For AODV6, Manet nodessiaéeial action when
installing reverse routes for a node initiating autoconfijion. Such autoconfigu-
ration packets will appear to emanate from a node with theced® address within
the address range MANET INITIAL PREFIX. Routes toward suatoaonfiguring
nodes should never be marked as active routes. Their liéesimould be initialized
to the value REVERSE ROUTE LIFETIME.

The AODV6 node broadcasts the RREQ to the INTERNET GATEWAWS a
dress. Figure 3.7 shows the modified AODV6 message formaalke defined a
flag, the Internet-Global Address Resolution flag (1), fa RREQ and RREP [28]
messages. This flag indicates that the message is useddarayadiscovery.

When an Internet Gateway receives a RREQ, it checks itsnguéble and
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updates the reverse route to the node with the source addrdes RREQ. If the

Internet Gateway finds the | flag in the RREQ, the Gateway cotist a RREP
with the | flag set, the prefix length used by the gateway, anaviin IPv6 address
and unicasts the RREP back to the requesting node. The IR héeld is built

as in normal AODV6 operation. The global prefix informatigrderived from the
Destination IP Address and Prefix Size fields in the RREP.

After a node acquires a topologically correct global IPv@rads, it deletes its
temporary address that was formed from the MANET INITIAL FRXE (see Sec-
tion 3.4). A gratuitous RREP could be broadcast to creatersevroutes toward
the newly addressable Manet node in the intermediate nbdesye have not im-
plemented this. The Internet Gateway also updates itsngtgible entry with the
address of the new Manet node.

If the node sends a packet to an Internet destination witawatiting header,
some intermediate nodes may generate RERRS, as specified BYDDV speci-
fication, because they do not have an active route to the paciastination. To
avoid such unnecessary RERRSs, a default route can be nm&idtas an active
route. When an intermediate node receives a packet for whades not have a
host route, it forwards the packet according to this defenulte. The intermediate
node should also insert the previous hop as the precursdhdodefault route if
it does not already exist in that list. Typically, howevdre tprecursor list should
already have the previous hop in the precursor list as aadatsult of the original
RREP message by which the default route was supplied.

If the node uses a routing header, the destination addreb® iPv6 header
should be the Internet Gateway IPv6 address. The interteedaes on the route
path to the Internet Gateway have this host route and in@iateenodes do not
have to generate RERRs for nonlocal outgoing packets.

3.8.3 Implementation

We have implemented AODV6 with Gateway Discovery as meetioim Section
3.5.1, which enables global access. Our AODV6 routing daerans on LINUX
platforms. We have not yet implemented the extended rowuteertisement nor
solicitation of NDP; our Manet nodes discover Internet @atgs with extended
RREQs and RREPs.

Our testing environment consists of three wireline cored@ODV6 Manet
nodes and an external correspondent node. One of the AODd&SHs the Internet
Gateway with two network interfaces, one for the Interned #re other for the
ad hoc network. One of the other two Manet nodes is the moloitke munning
Mobile IPv6. After acquiring a default route to both the imet Gateway and a
global IPv6 address, the mobile node sends a binding updateethome agent
and to the correspondent node for route optimization. Maoees addressable
using the gateway’s advertised routing prefix can commumiedth nodes in the
Internet without Mobile IPv6. Since our AODV6 implementatiuses a routing
daemon running from user address space, while the routirlg immaintained in
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the kernel, we defined a new raw socket for interactions batwbke kernel and
the daemon. If the kernel does not have an appropriate routedestination, the
kernel notifies the daemon through the raw socket to send RRE@ss the ad
hoc network.

Movement detection of Mobile IPv6 is triggered whenever A2DV6 dae-
mon receives the new global IPv6 routable address. An IPa@dreincludes the
Home Address option and a Binding Update if it is needed. Fmiémentations
using a routing header, this requires use of two destinajions after the routing
header; more recently, the Binding Update has been modiidit within a new
header called the Mobility Header, but we have not yet imgleted that new spec-
ification. Most current IPv6 and Mobile IPv6 implementatoon Linux cannot
carry two destination options after the routing header gviman implementation
limitation. We therefore extended the LINUX IPv6 implematitin to store both
options after the routing header in the IPv6 header.

3.9 Conclusion & Future Work

We have discussed the problems that we have encountered atteéimpting to

connect nodes in an ad hoc network to the Internet with mgkslipport in IPv6

networks. We have presented solutions for address reso]@howed ways to gain
Internet access by next-hop routing or by use of a routingléreand have briefly
described Mobile IPv6 operation in ad hoc networks. Thesblpms include the
following:

e site-local address acquisition and Duplicate Address diete
e acquiring a routing prefix from an Internet Gateway;
e establishing a default route and a host route toward thevggte

e formulating a globally unique and topologically correcv@address using
the acquired routing prefix;

e soliciting gateway information whenever needed;

e when it is unknown whether a destination is present in theadnetwork,
determining whether to acquire a host route or using theuttefauter;

e using the globally unique IPv6 address with Mobile IPv6;

e modifying the IPv6 ICMPv6 Router Solicitation and Adveeisent mes-
sages to work across multihop networks;

e extending the route discovery mechanisms for on demanchgpptotocols
to enable gateway discovery.
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In most cases, we have discovered that the necessary exterse quite nat-
ural. We have been able to formulate solutions for the abowbl@ms that work
with the principal candidate routing protocols that areamcbnsideration within
the [Manet] (mobile ad hoc networks) working group of the FET

In our proposal, a Manet node with a need for global commtioicecon-
tacts an Internet Gateway by either sending a modified R@gkcitation, called
Gateway Solicitation, or relying on a routing protocol mutiscovery functions.
When the gateway receives one of these messages, it urecestponse back to
the requesting node, specifying its globally routable grafid IPv6 address. The
node then uses this information to configure an addressglmbhbally reachable
throughout the Internet. With Mobile IPv6, the mobile noda wise this address
as its care-of address and make a Binding Update to its HoreatAg

When sending packets to the Internet, the node can eithexr imding header
specifying the Internet Gateway as the first destinationralydon ordinary ad hoc
routing to route the packet to the gateway or send the patietsgh the default
route, relying on intermediate nodes to forward the paakeatd the destination.

Our AODV6 routing protocol implementation uses an extra,fleglled the
Internet-Global Address Resolution flag, so that the naatevgay signaling can
work as efficiently as possible. Along the way we fixed certznts of the Linux
IPv6 implementation, work that may be useful in many othertexts. We have
shown that it is possible to implement connectivity betwadrmoc networks and
the Internet, with only slight modifications to the existisigecifications.

In the future, we would like to revisit the problem of selegtibetween mul-
tiple Internet Gateways. In fact, it may be better to use ipleltgateways simul-
taneously, depending on which one offers a shorter path tarticplar Internet
destination. This will require per-destination (or at lgaer-prefix) signaling. This
is merely one instance of service selection for ad hoc nddsyevhen a Manet node
has the choice of several nodes offering a needed service.

We would also like to investigate ways to mark ad hoc netwakslomains
so that a mobile node could more easily distinguish betwé#sreht ad hoc net-
works. This may involve borrowing some relevant ideas fro®PB. Finally, we
would like to consider the possibility of using an ad hoc rekvas a transit net-
work for foreign traffic, where both the source and the desiim nodes are al-
lowed to lie outside the ad hoc network.
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4. CHAPTER IV

Routing in Hybrid Ad hoc Networks using Service Points
4.1 Introduction and Background

Mobile ad hoc networks (or multihop packet radio networkshsist of mobile
nodes that communicate with each other over multihop wseelimks. Each node
in the network also acts as a router forwarding data packetstiier nodes.

Table-driven or proactive protocols can become expensiterins of control
overhead, because each node in the network must maintaimgaoformation
for every other node, although the node only occasionalhdtes traffic destined
for some of the nodes. To address the scaling problem of-thblen routing,
on-demand routing protocols have been proposed for ad hiweore. Nodes
running such protocols set up and maintain routes to deistitsaonly if they are
active recipients of data packets. However, when routirigrination between
only a few sources and destinations is constantly being taiai#d on-demand, it
might be more attractive to use the proactive approach &getmodes, while on-
demand routing is used between less accessed nodes. §infilalarge number
of nodes frequently wants to exchange information with af@des, if might be
more effective to proactively maintain these routes. Thigivates the interest in a
more hybrid approach to routing in ad hoc networks.

Recently a node-centric approach for routing in ad hoc nedsvavas pre-
sented [1]. The idea here is that in many practical scenaz@ain nodes provide
special services that are being requested throughout theorie For example,
when ad hoc networks are wireless extensions of the Inieihete nodes may act
as DNS servers, Internet Access points, web proxies or AA¥ess. Services can
also be local, for example locally stored data or databdeenvation. These nodes
that host special services, and therefore have a highdihblcel of communicating
with the rest of the network, are callegétmarks

The landmark hierarchy [2] is another node-centric rouapgroach that has
been designed for proactive routing in large networks. E@care not routed to-
wards the destination address, but rather towards an &eedaridmark radius, in
which the destination is located.

Existing dynamic routing protocols for ad hoc wireless ratg can be classi-
fied into two categories according to their design philogonoactiveor reactive
depending on how routes are computed and maintained. Reacbtocols main-
tain routes to every other node in the network independeoftigny data traffic
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pattern. This has the advantage that when packets need enheasoute to the
destination is typically available. Reactive or on-demandtocols, create and
maintain routes only on a “as needed” basis. Thus, when a isuteeded, some
sort of Query/Replysearch procedure is employed. When a route is no longer used,
it eventually times out and is removed from the routing table

Homogeneous ad hoc networks has been seen to suffer fromspalabil-
ity because most of the bandwidth is consumed by forwardaukets. Proactive
protocols do not scale well because of the imposed conterh@ad. Reactive pro-
tocols are expected to behave better for larger networke.usk of route caching
and local repair reduce the impact of flooding route requdstisthere is still an
overall@(NN) cost per-node.

LANMAR [3] is an interesting protocol that solves some thelgems incurred
by scalability. In LANMAR the problem of scalability is adeksed by assuming
that nodes normally move as a group. The network is grougeddgical subnets
in which the members have a commonality of interests andharefore likely to
move as a group. A landmark is dynamically elected in eacltégubnet and
the route to the landmark is propagated throughout the mktwsing adistance
vector mechanism. Local routing within the group uses the proaci$R [4]
routing protocol.

In this paper we propose a novel hybrid routing approach d¢batbines the
reactive and proactive routing paradigms with node-cernd landmark routing
by relying on netmarks for routing purposes. Asin [1], we m#ie assumption of
netmarks that provide special services being frequentiyested throughout the
network. Routes to and from the netmarks are therefore pvefc maintained
by all common nodes in the network. This is accomplished jng common
nodes run an advanced neighbor protocol that, in additiomamtaining links
to neighboring nodes, also has the functionality of a serdiscovery protocol.
This way, the services provided by the netmarks can be padpdghroughout the
network. Once a netmark has been found, nodes affiliate hdtlclosest available
netmark, and proactively maintain a route to this node.

The detailed solution is presented in Section 4.3, whileiSeet.4 evaluates
the performance of our approach, and Section 4.5 conclieg/ork.

4.2 Related Work

In [5], Xu et al propose a hierarchical extension to LANMAR dgploying a mo-
bile backbone. This backbone is formed by introducing bankinodes with pow-
erful radio capabilities. This minimizes the number of hapthe network as well
as lowering the performance bottleneck.

Hong et al proposes in [6] a solution to LANMARS problem of dimg split-
ted groups. Because LANMAR is using an addressing schentedmsist of a
Group ID and Host ID, a method is needed to dynamicly detegrtiie Group ID.
In this solution, a source unicast queries to landmarksaimla destinations group
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ID. Itis still unclear how the performance of this schemefiisa@ed when the group
mobility assumption fails. Simulations are only made witbugp mobility and thus
the need to do a group lookup is minimized.

[7] is yet another extension to LANMAR that enables the ébecof multiple
landmarks in a group. This extension enable groups to berangsize and thus
minimizes the problem the original LANMAR had with isolateddes.

ZRP [8] is another hybrid routing protocol that look upon tiegwork in zones.
Here each node maintains a zone, with a radius R. Routes &sneithin R hops
is proactively maintained, while other routes is found @mand.

4.3 Overview of Netmark Overlay Hybrid Routing

4.3.1 Netmark Overlay Routing

Netmarks announce their presence through periodic adgerénts. This is an
efficient way for common nodes to obtain internet connegtirom netmarks pro-
viding internet access. The affiliation process performgaddmmon nodes can
then be seen as a registration for Internet connectivity, tarbecome accessible
from outside the local ad hoc network. Another objectivehi$ protocol is scal-
ability and good performance in networks with a large nuntdfemobile nodes.
An example where our approach might be applicable is a largeompolitan ad
hoc network with a few special access points to InternetiSesy Because mobile
nodes will change their affiliation when a closer netmarkdpees available, our
protocol will also provide micro mobility functionalities

The basic idea behind the routing part of the protcol, reféto as thé&letmark
Overlay Routing Protoco{NORP), is that the union of all the netmarks’ routing
tables covers every single node in the network. This is aptished by not only
letting the common nodes maintain routes to the netmarkalsot by letting the
netmark maintain routes to the common nodes. This infoonatan then be used
to locate and learn to which netmark a certain destinatiatene affiliated.

A virtual infrastructure is built to form an overlay netwoadk top of the nor-
mal physical network to achieve efficient communicatiomtestn netmarks. Each
link in the virtual infrastructure can be viewed as a unidasnel in the physical
network. All end to end data communications is made in thestlyithg physical
network, while all control signaling is made in the overl&he overlay can also
be seen as an entity containing information about the ajppaie location of all
common nodes, that is, their affiliated netmark.

In NORP, we let each netmark also perform the role of a landm#rhen a
node needs to send a packet to a destination for which no iki®wn, the node
uses a simple discovery procedure to query the differenienks. First docation
request(LREQ) is unicasted to the affiliated netmark of the sendiaden When
the netmark node receives the LREQ, and the destinationkisown, the request
is broadcasted in the virtual overlay to the other netmankhé network. Once
the request reaches the netmark to which the destinatioffiliatad, alocation
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reply (LREP) that includes the destination netmark is issued aixhsted back to
the requesting node. The requesting node is now able to edaritimark routing
approach, and route packets toward the netmark where thieatem is affiliated.
If a node is unaffiliated or no netmark is available, the protdoecomes a pure
reactive protocol and routes are found on-demand.

If nodes are equipped with GPS devices, this protocol is Emsyodify so that
it can provide GPS coordinates through its locations sesvid his would enable
the protocol to rely on geographical forwarding, rathenttendmark forwarding.

To achieve landmark routing between different netmarksh eade in the net-
work has a topological tabl&, T, containing every landmark in the network. The
TT structure is a simpldistance vectotable including the destination landmarks,
the next hop, the hop count and a sequence number timestamgptable is peri-
odically broadcasted to all one-hop neighbors, makingdpelbgical information
eventually available throughout the network.

Creating a virtual infrastructure over a flat network redutiee number of
nodes involved in routing, resulting in better energy comgtion. Furthermore,
because only routes to frequently accessed nodes are beimjamed, while
routes to other nodes are found on-demand, the control eadrls reduced and
becomes more scalable.

The primary objectives of NORP are:

e To proactively maintain routes to frequently accessedicenodes.
e To broadcast discovery packets only when necessary.

e To disseminate information about changes in local corwigctto those
neighboring mobile nodes that are likely to need the infdioma

e To distinguish between local connectivity management ameoal topology
maintenance.

e To be scalable and perform well in networks with a large nunatbenobile
hosts.

NORP exhibits some similarities with LANMAR but the main féifence is
that no assumption is made about group mobility. Neithesdeé®RP rely on a
specific addressing system. Because the basic routinggzr@eeompletely flat,
any type of addressing scheme can be used. In addition toNIRRP has been
designed to optimize the performance between common naukseimarks, due
to the special role of the latter.

4.3.2 Proactive Route Maintenance to Netmarks

Neighbor protocols for ad hoc networks are designed to exgdhnaode informa-
tion for determining which nodes are “alive” and reachabl@ne common type
of neighbor protocols are periodic broadcast protocols.thése type of proto-
cols, Hello packets are broadcasted with some, possibly variableydrary. The
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frequency may vary depending on network load, node molmlitgome other crite-
ria. Hello packets can be further extended to convey information atheubcally

known one-hop neighborhood, which allows each node to lhitsldwn two-hop

neighborhood.

In NORP, a periodic neighbor protocol is used to create anithtaia routes
between netmark and common nodes. Hello packets contestnzark fieldstating
which netmark the advertising node is affiliated with.

Hello packets also contain the topological taldi&, However, the whole table
is not transmitted in every update. What entries that adeded depends on how
far away they are from the broadcasting node; that is, theyrestuded by using
fisheye principles [4].

Netmarks, as well as common nodes, send Hello packets tarirtfeeir neigh-
bors about their presence. When a node receives a Hello tpackesumes the
presence of a netmark in its neighborhood, and creates & tmuards the netmark
by indicating the sending source as the next hop. At themguayer, if a node
does not receive a Hello packet for some predefined inteftahe, then the node
can assume that the link to this neighbor is down. Becaussoaimon nodes in
the network are announcing their affiliated netmarks, evenge will also know
about the path to a netmark.

By adding a netmark field to the Hello packet we achieve thé gbhaving
routes between common nodes and netmarks. But it does ficeghiait a common
node have a forward path to the netmark. In order to accomptie location
search procedure described in section 4.3.1, netmarkeeésbreverse paths to the
common nodes. In order to achieve this, nodes also inclueernbxt hop towards
the netmark and a list of all the other nodes that is relyingtdar forwarding
packets towards the netmark. This list is calleddbe/nstream tree

In Fig. 4.1, the downstream tree lotonsists of node, d, e andf. These nodes
will therefore be included in theeighbor fieldof b’s Hello packets.

When a node receives a Hello packet from a neighbor, it chiekaetmark
field to determine if this neighbor is affiliated with the same ratknas the node
itself. Ifitis, it also checks theext hopfield to determine if this neighbor relies on
the node for forwarding packets towards the netmark. Ifighibe case, the node
adds the list of neighbors indicated in theighbor fieldto its downstream tree.

Consider Fig. 4.1 as an example on how the downstream foimgptcee is
built:

1. Netmarka will start the process by sending a Hello indicating itsedfaa
netmark.

2. Whenb learns of the netmard, it advertises information about this netmark
in its next Hello packet.

3. candd learns about netmaikthrough the Hello advertisement sent by com-
mon nodeb. They can now start using the paths c-b-a and d-b-a resphctiv
to reach netmark node
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Netmark, a

Fig. 4.1:Source Tree at Netmark

4. candd now respectively re-advertise reachability to netneaghd that their
next hop on this path is node

5. e will learn about the path to the netmark usiogs a next hope will be
using the path e-c-b-a.

6. Similarly, d will learn about a path through, using the path d-b-a, but also
about the alternate path d-f-g-a withas a next hop.d chooses the path
throughb as it is of smaller length.

7. Future Hellos from node will now indicate that it is using netmark with
c as next hop.

8. Future Hellos from node will now indicate that it is using netmark with
b as next hop, and nodein its downstream tree.

9. After a few more update$,announces that is uses Netmartwith a as the
next hop, and that its downstream tree included e andf. When Netmark
areceives this update, it will know about and have a routeltthake nodes.

4.3.3 Link Breaks and Path Maintenance to Netmarks

Mobility of nodes not lying along an active path between a gmn node and a
netmark does not affect the netmark routing, i.e. the sizhef downstream trees
are zero. These are typically the downstream leaf nodes. edaywwhen a link
break is detected by an intermediate node with an active sliveam tree, a repair
procedure is started. A link is deemed broken if a node haseseived any Hello
messages within a predefined amount of time.

The repair procedure algorithm operates in the following:wa
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Netmark, a

Fig. 4.2:Node d repairs path to netmark a

1. The repair procedure is initiated by letting the repainmde search its list
of neighbors. Each neighbor entry in this list contains iinfation about its
next hop, the hop count and its netmark affiliation.

2. If aneighbor is found to be affiliated with the same netnakhe repairing
node, this neighbor is marked as a candidate for being elextehe new

next hop towards the netmark.

3. If this candidate is not using the reparing node as a negttbwards the
netmark, the candidate is marked as valid. However, if thisddate is
using the reparing node as its next hop, choosing that neiglbuld create
a loop. In that case, the candidate should be marked asdnvali

4. Once all neighbors have been searched and evaluatedaltiecandidate
with the smallest hop count is elected as the new next hog;iged.2.

Fig. 4.2 illustrates the process of repairing a path betweeande and a net-
mark:

1. Noded starts the repair procedure upon detecting a link breakdsstd/and
b.

2. After searching its list of neighbord finds two candidated,andg.
3. Because nodkis usingd as a next hogf, is marked as invalid.

4. Noded chooseg as the next hop towards the netmark.

In the case when a node can'’t find any valid next hop neighbernbde de-
clares the netmark unreachable and revert to the topolagioke, TT for finding
a new netmark. Th&T search procedure works in much the same way as for the
neighbor table. If an entry is found during the search phhaeis not pointing
towards the old netmark, nor the broken next hop towards lthenetmark, it is
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marked as a candidate. When the whole table has been seaticethndidate
with the smallest hop count is elected. The major differdme®veen this search
and the initial one is that we are searching the topologadaletinstead of our list
of neighbors.

If a new netmark has been elected, a Hello packet with the néwmation
is broadcasted. Even though a new netmark has been eleotedstdeam neigh-
bors are still using the old netmark. These downstream noeled to be updated
with the new information, otherwise they will continue semgpackets upstream
towards the old netmark where the link break occurred.

A neighbor upon receiving an update indicating it as nextfnom a node that
it self is currently using as its next hop, mark the old netoras invalid and puts
the initiating neighbor in its downstream tree. The neighédso mark the new
netmark as the current one and looks inTfeto find the new next hop. After this
stage, the new information is immediately rebroadcastea mew Hello packet.
Eventually the new information reaches the new netmarlaticrg a forward and a
reverse path between the netmark and the repairing node.

4.3.4 Mobility and handover between netmarks

As nodes are mobile and move around in the network, they @alil of netmarks
closer in location than the one they are currently affiliatgith. The next hop link
towards a nodes’ netmark might also break, and a new rouketourrent netmark
can not be found. In both cases it is necessary for the nodeatme its affiliation
to a new netmark.

A node only changes its netmark affiliation if the newer netnisi2 or 3 hops
closer (a configurable parameter) than its current one,eondixt hop link breaks
and a new route can not be found. If a node changes its afiiliats soon as it
learns of a closer netmark, the system can become unstdiiteisTue to both the
mobility of the nodes and the unstable nature of the wiretbssinel, i.e. fading,
collisions etc. Under these conditions links may tempbrayo down or become
unavailable. If a node changes it affiliation too soon, arllaton between the
two netmarks may occur.

When a mobile node make the decision to change its affiliatiadoes so by
sending an update message to both the previous and the nearkett also im-
mediately broadcasts a Hello message containing this nfenmation. When the
previous netmark receives the update message it creatéidnsiing for this node
with information about the new location of the node. Any sdasent LREQs ar-
riving at the previous netmark is processed as normallyhmitransmitted LREPs
will indicate the new netmark. After a few seconds the safidbig is timed out
and is removed.

The update messages sent to the two netmarks also includieotlbiee nodes
downstream tree. This is done because all the downstreaghlbrwas will be af-
fected by the handover, and they will automatically be afi@d with the new net-
mark. That is the reason why the previous Hello packet waadwasted. When a
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downstream neighbor receives the Hello message, it imredgichanges its affili-
ation and rebroadcasts the message. All downstream notlés tlis way change
their affiliation in an efficient way.

4.4 Performance Evaluation

GloMoSim [9] is the simulation platform used for evaluatitite proposed ap-
proach. GloMoSim is a discrete-event, detailed simulatorwWireless network
systems. In our experiments, the MAC layer is implementéagubie default char-
acteristics of the distributed coordination function (DOFIEEE 802.11 [10].

The mobility model used for the simulations is the ModifiechBam Direction
model [11] and simulations are run for 600 simulated secondsthis model,
each node randomly selects a direction in which to travelere/la direction is
measured in degrees. The node then randomly selects a spkdestination along
the direction and then travels there. Once it reaches thiéndegsn, it remains
stationary for some pre-defined pause time. At the end of #usgtime, a new
direction and speed is selected, and movement is resumed.

The following metrics are used to evaluate the performag®acket delivery
fraction - the ratio between the number of data packets deliverecetdektination
and those originated by the sources. @introl overhead the total number of
control packets transmitted by each node. Each hop-wissrigsion is counted
as one packet. (iilNormalized routing load the number of routing packets “trans-
mitted” per data packet “delivered” at the destination.

4.4.1 Netmark Traffic model

We introduce the NetMark, NM, traffic model for performancaleation. This
traffic model, which simulates the client server behaviogiween the common
node and a netmark, is more realistic than plain CBR trafficcohsists of se-
quences of FLOWOFF and FLOWON periods where the OFF periods corre-
spond to the user’s think time, while the ON period represesetr activity. Both
the FLOW.ON and FLOWOFF period is exponentially distributed with a mean
value of 5 and 20 seconds respectively. During the FLOW period,requestsare
generated with an exponentially distributed mean of 1.6s#€. When the server,
(in this case the netmark), receiveseguestit generates aply with a pareto dis-
tributed mean of 3000 bytes. The pareto distribution wasehdbecause of its
heavy tailed properties. Thieply is then fragmented and sent back to the client.

In our experiments, common nodes have continuous flows of Mifld with
the netmarks as specified above. In addition to that, 10 Isicait-lived CBR
sources transmitting 4 packets per second are spread rgndweer the network.
When one session ends, a new source-destination pair ismaydelected. Thus
the input traffic load is constantly maintained.
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4.4.2 Simulations

In these experiments, we evaluate the performance of oupagip. The terrain
size is set to 1000m x 1000m and the network is composed of &08sn The rate
of mobility is varied and the pause time is set to 10s. Thestrassion range is 250
meters unless stated otherwise.

Although the number of netmarks affects the performands,atso important
to comment on the deployment of the netmarks. Since the mk$nsae special
service providers, it is not just any common node that canléetexl as a net-
mark. In this paper we assume that netmarks are predefinethand netmark
remains being a netmark for the whole duration of the sinarat\We leave the
case where a netmark can be elected among a set of nodesufer fudgrk. There-
fore, the simplest method would be to preassign netmarkshadd scatter them
uniformly within the terrain area at initialization time.oiever, this means that if
the netmarks are fully mobile, some netmarks might groupttogr in one part of
the network and thus lower the performance. We have sintutate cases where
netmarks are either immobile or have full mobility.

Figure 4.3(a) illustrates how the delivery fraction varieish the number of
netmarks. Except for the netmark density of 1 %, the deliverynore or less
the same for the specified setup. We can see that the traimmiasge is more
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important than the mobility of the netmarks.

Figure 4.3(b) shows how the normalized routing load variéh the netmark
density. The reason for an increase in overhead as the nwwhbhetmarks grows
is that more control packets are being generated in the metovarlay. When a
destination needs to be found, the LREQs are sent to differetmarks. More
netmarks means more LREQs.

In Figure 4.3(c) we can see that NORP can deliver packetg umirch less
control overhead than the other protocols. Here we alsolsgeadactive AODV
generate many control packets because of the large numibedes, but also be-
cause of the bursty nature of our traffic model.

Figure 4.3(d) illustrates how the delivery ratio varies diifferent protocols as
the rate of mobility increases. We can see that NORP susdaiasy high delivery
rate for all mobility speeds. Because of the large humbeidEs, the high traffic
load, proactive OLSR have trouble delivering packets duniobility.

4.5 Conclusions

In this chapter, a new routing scheme is proposed, Netmagkl@vRouting Pro-
tocol (NORP). NORP proactively maintains routessfmecial service providing
nodes in the network. These nodes are called netmarks. Shishieved through
an extensive neighbor protocol that creates a bidiredtianging tree with the root
attached to the netmark. In addition, NORP reactively $esréor nodes by query-
ing the different netmarks about the locatation of a detinanode. Data packets
are then routed using landmark routing towards the netmladest to the desti-
nation node. As the data packet comes closer to the destinaétmark, it will
eventually arrive at node within the routing tree of dedtores netmark, where it
will be routed to the destination.

When netmarks provide internet connectivity the protodsd grovide micro
mobility functionalities. Simulations show that NORP amtgs very high delivery
rates in dense networks and under high traffic loads. Iniaddit has been shown
that NORP performs excellent under mobile conditions argdsicalability proper-
ties. We have also evaluated how the performance is affedbet the number of
netmarks in the network is increased. To conclude, NORP éndce providing
routing protocol that scales well with the size of the networ
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Micro Mobility and Internet Access Performance in Ad hoc Networks
5.1 Introduction

Today, many laptops, PDAs, handhelds, and other portabigpuating devices
include wireless connectivity as a standard feature, ancerpeople are carry-
ing computers when they travel to access the Internet arytamywhere. More
and more of these devices now use the Internet Protocol dtfexter with IEEE
802.11 [1]. In addition, broadband wireless access netsvoalsed on IEEE 802.11
are emerging, and the existing wireless technologies axéngaowards an all IP
infrastructure.

However, a big problem with IP is that it was never designesufgport mobil-
ity management. One of the most widely known Mobility saas for IP networks
is the IP Mobility Support protocol, commonly referred toMsbile IP [2]. With
Mobile-IP, nodes are able to communicate independentieaf turrent point of
attachment to the Internet. Mobile-IP can handle both laceh and wide-area
movement in both wired and wireless networks. However, teatmdes must re-
port their change of access point to their home networks sé lhecation updates
incur a long latency of registration processes and causga &mount of control
overhead over the Internet. The concept of IP Mobility hasdfore been divided
into two main categories, Macro Mobility and Micro MobilitiMacro Mobility is
the management of IP nodes at a larger global scale. Oncecsembelrs a cellular
or wireless network domain the Mobility management is Idoahat network; the
node is allowed to move within the network and be controltazhlly by the micro
mobility management protocol while the mobility managetfesm a global scale
remains unchanged.

In ad hoc networks, an infrastructure is not needed for thievark to suc-
cessfully operate, but an ad hoc network can enable the ageearea of access
networks to be extended and deal with situations where iith®renot possible
or too expensive to deploy cell-based mobile network infeasures. Combining
Mobile-IP with ad hoc networking enables roaming betwedfedint ad-hoc net-
works while still being able to access the Internet. In thiapgter, a solution is
presented, and evaluated for TCP connections, that enaiiddemodes in an ad
hoc network to have internet connectivity. Here, ad hoc néte/are regarded as
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Micro Mobility

Access Network \

Fig. 5.1:The simulated scenario. A mobile multihop ad hoc networkosnected to an
access network that supports Mobile IP and micro mobilityddk in the wireless
network are communicating with correspondent hosts onrttegnet.

subnets of the Internet, that creates an integrated emagnhthat supports both
macro and micro IP mobility, see Figure 5.1.

The solution is based on Mobile IP, which enables the mactailityocapabil-
ities. From the mobile IP perspective, foreign agents serv@nges are no longer
limited to hosts within a single wireless hop; the use of Martets mobile hosts
immediately utilize available Internet services withoohcern about disconnec-
tion. This provide mobile nodes with the ability to form antter ad hoc networks,
while still being able to access the Internet. When sevasaélstations or access
points are available, the node is able to roam around in th®aaetwork, switch-
ing to new access points when needed. Micro mobility withie access network
domain is supported by HAWAII [3], as explained below.

5.2 Related Work

In [4] a solution is presented that interconnects ad hoc osdswvith infrastructure
networks. For micro mobility, the Cellular IPv6 [5] protdés utilized on the edge
of the Internet. AODV is used as the routing protocol withie ad hoc network.
Performance is measured mainly with regards to controltmad and delivery
ratio, when the mobility speed is varied.

In MIPMANET [6], the authors integrate AODV with Mobile IPHEir solution
utilizes IP tunneling for separating the ad hoc network fildimbile IP. Nodes in



5.3. Protocol Descriptions 83

the ad hoc network send their packets to a correspondentindte Internet by
encapsulating the packet into another IP packet, whichgsrasl to the Mobile IP
foreign agent. A Mobile IP care-of-address is used to pmwadpropriate routing
from the Internet to the mobile node.

In [7] a Mobile IP micro mobility architecture is presenteitwOLSR as the
routing protocol both in the ad hoc domain as well as the aacesvork. The work
focuses on integrating Mobile IP with OLSR in order to supgmmth micro and
macro mobility. This work was later implemented and expenitally evaluated
with UDP traffic in [8].

As far as we know, this is the first work that considers micrdility ad hoc
networks with respect to TCP traffic for different routingfwcols.

5.3 Protocol Descriptions

5.3.1 Mobile IP

Mobile IP is a proposed standard for location independeuting. It makes mobil-
ity transparent to applications and higher level prototikésTCP and UDP. Mobile
IP allows mobile nodes to have seamless access to the Intehnile roaming be-
tween different networks. In order to maintain existingigjort layer connections
while roaming, every mobile node is assigned a home addidseshome address
enables the mobile node to always be able to receive datdtasas on its home
network, i.e. the network to which its home address belongs.

When the mobile node is attached to a network other than rsehoetwork,
it uses a care of address. The care of address is an IP addtessrvthe foreign
network that the mobile node is visiting.

In Mobile IP, the basic mobility management procedure is posed of two
parts : the movement detection performed by the mobile nodetlze registra-
tion to the Home Agent (HA). The home agent is a dedicatederaut the mobile
node’s home network that forward packets through tunnelnthe foreign net-
work. This enable the mobile node to receive packets throluiglcare of address.

e Movement detection latency : this is the time required byntiodile node to
detect that it has changed its IPPOA.

e Registration latency : as the home agent can be located @mgvan the
Internet, this process can take a long time and sometimesjpessible to
complete. This is obviously, by far, the main expected phtthe total han-
dover latency.

In the case of a quickly moving mobile node which changePBOA rapidly,
the registration process will become totally inefficientofdover, this mechanism
produces a lot of control traffic inside the local domain acbss the Internet.
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5.3.2 Micro mobility and HAWAII

In order to minimize the movement latencies that occur whebil IP is used,
where the home agent is located far from a mobile nodes dulweation, and
the mobile is moving at a high speed frequently changingatatpf attachment,
a micro mobility protocol is used. Micro mobility protocoises a concept of
domains, which is an area consisting of several base sta{extess points) in
which they cooperate. When a mobile node first connects taveai it obtains
a care-of-address as in normal Mobile IP operation. This odaddress however,
remains valid for the whole duration of mobile node’s staylia same domain.
The mobile node will thus make only one home registratiogigteation with the
home agent) at the time it connects to the domain. The usersments inside the
domain are then managed by the micro mobility protocol.

HAWAII [3], Handoff-Aware Wireless Access Internet Inftascture, is a nat-
ural extension to Mobile IP to efficiently support micro-nild} in wireless net-
works. After the first connection of a mobile node to a domaid s home regis-
tration, the mobile node will perform local registrationr#yo A common approach
for allowing mobility to be transparent to correspondenstlas to divide the net-
work into hierarchies. HAWAII uses a similar strategy, ssgting the network
into a hierarchy of domains, loosely modeled on the autonmnsgstem hierarchy
used in the Internet. The gateway to each domain is calleddhein root router.
Each mobile node is assumed to have an IP address and to hameeadbmain to
which it belongs. While moving in its home domain, the mobitgles retains its IP
address. Packets destined to the mobile node reach therdomoarouter based on
the subnet address of the domain and are then forwarded peeiabdynamically
established paths to the mobile node.

When the mobile node moves into a foreign domain, HAWAII réve tradi-
tional Mobile IP mechanisms. If the foreign domain is alsedzhon HAWAII, the
mobile node is provided with a care-of address from the ¢prelomain. While
moving within the foreign domain, the mobile host retairssdéare-of address un-
changed, and connectivity is maintained using dynamicstablished paths.

A mobile host that first powers up and attaches to a domainssaridobile
IP registration request to the nearest base station (B%)b&ke station is some-
times also called the access router, as it also has routipgbddies in addition
to providing fixed network access. The BS is responsible fchanging Mobile
IP messages with the mobile host's home agent, in order isteeghe current
location of the mobile host. The base station also sendshagedtip message to
the domain root router, which is the gateway between theamwobility access
network and the Internet. This has the effect of establgslaimost specific route
for the mobile host in the domain root router. Each interratdiouter on the path
between the base station and the domain root router alsoaaftae/arding entry
for the mobile node, when forwarding the path setup messélges, the connec-
tivity from the domain root router to the mobile hosts corteddhrough it forms a
virtual tree overlay.
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The mobile node infrequently sends periodic registratemewal messages to
the base station to which it is currently attached in ordenaintain the registration
and the host based entries, failing which they will be renddwe the base station.
The base station and the intermediate routers, in turn,sspadodic aggregate
hop-by-hop refresh messages towards the domain root router

5.3.3 Other micro mobility protocols

Hierarchical Mobile IPis a natural extension to Mobile IP to efficiently support
micro-mobility. After the first connection of a MN to a domaind its home
registration with the address of the Gateway Foreign AgBR() as Care of
Address, CoA, the MN will perform Regional RegistrationgyorT his type
of registration is sent by the mobile node to the GFA each tirtlganges FA
(i.e. of IPPOA). The registration contains the new "locabACof the MN:
the address that can be used by the GFA to reach the MN whiggniains
connected to the same FA. The routing with Hierarchical N&ol® is then
very simple. A packet destined to the MN is first interceptgdhe HA and
tunneled to the GFA. Then, the GFA de-capsulate and re-siitrwards
the current local CoA of the MN.

Cellular IP aims to replace IP inside the wireless access network. AutaellP
domain is composed of Mobile Agents (MA) and one of them asis gate-
way towards the Internet and as a Mobile IP FA for macro-nitybiEach
MA maintains a routing cache that contains the next hop @ goMN (one
entry per mobile) and the next hop to join the gateway. Thaa the MA
to forward packets from the gateway to the MN or from the MNh®e ¢ate-
way. The routes are established and basically maintainedeblyop-by-hop
transmission of two special control packets, beacon ania ngqpdate. Upon
receiving one of these packets the stations are triggereddate their rout-
ing cache.

The solution presented in this chapter is based upon HAWARBhould be
pointed out that the focus of this chapter is on the multi hopeas portion of
the ad hoc network. Basically, the results presented hereldtalso be valid if
Hierarchical Mobile IP or Cellular IP are used in the accestsvork, as the specific
operation within the access network is not the most impogarformance factor.
If, in the future, it is determined that it would be of interésevaluate and compare
the performance of ad hoc access networks with other mictalitygprotocols, it
should be fairly easy to extend this study.

5.4 Mobile Ad hoc Internet Access Solution

In this solution base stations, which are also acting as HangeForeign agents
advertise their services by periodically sendidgent Advertisemennessages.
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These messages are broadcasted to the wireless ad hoc kgesndrtheir dis-
semination are limited by th@me To Livg(TTL), set to an appropriate value that
depends on the size of the network. Alternatively, the neohidde may broad-
cast anAgent Solicitatiormessage, requesting mobile IP services. This is typically
done by mobile nodes that are located outside of the baserstdiroadcast radius,
the radius created by the specfied TTL value. When a baserstateive a\gent
Solicitation it update itsnetwork sizevariable to enable thAgent Advertisements
to propagate further and to also cover the new mobile node.

When a currently unregistered mobile node receives an aserent, it uni-
casts dregistration Request the advertising agent, the Base Station (BS). The BS
answer this message by sendingegistration Replylf this is the first registration
sent by the mobile node inside this domain, HAWAII, the migrobility protocol,
sends path setup power-up messages in order to establigtirgrpath within the
domain hierarchy toward the mobile node. The mobile node al@e attains its
care of address which is then registered with the home adeheanobile node.
Note that the mobile node will retain this care of addressughout its stay in the
current domain.

Packets between the home agent and the mobile node are toutad the
wireless network based on the network id part of the care dfess$. Thelomain
root router of the HAWAII domain is the root of the access network. It iscl
the gateway router between the local domain and the Inteamek to which the
network id belongs. As the mobile node moves within the adrdedwork, from
base station to base station, it will continue to be accksfitm the Internet; only
the local path within the lower hierarchy of the domain wil bpdated.

5.4.1 Internet host determination

When an on-demand routing protocol, such as AODV is usedinvdh ad hoc
network, a node cannot expect to have routes to all hosthabbe within the
network. This is because routes are only set up when theyemdend. The fact
that we do not have a host route to a host does not necessady that it is not
reachable within the ad hoc network. Thus, the route diggovechanism of the
routing protocol has to search for the destination withadl hoc networkpefore
it can decide whether the destination node is located in¢h&ork or not. Because
the route discovery process of AODV repeatedly searchdbéatestination within
an increasing radius, the time it takes for AODV to deternilva the destination
is unreachable is quite significant. This problem has beleddn our solution by
letting the base stations send proxy route replies.

When a base station receives a route request from one ofjisdered nodes, it
searches its registration list, (also called visitor ligthin the Mobile IP terminol-
ogy), for a match with the requested destination. If a magébund, a normal route
reply is generated. If a match is not found, a special proxyeroeply indicated by
an 'l flag is generated. This proxy route reply will also ddish a route path be-
tween the requesting node and the requested destinatimnthirefore important
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that the base station receiving the request also checkhbattjuesting node is
registered. If this is not done, and another base statianttieaone the requesting
mobile node is currently registered with answer the requestisymmetric route
will appear. An asymmetric route will, among other thingmader transport layer
enhancements such as Snoop [9] useless.

Another thing that needs consideration when using proxierceplies is what
sequence number to use in the reply. In a normal route regbstnation indicates
its own sequence number in the reply. If the node proceshimgaquest is not the
destination, it specifies its last known sequence numbédre@éstination. In our
case however, the base station processing the request #nawthe destination
sequence number, because the destination is located intdradt. If an unknown
sequence number is used as is normally done in route reqitestt be hard to
keep the routes fresh. In this solution, proxy route replgsthe sequence number
indicated in the request, plus one. The replying base statien remembers the
sequence number used, and any subsequent replies for gtisaden will now
indicate this number plus one, or if the sequence numbereimatuest is higher,
this number plus one. The 'I’ flag still indicates that it islaternet route, and that
a normal direct route should be preferred.

5.4.1.1 OLSR operation

If a proactive protocol such as OLSR is used for routing indkdehoc network,
things are a lot easier. If a node does not have a routing &atitg for a specific
destination, the destination is normally not located iasite network. When a mo-
bile node wishing to transmit a packet fails looking up a ithesion in the routing
table, it tunnels the packet to the base station to whichdtiigently registered.

A base station receiving a tunneled, IP within IP encapsdlgiacket, untun-
nels the packet and forward the packet using normal IP rgutiachanisms.

A note to consider when configuring an OLSR base station is1sore that
no routes from any wired interfaces are announced in the QfRte messages
being transmitted on the wireless interface.

5.4.2 Handover

As a mobile node moves inside the ad hoc network it will evaliyucome into
communication range of new and closer base stations. Thdenadie may also
move out of the communication range of its current baseostaiihe question then
arises when it is time to switch to a new base station and perém handover.
Since the mobile node is moving inside a multi hop networkawral criteria
for performing a handover would be to perform a handover as ss the mobile
node learns of a closer base station. This might be a goagtiaribut it do have
a few drawbacks. When the mobile node learns of an other basenswith the
same distance as the one it is currently registered withillicantinue to use its
current one. It will continue to use its current base statiatil the registration
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times out, or the route toward the base station breaks. Hdtiese cases are bad
from a performance perspective, and will lead to througldegtradation and in the
absolutely worst case, loss of its active connections. Ailaatode will therefore
perform handover as soon as it learns of a new base statibis thaser or as close
as the one it is currently registered with. In order to aveigistration oscillation,
the node remembers its previous base station and only pegarew handover to
the previous base station if: 1) the distance becomes Idva@rthe distance to the
current base station 2) the registration with the curreselstation times out 3) the
route towards the current base station times out.

When a mobile node determine that a handover needs to bermpedo the
handover procedure is initiated. This is done by sendifRegistration Request
to the new base BS that includes information about the pusv®S. When the
new BS receives this message it replies by sendiRggstration Replas normal.
The HAWAII micro mobility protocol at the new BS now also senglath update
messages to the local micro mobility domain and a handovi#raation is sent to
the old BS. The old BS thus removes the mobile node from itistregion list and
updates its routing table accordingly.

The decision to perform handover is always made upon infoomaeceived
in Agent Advertisement§Vhen the handover is initiated, and tRegistration Re-
questis sent, the mobile node updates Rending Registratiorilag. When this
flag is set, the mobile node can not send &wgistration RequestsThis is be-
cause during the time interval when the registration is pendt is possible for
the requesting node to receive n&gent Advertisementsom other base stations
or other neighboring nodes forwarding the same advertiseni&ePending Reg-
istration therefore have the dual purpose of preventing unnecessgistnations,
but also to prevent the mobile node from registering to twiteént base stations
within the request reply time interval. WherRaegistration Replys received, the
handover procedure is considered completed and the maidle mow updates its
registration information about its current base statioayijpus base station, regis-
tration lifetime, distance to the new base station and iegdRending Registration
flag to false.

When theRegistration Requess first sent, a timer is also started that will
check whether a reply was successfully received. If a repfyriot been received
when the timer expires, the mobile node may either send aRw®gistration Re-
questor decide that the base station is unreachable and wait fewaadvertise-
ment.

If a proactive routing protocol such as OLSR is used, a hasdoan only
be performed if the mobile node have a valid routing tableyetawards the new
base station. Becauggent Advertisementsre broadcasted, not unicasted, it is
possible for a mobile node to receive information about alstation before a
route has been completely setup. In order to avoid settingesssary timers and
Pending Registratiorflags, the mobile node checks whether a valid route to the
base station existbeforesending &Registration Request

Once the handover and registration procedure has beersstdbecompleted,
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the mobile node is reachable from the internet through thestration in the new

base station. If a reactive protocol such as AODV is used aatiye routes within

the ad hoc network toward Internet hosts will still point tods the old base sta-
tion. AODV therefore generate new route requests as destabove. In order
to prevent intermediate nodes between the mobile node a&ndabe station from
replying to the request, the 'D’ flag of the AODV route requesssage is speci-
fied. The 'D’ flag specifies that only the destination node neplyr to the request,

assuring that the message will propagate all the way to twebase station so that
a new route reply and route can be established.

5.5 Distance Update Procedures

An important metric in the handover determination procedsrthe distance in
hops between the mobile node and its current base statiame $onsiderations
have to be taken as to when and how this distance is determ#eabbile node
have the capability of determining the number of hopg&\gant Advertisemetias
traversed when it is received by looking at a néistancefield. This field is cur-
rently taken from the reserved bits of the MobileN@bility Agent Advertisement
Extensiorheader.

A naive method of determining the distance to a base statirdibe to simply
look at the distance field and update the mobile nodes ragi@trinformation with
this value. But as a mobile node can receéhgent Advertisemenfsom many dif-
ferent neighbors reporting different distances, this waduse the distance value
to oscillate, and would not reflect the shortest path avilabhis could also lead
to handover oscillations, because the mobile node mayrdeterthat some other
base station is closer and perform handover to it, and latagive another adver-
tisement causing it to switch back to the original basetdbecause that is now
again the closest.

When a mobile node receive an advertisement about is cunesd station,
it updates the its distance information only if any of thddwaling conditions are
valid:

e the advertisement was received from the next hop neighbdnemoute to-
ward the mobile nodes current base station

e the advertisement was received from the current basers@tio
e the advertised distance is closar
e the route towards the current base station is braken

e the route towards the current base station broke down wiki@iast adver-
tisment period

If the advertised distance is closer and AODV is used as theng protocol,
the mobile node checks if the advertisement message receias from its next
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hop neighbor toward the base station. If the check fails,va moeite request is
issued for the base station, and for any active destinatifemsnobile node might
be communicating with on the Internet. This is because aihathe received
advertisement indicates a better route toward the basersttite new route toward
the base station might not yet be updated. If this procedurei followed the
mobile node might continue using the older and longer routéhe bidirectional
route might be become asymmetric. If a proactive protocohss OLSR is used,
routes are updated periodically and the new route shouldiw®fautomatically.

5.5.1 Link Breaks

When a link break is detected by the routing protocol, a chegerformed that
determine whether this was the link the mobile node was otlyre@ising to reach
the base station. If it was, the mobile node will take thi® iatcount when the
next Agent Advertisemeris received. If the routing protocol hasn't reestablished
the route, and the advertisement received indicates a ngsvdtation, a handover
will be performed. If the route has successfully be reesthbt, the distance in-
formation is updated.

5.6 Performance Simulations

This paper aims to investigate the performance of micro litplohovement in a
hybrid ad hoc network as described above.

The presented solution have been evaluated in two populapriesimulators,
NS-2 [10], and GloMoSim [11].

Glomosim is a discrete-event, detailed simulator for veisslnetwork systems.
It is based on the C-based parallel simulation language BAR$2]. In our glo-
mosim experiments, the MAC layer is implemented using tHaudecharacteris-
tics of the distributed coordination function (DCF) of IEBB2.11b [1] with a data
rate of 11Mbps. The data transmission range is approxisna&dm.

The NS-2 simulator is a discrete event simulator widely usdde networking
research community. It was developed at the University dif@aia at Berkeley
and extended at Carnegie Mellon University to simulate l#® networks. These
extensions provide a detailed model of the physical and laykr behavior of a
wireless network and allow arbitrary movement of nodesiwithe network. In our
NS-2 experiments, the MAC layer is implemented using thawéetharacteristics
of the distributed coordination function (DCF) of IEEE 802.[1]. The data rate
for the simulations is 2 Mbits/sec.

The simulations conducted aim to analyze the performandeCéf flows dur-
ing internet connectivity and during handover. The curtetdrnet host implemen-
tations contain a variety of TCP flavours. In order to ingestie the differences and
effect on micro mobility between these, various TCP versibave been selected
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Fig. 5.2: TCP throughput in kbps for different mobility speeds

and analyzed. These are TAHOE, NEWRENO, VEGAS and ATCP [IBg im-
pact of mobility and ad hoc routing protocols and the refati®tween the two
during handover have a big impact on the performance. Isis &b that the differ-
ent versions of TCP behave differently in this mobile enwiment.

5.6.1 NS-2 simulations

The NS-2 simulated scenario mainly consist of two parts,caess network con-
sisting of base stations connected by wired links, and ale@gisead hoc network,
see Figure 5.1. The access network is also the micro modiityain and consists
of 4 base stations connected in a three-level network Itleyaof in total 6 routers,
excluding the base stations. Connected to the top domaiarrimua correspondent
wired host that will be communicating with nodes in the waessd ad hoc network.
Figure 5.2 shows the throughput of a TCP Vegas connectiomeaet the cor-
respondent host in the wired domain and a mobile node in ti®adetwork. The
mobile node moves in parallel with the base stations atréiffemobility speeds,
and as it learns of new and closer base stations, perforntobers. The hop dis-
tance between the mobile node and its associated basenstaties between two
and three, depending on the connectivity of the network. lidpedistance is never
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shorter than two, because the distance between mobile modta@ base station is
such that, at least one intermediate node is needed for ctivitye The periodicity
of base station advertisements is 1 second.

In Figure 5.2(a) we see the throughput when the node is matiag m/s. The
node is able to sustain a fairly high throughput, but it dri@ps short duration dur-
ing handovers. One reason for this can be found in the waylenobides decides
when it is time to perform a handover. When a node learns ofnaarel closer
BS, it switches to it. The mobile node also switches to a nevif B registration
of the old one timed out, and there is a certain latency bedonew connection
can be established. Another reason is that the next hop diwkrts the BS in
the ad hoc network breaks, and the route repair mechanisnO8M\As invoked.
This is typically detected through a packet drop. If it wae tiext hop towards the
base station that was broken, a check is performed to seeaifidoler is needed.
The link break and packet drop in combination with TCP’s vawdehaviour may
cause the throughput to momentarily drop to a lower levejukg 5.2(b), 5.2(c)
and 5.2(d) shows the same scenario for speeds at 30 ,40 antsF@spectively.
We can see here that as the mobility speed increases, th&aljpently becomes
wider and deeper. At 50 m/s it takes about 1 second for thesmiom to regain its
throughput, but only for a short time before a new handoverdalace. It should
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be noted that 50 m/s is a very high speed, it corresponds tarh@®or 112 mph.

The fact that the wireless environment itself is unrelidides a big impact on
the performance. This can be observed in Figure 5.3, thestifites a static sce-
nario between the mobile node and the correspondent hostdiStance between
the mobile node and its base station is 5 wireless hops. Abeaeen from the
figures the throughput is fairly poor, and is significantlyér than the ones seen
in Figure 5.2, even though those figures refer to a mobilea@®n One of the
reasons for this is the exposed node problem [14], whichl80&oesn’'t address.
This problem basically means that a node is prevented franmsinitting when it
is either: within the range of a sender but not the receivewithin the range of
the receiver but not the sender. Another factor is that tmeskes operate under
half duplex, where a node has to wait for it own packet to bestratted by the
next hop, before it can transmit the next packet in sequehve result here is that
the throughput is lowered for each additional hop, see helanother problem
is the window behaviour of TCP. The different figures in Feg&:3 all show the
behaviour of TCP Tahoe, a fairly aggressive flavour of TCPeWmhahoe is used
with a large maximum window size, TCP will start transmigtipackets with an
exponential increase in the window size for each receivekd@eledgement. This
means that the sender transmitts packets in fast ordeingacalisions and inter-
ference to intermediate wireless nodes, with the resultackets being dropped.
TCP will therefore timeout, the window lowered and the pasketransmitted,
again in fast order. The same thing will happen again, cgusia throughput to
oscillate, as seen in Figure 5.3(c).

We can also see a distinct difference in performance betteetiownload and
upload scenario in Figure 5.3(a) vs 5.3(c). The is becauseaework is hetero-
geneous, and the wired sender has a different sending loeindkian the wireless
one. The wired sender will rapidly start sending packets,vtired link have a
higher bandwidth, and when they reach the base stationrimgffevill take place.
Because of the lower bandwidth and the unreliable naturbeoiireless channel,
packets will be dropped. This can observed in Figure 5.4(@) show TCP seg-
ment numbers and acks. The throughput of this scenario isrtbeseen in Figure
5.3(a). Because of the lower bandwidth at the wireless sandée upload sce-
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nario, the same amount of packet drops doesn’t take plaedghsecorresponding
throughput in Figure 5.3(c).

A way to cope with this problem, and to make the transmissimtess less
aggressive, is to lower the maximum congestion window si#éhen the win-
dows size is lowered from 32 to 4 segments, the differenogdmt the upload and
download throughput disappears, see fig 5.3(b) and 5.3(d).

Yet another factor that impact the performance is the sizbepackets. Fig-
ure 5.4(c) show the increase of the segments number for alidWiCP Reno
connection. The fastest segments number increase in thi® fig those with a
packet size of 512 bytes. The slowest increase is achieven e packet size
is 1460 bytes. The reason for this is quite simple; the lotigertransmission of
packet takes on the wireless channel, the higher the piidgdbr interference to
cause an unsuccessful reception.

Throughput (kbps) Upload | Download
Vegas 20m/s 429.3 391.4
Vegas 30m/s 424.0 386.0
Tahoe 20m/s 442.0 382.8
Tahoe 30m/s 439.8 374.8
Reno 20m/s 423.5 370.1
Reno 30m/s 421.9 346.6

Tab. 5.1:Mean Throughput for various TCP flavors during upload andrdoad

Table 5.1 shows the corresponding throughput for variousifteduring upload
and download. We can see here that Tahoe achieves the hilgitegihput during
upload for both 20 and 30 m/s mobility. This is because Talkoesses the wireless
channel more aggressively than Vegas, as was explained.aldldowever, this
aggressiveness is less advantageous in the download case Wdgas achieves
the highest throughput. It should be noted that no congetiche normal sense
occur in this scenario, which is the reason why Reno perfoorsathan Tahoe.

Another issue with TCP flows in ad hoc networks is unfairnddss can ob-
served in Figure 5.5. Here we can see that the ongoing TCPIldad/connection
is completely shut down by a short lived local connection. éWithe local flow
terminates, the previous connection can be resumed, butuoil another local
flow starts. The reason for this is a complicated interactietween the 802.11
MAC layer and TCP that forces the MAC layer into exponentiathoff. This is
a problem that has been discussed before [15], but for TCB,Rerthis situation
is still somewhat different. In our case, the old flow intetgrthe increased con-
tention as congestion and lowers the congestion windowghwanables the new
flow to more easily grab the channel. When a 802.11 flow faitgad the channel,
it is left in exponential backoff. The Internet TCP flow inglexample has a higher
delay, which translates into a higher bandwidth delay pcaduhich basically will
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Fig. 5.5:TCP Unfairness during a static download scenario with a @img local flow
inside the ad hoc network. TCP Vegas.

translate into a larger congestion window. While Vegas isexeensitive and can
proact to congestion, it still operates with a slow startcpaure similar to that
of Tahoe/Reno. This enables our local flow to initially pustider and grab the
channel, more often leaving the other flow in exponentiakb#c A similar thing
also happens with Reno and Tahoe flows, except that the domgesndow will
always increase for every acknowledgement. This problesrbean addressed in
[15], where an extra delay is scheduled before a packet édivthe MAC layer.
The solution operates on principles similar to those usdtaenvegas congestion
detection algorithm. The duration of extra the delay isdal®ed by observing the
difference between the queue output rate, and the idealibrgfe based upon the
physical layer transmission rate, if no contention is edgered. The higher this
difference is, the higher the delay. This enables loweruphput flows to more
easily grab the channel, and be less likely to become stuekponential back-
off. This proves to be very effective and fairness is greatiproved. As that
work was conducted upon the observation of TCP NewReno fliwesjuestion is
how effective this solution is for TCP Vegas. Will the Vegamsgestion detection
mechanism and the MAC delay mechanism work in combinatiath the expo-
nential backoff? Another question is how the delay shoulddieulated when the
data transmission rate is dynamically adjusted. This tsalefuture but interesting
work.

During the course of our investigation, we also observed ttiea throughput
and delay clearly depends on the distance between a mohike avtd its corre-
sponding base station. As the number of hops increasedrieghput decreases
while the delay increases, see Figure 5.6. We can see heéteehtaroughput dur-
ing upload is around 475 kbps when the distance is 2 hops,ytavound 150
kbps for 10 hops. The decrease is faster in the beginningesrdsto be exponen-
tially declining. The main reason for this is probably th@pesed node problem,
and that nodes are prevented from transmitting becausexiéanext hop node is
transmitting. The upload throughput is also always highantduring download,
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Fig. 5.6:TCP throughput and delay for different gateway distanaashfe static scenario

as has been discussed above. The increase in delay seemanwoselinear with
the number of hops, at least during upload. For 2 hops, theydelaround 25ms,
but for 10 hops it has been doubled to around 50-60ms. As edditicmal hop
introduces additional processing time, this makes pegeise.

5.6.2 Glomosim simulations

The glomosim simulated scenario mainly consist of two pamsaccess network
consisting of base stations connected by wired links, andrelegs ad hoc net-
work. The access network is also the micro mobility domaith @nsists of 6 base
stations, 300 meters apart connected in a three-level netvi@rarchy with in total
10 wired routers. Connected to the top domain router is @spondent wired host
with an emulated long delay WAN link, that will be communiogt with nodes in
the wireless ad hoc network. The number of wireless noddseiad hoc network
is 30.

The first set of simulations show the performance of FTP downas at differ-
ent mobility speeds and for different TCP flavours, see dur. In this scenario
a mobile node is moving along a straight line, such as freewapme other open
road, in parallel with base stations. The mobile node fratju@erforms handover
while the TCP connection is maintained active. The distdeteseen the mobile
node and the base station is minimum 2 hops, but depend omdkerpp network
topology and radio conditions. AODV and OLSR is used for irgin the ad hoc
network. Figure 5.7(a) show the FTP throughput for AODV aigliFe 5.7(b) show
the throughput for OLSR. As can be expected, the throughpoemlly becomes
lower with increasing mobility. The highest throughput cheeved by ATCP for
both AODV and OLSR at speeds around 5-10 m/s. The differeeteden the
various TCP flavours is small but TCP Vegas always achivesothiest through-
put. The reason for this is that Vegas is very good at perfognecongestion con-
trol, but the main factor affecting TCPs performance is altydink breaks. That
link breaks is the main TCP performance bottleneck can berebd by studying
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the difference between AODV and OLSR in Figure 5.7(a) andb}.7The TCP
throughput is declining faster for OLSR than for AODV. Thasen for this is that,
when a route breaks, AODV will try to repair it, while OLSR Whlave to wait for
a new route to be established. It is also illustrated by thetfeat ATCPs ability to
freeze the transmission window and go into persist moderddesve much of an
effect, because link breaks have a greater impact on peafurenthan actual packet
loss. Although the throughput is declining faster for OLSEwincreased mobil-
ity, OLSR produces a higher throughput than AODV for lowerhility speeds.
For very high mobility speeds AODV performs better.

Figure 5.7(c) and 5.7(d) show the delay for the same set aflations. We
can see here that ATCP always have the highest delay, whieVie&gas have the
lowest. An interesting observation here is that the deawljrtrend of the delay
figures of OLSR look very similar to those of the throughput @_SR. OLSR
therefore seems to deliver more packets on slower routekddrigher speeds, and
less packets on faster router for slower speeds, but theghput is still becom-
ing lower as more link breaks occur. Less packets being efeli translates into
packets being delivered faster. The delay for AODV on theoltand, seems to be
more or less independent upon the mobility. The route rdpature of AODV is
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effective enough and manages to quickly repair a route tlestikds. However, for
ATCP, Tahoe and NewReno, the delay is always higher for AOan tfor OLSR.

We can therefore make the following conclusion as to theaghof the routing
protocol. If the mobility is low, OLSR is to be preferred asaithieves a higher
throughput and lower delay for most of the TCP flavours. Fghér mobility
speeds, AODV would be the better choice. There is an externsi®@LSR called
Fast-OLSR [16] that dynamically tunes thello frequency to the perceived mo-
bility rate. With this extension in place, OLSR might a cleaiso for the higher
mobility rates. This could be evaluated in future studiesnil@rily AODV may
use proactive link management strategies by monitoringsitp@al strength to ac-
tive next hop neighbors, in order to repair the route befoedink breaks.
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Fig. 5.8: TCP throughput of two competing FTP connections

TCP Vegas capability of producing connections with lowdageeeds a few
comments. The first is that although TCP Vegas produces ctiane with lower
throughput, it is better suited for delay sensitive appicses. The second is that
the smoother throughput and lower delay of Vegas suffer akiregdvof unfairness,
see Figure 5.8. This unfairness is different than the uméss described above in
section 5.6.1. Here, the unfairness is caused by diffeseimcthe flavour of TCP.
The figure show the throughput of two competing FTP connestior different
Tahoe Vegas combinations. It simulates what happens whewacancurrent
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FTP download connection starts at a neighboring node 5 dscafter the first
one. The ideal bandwidth delay product of the two flows arestimme. When
Tahoe is used together with Tahoe, or Vegas together witld/aghey are able to
share the available capacity fairly well, with the origicainnection receiving the
higher throughput. However, when a new Tahoe connecticiaiitesl after a Vegas
connection, see Figure 5.8(c), Tahoe lowers the througtifibe Vegas connection
down to a much lower value. The reason for this is the lowesydahd smoother
congestion window behaviour achieved by Vegas. The resthiat Vegas will have
a lower transmission window with lowered throughput. Whew tonnections
such as FTP are competing and trying to transmit packetssasagapossible a
few issues arise at the MAC layer. For example, contentisrafbusy channel
causes the contending node to exponentially backoff, egii well known unfair
behaviours. The increased delay caused by the conteniitelipreted by Vegas as
congestion. What is interesting in this special scenasithat (data) packet drops
didn't actually occur at either the wireless medium nor i ahthe buffers. The
unfair behaviour is a result purely from the different detdaracteristics causing
TCP Vegas to lower its transmission window. Further simaoitest conducted show
that by using smaller buffers, and thus force congestionctmig actually lowers
the unfairness and increases the throughput of TCP Vegagpdiahoes reaction
to the congestion. This is something that should be studiee im future work.

5.7 Conclusion

This chapter have presented a solution that provide Inteomectivity and micro
mobility to ad hoc networks. The solution relies on the AODMGLSR routing
protocols for establishing multihop paths between a matdlde and a base sta-
tion. For micro mobility, the solution is based on HAWAII, armdain based micro
mobility scheme.

The transport layer performance of the proposed solutienbezn evaluated
using simulations. The simulations indicate that a faiilghhthroughput can be
achieved, even during very high mobility speeds. HoweVer,aharacteristics of
the wireless environment itself, as well as inefficienciethe 802.11 MAC layer
protocol, lowers the performance when the number of hope#@ses. By using a
less aggressive version of TCP such as Vegas, or loweringhgxémum window
size, the throughput can be somewhat increased.

TCP Vegas produces connections with lower delays due baitls &bility to
avoid congestion and overflow as well as it being more resilie random packet
loss.

Simulations also show that the main factor of concern tohheughput of TCP
connections are link breaks, rather than flavour and windetatiour.

If the mobility is low, OLSR is to be the preferred routing fwool as it achieves
a higher throughput and lower delay for most of the TCP flasoufor higher
mobility speeds, AODV would be the better choice.
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The unfairness problem needs to be considered when mult@k flows are
to be supported.

Different aspects and considerations have been discusatdave importance
when trying to implement a micro mobility ad hoc network. §hiclude criterias
for determining when handover to a new base station needs petiormed, and
how these criteria should be maintained and updated.
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6. CHAPTER VI

Diversity forwarding in Ad hoc and Mesh Networks
6.1 Introduction

In wireless networks, Medium access control (MAC) proteatécide what device
should be allowed access to the physical medium, at a gives tin a wireless
environment, if two nodes transmit at the same time, theyaailise interference
which may result in loss of data. A common solution to thishbem is to only
allow a single node to transmit at the same time, thus ermbliccessful transmis-
sions and preventing collisions from occurring. The mogiybar wireless MAC
layer protocol used today is the IEEE 802.11 DCF [1] [2] tlsabéing used in al-
most in every laptop computer as a wireless LAN technoloB{H 802.11 can be
used in both infrastructure mode to gain access to the leiieon in ad hoc mode
for easy communication between peer nodes without the reeeahfaccess point.

Recently there has been work that considers the curremiergace situation
when setting up access to the wireless medium [3].If we krieeacurrent interfer-
ence situation at our intended destination, we can make mtaiégent decisions
on whether we should transmit or not. If we also know the gaipath loss be-
tween the transmitter and the receiver it will be possiblpegdorm power control;
we could set the power level to a value such that a certain §Bighal to Inter-
ference and Noise Ratio) threshold is achieved. What woelleMen better is if we
could coordinate the different transmitters and their poereels. If they transmit
at the same time and at the appropriate power level, thraugigquld be improved
and interference can be controlled.

Another popular research topic is that of multi path routitffgve setup mul-
tiple paths between a source and a destination, it is easyitohsto a new path
if the old path breaks. This will also enable the possibiliy load balancing be-
tween different routes, and to distribute the load in thevoet. A special type of
multi path routing is non-disjoint multi path routing. Inishtype of routing, every
source and intermediate node on the path towards the distifeas one or more
next hop candidate nodes. This is in contrast to node-disjoutes where a source
has multiple paths to a destination, but no paths share aigsndn the same way,
link-disjoint routes don’t share any links. By having a ndisjoint routing scheme
we can let each forwarding node make a forwarding decisisedban the best cur-
rent channel conditions. If the signal strength on a linkrie aext hop neighbor is
in a current bad state due to fading, it may be possible tos#aaother next hop,
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that is currently in a better fading situation. The diffaraext hops are therefore
queried before a decision is made about which next hop tosghobhis is called
diversity forwarding.

6.2 related work

To my knowledge, the first work about diversity forwardingttie Selection Di-

versity Forwarding (SDF) scheme, presented in [4]. Herederiimst multicasts a
data packet to a set of candidate nodes, and then the fongadécision is made
based upon responses from the candidates. A similar andfsaverse idea was
later developed in [5] [6], where a small probe, or RTS padkethulticasted to

a set of receivers, and the candidate that responds firsb&enhas the next hop.
Similary, [7] [8] first transmits a probe, but they wait fall receivers to respond,
before choosing the candidate with the best current radiditions.

When a diversity protocol queries the set of candidatesaif lmarn from the
probe messages not only which of the candidates that arlalaleqibut also the
Channel State Informatio(CSI). This information can enable the transmitter to
determine which of the available date rates that will be baged for the current
channel radio conditions. In [9] a rate adaptive MAC protocalled Reveiver-
Based AutoRate (RBAR) is presented that changes the maxulstheme and
thus the data rate based upon the current radio conditiomsan lother aspect,
[2] presents a MAC protocol that performs power control tia&es into both the
current radio conditions, and the location of neighboriogles in order to allow
parallel transmissions.

6.3 On Demand Multpath Link State routing

In this chapter, we present a cross layer solution where tA€ Mrotocol can
perform power and interference control by querying a nurobpossible candidate
terminals. Each candidate is a possible next hop forwamfesrd the destination,
as determined by the upper layer routing protocol.

For this scheme to work successfully we need a routing pobtbat can setup
multiple non-disjoint paths to destinations. The routimgtpcol should also be
able to provide the MAC layer with information about possibbndidates.

We are using a hybrid on demand scheme that consists of tv& plae route
setuppart and the routealculationpart. The route calculation part consists of cal-
culating the cost toward different destinations using k $itate database. The link
state database can be created either by listening on otadsyn@ata transmissions
and overhearing or forwarding routing messages. It cogd la¢ created in a more
proactive way as is in OLSR [10] or Fisheye State Routing.[11]

While multiple non-disjoint routes can be calculated usimglink state database,
this calculation can not ensure that loops will not exist whackets are transmit-
ted and forwarded by intermediate nodes. When a packeeargivan intermediate
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node, where multiple next hop candidates exist, the foriugrdode can not be
sure that this packet has not already passed through one oétididate nodes.

One way to avoid this is by using greedy forwarding, where ekegis only
forwarded to a candidate whose distance to the destinagitess than the mini-
mum distance from the current node. A problem with this agpiovhen diversity
forwarding is applied, is that the minimum distance on therisiime scale is not
the same as the distance on the long time scale. The long tiate is the dis-
tance information available from the link state databades Short time scale is the
information learned through the querying of the differeahdidates. When both
time scales are taken into consideration, the result mighit the candidate with
the shortest distance, has a long term distance higher hieacutrent nodes mini-
mum long term distance. This is especially true if bufferugisize and contention
information are taken into consideration when calculatimgshort term distance.
The result is that the shortest path for this packet mightdrg different than the
average shortest path. This means that loops can be createfbavarding node
has no knowledge of the previous path. This problem can afseobe solved by
only querying candidates with a lower long term distance.

Another way of solving this problem is to use source routiHgwever, since
source routing is performed at the source node based ormatan included in
the link state database (or in the routing cache), which tsupdated frequently
enough to include the channel state information, sourcengean never be chan-
nel dependent. Yet another solution to the loop problem @ to include a
record route option, where each hop is recorded. Each ietdiate node can then
make sure the packet is not forwarded to the same node twice.

In our solution, we use an on demand route setup phase tlaedomp free
routing table entries. Loop freedom is ensured during thapsphase while still
enabling diversity forwarding. When a node is about the seipécket to some
destination, it first searches its routing table. If an ermay not be found, the
node searches the link state database to see whether itlcafatone or more
paths to the destination. If it can’t do this either, it iss@Route RequesRREQ,
message. This enables the protocol to fall back and behave@snal on demand
routing protocol such as AODV [12], but where each rebroatileg node also adds
the previous link to the RREQ packet. Each forwarding nod#satlis previous
link information, plus any link information it finds includein the RREQ packet.
This information will thus update the link state databaseanh of the forwarding
nodes.

If the node do find a path in the link state database, it ursRbute Enforce
RENF message to each of its neighbors that it determinesecagda as a next hop
forwarding node towards the final destination. Each of tireessages include the
link state information of each forward hop as perceived leysnding node. Each
node that receives this RENF message creates a forward akd/dra routing
table entry, between the source and the destination. The tiaoh forwards the
message along the path toward the destination as specifibé RENF. Similar
to the source node, each forwarding node also consult itsliokrstate database
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Fig. 6.1:Reuse of routes. A has a loop-free redundant route to déstina. If C were to
reuse this route, it can not use B as next hop.

,creates and then sends a new RENF message to each of its iglthare that it
determines can be used for reaching the destination. Natedch RENF message
associated between a source and destination setup can @ribyvilarded once.
Any subsequent RENF messages from the same source destisetup phase are
dropped. This prevents loops and enables each intermeadideto have unique
but multiple routing table entries toward a destination.

Each entry in the routing table maps the source of the routieetdlestination,
and possibly a multiple number of next hops. This differgrfra normal routing
table, which only routes according to the destination amduthh a specified next
hop. The source address of the route is needed in order tdifyithje loop freedom
criteria, as the originating source node has reserved pleiltbutes towards the
destination. While it may be possible to create routingdaditries that are loop
free without using the source address, which can later beedehy other nodes,
this will create less multiple paths. This is because wherrdlute is being setup,
the path doesn't allow a packet to visit a previous node agains means that
any intermediate node that wishes to reuse the route al$metibe able to visit
these nodes, thereby limiting the number of multiple pathsexample of this is
shown in figure 6.1(a). Here, A has a redundant route to E,evhede B can use
diversity forwarding to either C or E. If C were to reuse tcsthoute to E, it can
only use D as a next hop. By setting up its own route to E, C camdial packets
to either B or D.

This is also in contrast to normal shortest single path nguschemes where the
shortestpath is the most important objective. Here, we wish to creadeindant
routes that can be used in case the link of the shortest ngxgbes into a bad
fading phase. Another important selection criteria besitie shortest path, is the
state of the linkafter the next hop. If for example the buffer of one next hop
candidate is queued up by three packets, choosing anotkehow that is 1 hop
further away can still be a good choice if its buffer is empty.

Since this is an on demand routing protocol, routing tablkeienwill time
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out if they are not being used. Because multiple redundariesoare used, this
protocol is not so sensitive to "link breaks” as normal singath protocols. Also,
since the MAC protocol performs power control, link breakl @anly occur when
the link destination is no longer reachable. Also, this@cot has no route repair or
local repair feature as for example AODV does. Even thougltesare redundant,
they need to be refreshed every now and then. This is donsbinga new RENF,
controlled by a refresh timer. The timeout value of this tisleould depend on the
mobility of the node, and the network in general, but how ttedaine this value
is out of scope of this work.

6.4 Multipath Power and Interference Control

So far we have only described how a routing protocol can setuitiple paths to

a destination that enables each intermediate node to makeegpendent relaying
choice. However, in order for this scheme to allow us to mdilenaoel dependent
forwarding decisions, we also need a MAC protocol that catuate the state of
the channel towards the different next hop candidates. Tierttas possible we
need to exchange information across layers. The MAC protueds information

about different candidate next hops. The routing protots® ases information,

provided by the MAC protocol during receptions and transioiss, about the sta-
tus and capacity of the different links. This informationrisluded in the link state
database.

6.4.1 Diversity and Relaying Node Selection

In our scheme, the MAC layer performs both Medium Access @bptocedures
and take the relaying decision. By evaluating differentdidate nodes, as de-
scribed below, in a query-reply evaluation procedure, tteéogol is able to de-
termine the best possible next hop. Not only do this allowauddtermine the
candidate with the best channel conditions, but it alsonalas to perform power
control, and implicitly interference control.

Please consider Figure 6.2. Here we see a simulated exarhfiie signal
variations in a Rayleigh fading channel when the terminalésing at 2.5 m/s. The
small circlets indicate packet reception instants and wesea how large the signal
variations are for this simple scenario. When we are in a daég it will not be
possible to receive even at the lowest rate, while at goddnisit will be possible
to receive at the maximum rate. If one candidate is curraéntly deep fade, one
can argue that some other candidate might be in a more ademnis: situation
due to the channels being independent. If the candidatgdased about a half a
wavelength apatrt, it is generally enough to create indegrein@dio channels (less
than 0.1 meter for 2.4GHz).

Consider this fading situation in a single path scheme. dfdhannel towards
our next hop is in a bad fading state, it may not be possiblettsinit to that node
at all, until the channel comes into a more favorable phaseelinstead use a
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Fig. 6.2:Packet reception for a Rayleigh fading channel at 2.5 m/slityoat 2.4 GHz

multi path scheme as we are proposing, we might be able toseh@detter next
hop, and perhaps even transmit at a higher rate, and lowesrpow

6.4.2 Extended Multi Path Power Control Mac Protocol

In standard 802.11 DCF, a terminal may use a simple RTS-C¢@I8 ty inform its
neighbors about its intended transmission. RTS stands éouést To Send and
CTS stands for Clear To Send. This makes all neighbors deéartransmissions
for the duration of the scheduled transmission. In our ma{dVPPOW, we extend
this cycle by including two new messages, DTS and ATS. Thébeesiations
stand for Determine To Send (DTS) and Acknowledge To Sen&JAT

In MPPOW, whenever a node wants to send a packet, it mukieeRiTS mes-
sage by indicating which two or more destinations that ithegto transmit to. It
also includes information about the power level used tostrahthe RTS, and how
many more users that are used to transmit in pardllesers

When a neighbor indicated in the RTS receives this messagalculates the
current path gain to the transmitter. This is done by conmgattie transmit power
level as indicated in the RTS to the power level at which th&Ras received.
The ratio between these levels is the gain, G:

_ Pra
Pgrrs
The node then uses this gain to calculate the data power, Rdata which

the actual data packet will use. When calculating this pdessl, the node takes
into account the needed SINR target ratid, which depends upon the current data

(6.1)
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rate. It also takes into account the current noise level,thadstimated interfer-
ence level as described below. By using these values, thein@ble to calculate
the minimum power levelPmin needed to achieve the SINR target ratio. This
calculation is performed in the following way:

Pmln — /’L PCT;OZSE
While Pminis the minimum transmit power needed by the transmitterter t

receiver to successfully receive the packet at this timeiristhe data power level,

Pdata that the node will propose will include an additional ifiéeence budgeg:

N*fpnoise
G
This is done both to compensate for other interferences aise rihat may

start during the transmission, but also to allow for an ekudget that enables

other nodes to transmit in parallel. By having this budgetimeeease the level of
interference the receiver can tolerate during the trarsaonis In fact, it can tolerate
an additional interference level 8hi:

(6.2)

Piata = (63)

G
PAI = E(Pdata - Pmm) (64)

So, if we allowN transmissions to run in parallel in addition to our own, the
maximum tolerable interferencBmtiwe can accept is:

Py

Py = ~ (6.5)

This value Pmitiis a constraint put on each possible parallel transmittdrey
ever they are about to schedule a new transmission they bawake sure that the
amount of received interference at the already schedulsaiver does not exceed
Pmti. It should be noted that this type of power control schemeig ¢lose to the
one used in [2].

Initially, each of these power calculations are performethwegard to the
SINR target ratiou*, of the highest physical layer rate. If, during these caeul
tions it is found that eithePdataor Pminis higher than the maximum transmit
power, the target rate will be lowered to the next highest,rahdy* is updated
accordingly. This means that the power control procedues to maximize the
link rate under a given maximum power constraint, and onlgatgs the power
levels accordingly. It is possible to design other scherhasfor example consid-
ers a certain power level that a node wishes to use, and thstedify the data rate
accordingly. This would also make sense, because a higtecty@cally translates
into higher power, because thé is higher for the higher rates. It is also possible
to design and define other non linear cost functions thastal@e parameters and
aspects into account. This could for example be maximumdatvprogress, or
remaining battery lifetime.
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Each destination that receives an RTS replies by sending&i€the order
they were listed in the RTS. For example if node 1 transmitfRas 1-2,3 to
destination nodes 2 and 3, node 2 will first send a CTS, andrtbda 3 will send
a CTS. Just as with the RTS, the CTS include the power level f@eransmit-
ting the CTS. In addition to this, the CTS include the poweelé’datathat was
calculated as described above.

RTS(i — j,h) ={i,j, h, Prts, Pmap, Nusers, PayloadSize, DataRate}
(6.6)
CTS(j — 1) ={j,i,rr, Nusers, Pmap, Pdata, Pmti, Pcts, duration, rate}
(6.7)
DTS(i — j) = {i,j, Pdata, Pdts, duration, dataO f f set, rate, Nusers}
(6.8)

ATS(j — i) = {J,1, Nusers, Pmti, Pats, duration, dataO f f set, rate}

(6.9)

In one version of the protocol, the CTS will also include therent queue
size of the receiving node. In the next hop selection proeedascribed below, a
buffered packet will be regarded as an additional hop. Tasaing behind this is
that if the packet is transmitted to a node, and then have itcimioe buffer while
another packet is transmitted, this has the same effecteodetay of the packet as
if it were transmitted over two hops. If an other metric besithop count is used,
the buffer length should be converted into that metric innailar way. A note of
caution should be made here though. If a random access tiontesnheme similar
to that of 802.11 DCF is used, consideration should be takentahe creation of
contention, or possibly interference between loaded ntidgry to route packets
based on buffer lengths. This means that although a paclgitroe routed to
a node with an empty queue, it might still have to wait for aféngfd packet it
was trying to avoid. A solution to this is to applybaffer marginbetween the
considered candidates. For example, suppose a node A hashdmlates B and
C it can use for diversity forwarding, where B has the beshaokhconditions. If a
buffer marginof 2 is used, and B has 3 buffered packets and C has none, the cos
through B would be increased by 1. The total cost of routimgugh B (or C),
would then determine which candidate that will be chosenti@rother hand, if B
would have had 2 buffered packets, the cost would not have ineecsased and B
would be chosen.

When the initiating node has received all the CTS messaga@écts, or they
have timed out, it chooses an appropriate destinationjtsetsrresponding power
level Pdatag pick an appropriate transmissioate and calculates thduration In
addition to this, it also calculates tlataOffset the time inus until the transmis-
sion is scheduled to start. The node transmits a DTS thaidesl these values;
Plevel rate, duration dataOffsetas well as the power level used to transmit the
DTS. This informs neighboring nodes about the schedulintheftransmission,
and allows them to determine the start and end time as wethasuch interfer-
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ence the transmission will cause them. When the receividg neceives the DTS,
it replies by sending an ATS. This ATS includes in additionthe information
contained in the DTS, the valugmti that states the Maximum Tolerable Inference
that it can accept before it will be unable to successfulbeiae the packet. Other
neighboring nodes that wish to transmit in parallel may dpaolong as they
don’t exceed this value at the scheduled receiver. The Ah8easled because there
might be possible interferers close to the receiver thahdideceive the DTS, and
therefore needs to receive the ATS to learn about the sabedi@nsmission.

6.4.3 Next hop selection procedure

A very important step of this cross layer solution is the ctda of the next hop
forwarding node. This decision is based both upon the inédion gained by the
MAC protocol during the RTS-CTS-DTS-ATS signaling phased anformation
provided by the routing protocol. This means that the seleadf the next hop
is based on information gained from two different time ssakeshort MAC time
scale and a longer average routing time scale.

After the MAC signaling phase, we now have enough infornmatiiochoose the
next hop depending on the quality of the links. But even if wease the perceived
best linkand forward the packet to that next hop, it does not necégsaean that it
is thebest patho the destination. The link to the next hop candidate mightdry
good, but if conditions after that hop seems to be unfaverabtording to the link
state of the routing protocol, it would still be a bad choicais is how the protocol
operates on the two timescales as seen by the two layers. edisah flow can
be seen as first coming from the network layer with a set of icabels, then going
to the MAC layer for candidate evaluation, then back to thsvoek layer for the
final next hop decision, then again down to the MAC layer fansmission of
the packet. This is not to be seen as if the packet is beingegdsack and forth
between the layers. The packet is only “passed” once, butwbdayers have
callback functions into each other in a very cross layer reann

We determine the best next hop relaying node in the followiag:

1. Determine what candidates to include in the MAC signatihgse by evalu-
ating the link state database. This database has been dmjatiee routing
protocol. The candidates with the least cost will be usetiénevaluation.

2. Perform the MAC signaling evaluation.

3. Determine the short term cosigr; to each next hopbased upon the MAC
evaluation.

4. Determine the average long term cd@sgr; to each next hop based upon
the link state database.

5. Determine the routing cost/r¢; to the final destination through each next
hopi based upon information in the link state database.
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6. Determine the current path cost, C to the final destinahoough each next
hop by subtracting the long term cost from the short term aastadding
this difference to the routing cost! = ((Csp; — Crri) + Crei)-

7. Choose the next hop relaying node with the least curresif €o

Another important question here is how we determine theahcist of each
link, ie. the metric. In most routing protocols for ad hocwetks used today,
a simple hop count metric is used. This is a fairly simple avlolst metric that
considers the fact that more hops means that more resoundespacity have to be
used for transferring a packet to its destination. Thiseemlly true in a wireless
ad hoc network, where one transmission not only affect dtia@smissions on the
same link, but all other possible transmissions operatintpe same channel in the
area around the node, and around the receiver.

Other metrics and more sophisticated cost functions acepassible. In the
simulations performed for this chapter a metric was usetidbfined the cost of
a link as the inverse bit datarate. This makes sense if wadamthe following
case: consider two links where one link has a bitrate of 1Mdpsthe other has
2Mbps. Since the data transmission duration on the 1Mbgsisitwice as long
as the duration for the 2Mbps link, it makes sense that theafdbat link is also
twice as high.

Figure 6.3 shows the theoretical maximum throughput thatetttended ver-
sion of the protocol is able to achieve for different 802. hy/gical layers, packet
sizes and number of users. Here we can clearly see that tketsze used for
each transmitted packet is a very important parameter. Whnempacket size is
small, the signaling overhead induced is simply more tharptibtocol can handle,
and standard 802.11 will always be more efficient. However,reason that the
difference between MPPOW and 802.11 is larger for 802. Klttnd long preamble
size. 802.11b uses a preamble that takés.s to transmit, while 802.11a uses
a 16us preamble. Since this time is added to every frame transipitte. RTS,
CTS, DTS etc, this translates into a lot of overhead, reduttiie performance of
the protocol.

When the packet size is larger, MPPOW becomes more effidciant802.11,
both from a system wide view as well from an individual us@esspective, when
the number users transmitting is either two or three or mtrenly one node is
transmitting the overhead is simply too much, and we caatheany improvement
in throughput. It should be pointed out that these figureg shbw the maximum
throughput on a single link, and doesn’t consider the npdtihh and power control
features provided by the protocol. The conclusion that cadrawn from these
figures, is that if the packet size isn’t too small, throughgspecially from a sys-
tem perspective can be increased, if users are transmiittipgrallel. This means
that channel contention can be used to introduce para#laktnissions, and the
throughput can increase for flows over several hops.
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Fig. 6.3:Maximum Throughput for MPPOW and 802.11 DCF for differen280 PHYs
and packet sizes. The number of users trying accessing #reneheither in
parallel or in alteration is also shown.

6.4.4 Lite Multi Path Power Control Mac Protocol

As we saw in the previous section, the MAC protocol descrilbesection 6.4.2
relies on a quite heavy signaling phase that takes placedeézh packet is trans-
mitted. If two nodes wish to transmit in parallel, the RTS&DTS-ATS phase
will be performed twice. This means a lot of overhead. St may gain from
this if two packets are transmitted in parallel, so that sargmitter does not have
to wait for the other to finish. But, the overhead is also Hgadependent upon
the type of physical layer used. In 802.11b for example, twisaused for simula-
tions in this study, the preamble and physical layer heddetsvays transmitted at
1Mbps, even though the data payload can be transmitted gharhiata rate such
as 11Mbps. This means that the 192 overhead bits in 802. ahtheregarded as
2112 overhead bits with the 11Mbps datarate. If we also denghat these bits
will be used for each of the RTS-CTS-DTS-ATS signaling paskthe overhead
can be quite significant. In fact, as we discussed above, i€amsider two par-
allel transmitters with 1500 bytes payload operating at pth#) we will not gain
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anything and only slightly for 5.5Mbps, but more for 2MbpsdatiMbps. If an
other type of physical layer is used, such 802.11a or 802ril’lgyonly mode”, the
situation is different.

For this reason we also have a light weight version of ourqualt In this
version, only RTS and CTS messages are exchanged, and igaitgs are not
scheduled in parallel. We still perform the candidate eatidun procedure as de-
scribed above, because the RTS is still multicasted andpteu€ TS messages are
received. We still also perform the power and rate contrud, @her nodes are still
actually allowed to transmit in parallel. This is done byngsinformation from the
CTS, and as long as they do not interfere with an ongoing tméssson, the parallel
transmission is allowed. They are however, not schedulgzhiallel through the
full multiple RTS-CTS-DTS-ATS phases. The light versiortlué protocol is used
for some of the simulations that will be presented in the cbzipter.

6.5 Simulations

The protocols described in this paper were implemented ealdated in the Qual-
net simulator [13]. Qualnet is a discrete event network &itou that includes a
rich set of very detailed models.

6.5.1 Packet Capture and Interference calculation

The packet capture and interference calculation methogepted in this section
has been used for all simulations in this and the following thiapters.

Computation of interference and noise at each receiver i&tieat factor in
wireless communication modeling, as this computation brexsothe basis for the
SINR or SNR (Signal to Noise Ratio) that has a strong coimglatvith PER
(Packet Error Rate). The power of interference and noisal@itated as the sum
of all signals on the channel other than the one being reddiyethe radio plus
the thermal noise. The resulting power is used as the basblRf @hich deter-
mines the probability of a successful signal reception fgiven frame. For a
given SNR, Qualnet uses the BER (Bit Error Rate) signal remepnodel. The
BER based model probabilistically decides whether or nohdeame is received
successfully is based on the frame length and the BER dedbycb@ current SNR
and modulation scheme used at the receiver.

Received power

Interfering Signal Received Signal

Time

Fig. 6.4:A signal being received is affected by an interfering signal
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An important question in network packet simulators are haerfering signals
are treated, see figure 6.4. In Qualnet, when a new signakarthat interferes
with the current reception, a new SINR is calculated and #seillting BER is
determined. A new PER is then calculated and a “coin is tdgsedetermine if
the packet can be received or not. If it is determined thatpieket can not be
received, the receiver cancels the current reception ard gwo sensing mode.
In standard Qualnet, this procedure is performed regardiethe duration of the
interfering signal. For example, if the duration of the nféeing signal is very
short compared to the signal being received, simply lookinthe SINR may not
be ideal as bits lost due to interference may be recovereg tise system applied
error correcting codes.

Received power

R3
R2

R1
Time

T1' T2 T3 T4 ' T5 ' T6 T7

Fig. 6.5:A signal being received (red) is affected by several intéresignals (blue, yel-
low). The total interference energy is: T2*(R2-R1) + T4*dRA) + T5*(R3-R1)
+ T6*(R2-R1).

So, when we have one or more interfering signals, it insteaklemm sense to
study the interference energy rather than the interfergoveer, see figure 6.5.
This is achieved by both looking at the cumulative intenfiee power, as well as
for how long each individual interferer makes an interfeesgontribution. Now,
the SINR is calculated by looking at the received signal gneompared to the
received interference and noise energy. A simple methodtdtulating these
energies is to divide the reception time into different pgs. Whenever a new
interference period starts or ends, the energy of the puevieriod is calculated
and added to the cumulative interference energy. Whenesignal event occurs
within the simulator, the energy level is updated where igead event can be
one of the following: a new signal is received, a sighal beaieceived ends, an
interfering signal start, or an interfering signal endseTime of these events are
recorded in order to determine the duration of each periee figure 6.5. | have
implemented the energy and SINR calculation within Quassetiescribed in the
Calculatelnterference method below.

After this study had been conducted, a similar interfererateulation method
was described in [14]. Here each parallel signal that ocdurisg a signal recep-
tion is recorded in an interference list associated to theived signal. After the
signal being received ends, this list is evaluated to cateuhe resulting interfer-
ence. While the end result in this approach is the same astemredescribed, it
requires more memory resources.
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Calculate_Interference(e)
{
if (e.EventType == SignalReceiv§)
SignalReceiveStartTime = NOW
SignalReceivePowerlLevel = e.SignalPower
¥
else if(e.EventType == InterferenceStaft)
if (InterferencePowerLevel == 0)
InterferencePeriodStartTime = NOW
InterferenceEnergy = 0
InterferencePowerLevel += e.SignalPower
}
else{
InterferencePeriod = (NOW - InterferencePeriodStartime
InterferenceEnergy += (InterferencePeriod * InterfeemwerLevel)
InterferencePowerlLevel += e.SignalPower
InterferencePeriodStartTime = NOW

}
}

else if (e.EventType == InterferenceEng)
InterferencePeriod = (NOW - InterferencePeriodStartime
InterferenceEnergy += (InterferencePeriod * InterfeePmwerLevel)
InterferencePowerLevel -= e.SignalPower
InterferencePeriodStartTime = NOW
}
else if(e.EventType == SignalEnd)
SignalReceiveEndTime = NOW
InterferencePeriod = (NOW - InterferencePeriodStartime
InterferenceEnergy += (InterferencePeriod * InterfeePmwerLevel)
SignalReceivePeriod = (NOW - SignalReceiveStartTime)
SignalReceiveEnergy = (SignalReceivePeriod * SignalReBawerlLevel)
ThermalNoiseEnergy = (SignalReceivePeriod * ThermalbBmverLevel)
SINR = SignalReceiveEnergy/(InterferenceEnergy + ThéxwoiaeEnergy)
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Another important factor in network packet simulators isvhghysical layer
capture is modeled. This refers to what happens when twalsigyf different
signals collide at a receiver. Which signal should be remiv In Qualnet this
depends on which signal arrived at the receiver first. If tra fiignal is stronger
than the second, the second is treated as noise for the imtebtthe first. |If
the second is stronger, the current packet being receivegiiked as received in
error. This is done irrespective of how strong the seconaisiig, or how weak the
first signal is. What we need is a capture and reception mbdélconsiders the
behaviour of a correlation detection circuit when a new drwhger signal arrives
that cause interference with the ongoing reception procéssases where the
energy of the new signal is sufficiently higher than the @hisignal, then there is
a possibility that the correlation detector will be “resby’ the increase in energy.
This capture model has been described in [15] where theyt poinesults that
indicate that if the new signal is 3 to 5dB stronger, the ahisignal is dropped.
This model have been used in the current simulations withreshiold value of
5dB.

6.5.2 Network Setup and Results

o‘:’e ®

(@)

Fig. 6.6:Network setup used during the simulations.

Figure 6.6 describes the network setup used for the siroakain this study.
The traffic used in the simulations are UDP Constant Bit R@®R) 275kbps data
flows between node 1 and node 5. This is a fairly simple netwetlp, but it still
provide intermediate node with multiple next hop candidateseveral nodes, i.e.
node 1,2 and 3. It allows the possibility for parallel tramssions, for example
node 1 and node 3 can transmit in parallel to node 2 and nodspéctvely. Each
of the available links fades according to the Ricean distiilm, see figure 6.2.
This means that although the independent distances betessdn of the nodes
never changes, the signal strength still varies a lot. Thislme compared to a
situation where the whole network is moving with a certaieesp through the
environment, although the network topology never changbis technique allows
us to completely specify the network topology as we wish thilevstill having
fading links as if the nodes were moving through a variablérenment.

Our ODMLS routing protocol combined with the MAC used theesxted
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MAC version of MPPOW. RTS and CTS messages were transmittdédBm
at 1Mbps. The physical layer used in all the simulations v882.11b, and the
routing protocols used for comparison were AODV [12] and ®L%0]. AODV
and OLSR used the 802.11 MAC protocol.

Figure 6.7 shows the instantaneous delay during 8 secontistio
ODMLS/MPPOW (full MPPOW) and AODV/802.11. In figure 6.7(aijcBan fad-
ing with a K-factor of 1 is used and in figure 6.7(b) a K-factb6oIn 6.7(b) where
fading is less severe we only see a significant differenceslaydbetween AODV
and ODMLS during two half a second long periods, at 8.5s absl During these
periods, the link AODV uses goes into a bad fading phase. @duration of
such a phase, AODV will experience several unsuccessfldgbaiansmission at-
tempts over the link, which increases the packet end-todetaly. During periods
like these, ODMLS/MPPOW is able to avoid the bad links thifotige next hop
diversity selection. When fading becomes severe, i.e. ailéifactor, the bad fad-
ing phases comes more rapidly and longer. Longer in this foas&ODV, in fact
longer than the interarrival time of packets, causes a upldf the queue length
resulting in longer queuing delays. Although AODV might bgdered to believe
the link is broken, and to start a route repair procedurdillitakes a long to repair
the route. Even if the route repair is successful, the nekwliil soon become bad
again. Here we clearly see the benefits of diversity forwaydivhere bad links
can be avoided on a per packet basis.

Delay for ODMLS/MPPOW and AODV/802.11 Delay for ODMLS/MPPOW and AODV/802.11
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Fig. 6.7:Realtime delay during a 8 second interval for various prof®c

In figure 6.8 the light version of the MAC protocols is usedd are see the
average end-to-end delay instead of the instantaneoug fitelalifferent proto-
cols, but here also for OLSR and different K-factor velocfyeeds. The main
observation here is that during the faster fading case of Rdyleigh Fading,
figure 6.8(a)), delay increases for OLSR at higher mobilithis stands in direct
relation to the rate of the topology updates sent by OLSR tiatgpits link state. As
the mobility increases, the OLSR link state database widbbge more and more
inaccurate. For AODV it is actually the direct opposite; las mobility increases
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AODV will more and more often believe the link to be brokenysiag it to repair
the route. The reason that the AODV performance increastbshigher velocity,
even though it is not mobility in terms of topology movemeistthat when the
route is first setup, the first RREQ that is received at thermisin will determine
the route. This route may not be the most optimal route. Adatimg velocity in-
creases, AODV will more often believe the route to be brokel therefore repair
the route. The chances that a good path is eventually chbseefdre increases.
ODMLS/MPPOW maintains a low delay as long it manages to firvd vedid and
good next hop relays, which it does.
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Fig. 6.8:End-to-end delay during different fading factors and mitieg for various proto-
cols

In figure 6.9 we can see the same improving trend for AODV as iddat
the delay. The reason for the low throughput for AODV durihg faster fading
(K=0) is packet drops. For the slower fading situation (K#f§, 6.9(b)), there
is no significant difference between AODV and ODMLS for thghdr speeds.
Here, AODVs repair procedure is effective enough, giving high throughput,
but at the price of a higher delay as we saw in figure 6.8(b). @QBNIPPOW
in this case maintains a high throughput and low delay régssdof the fading
velocity. We also see two different curves for two versioh®®MLS; ODMLS-
COH and ODMLS. The difference between these is that ODML34G@@Iudes
an extra feature where a failure to receive an ACK after datasmission is first
regarded as a transmission failure due to fading. This méeatighe transmitter
will wait for a duration of one and half times the cohereneeetiof the channel,
before retransmitting. In the simulations this value isspteand fixed based on a
known channel coherence time and gives a slight througinpoitavement, mainly
for K=0.

However, this comes at the price of a slight increase in deldych can be
seen in the lower part of figure 6.8(a) at close examinatiorhilé\the gain of
doing this isn’t very high, the gain in our simulations idlsbughly a 7% increase
in throughput for K=0, but less than 1% for K=5.
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Fig. 6.9:Throughput in kbps during different fading mobilities angt&an K factors for
various protocols

The channel coherence time is a parameter that could bedeabby the phys-
ical layer. It could for example be determined by lookingle time difference
between the events where the signal crosses a certainrregdim/el. Other meth-
ods that depend on the type of physical layer used is alsdbp®ss

Delivery Ratio Delivery Ratio
Ricean Fading K=0 (Rayleigh) Ricean Fading K = 5
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Fig. 6.10:Delivery Ratio for various protocols and different Riceaifia€tors

Figure 6.10 confirms that packet drops cause the lower thiputgor AODV
and OLSR. If we compare Figure 6.10 and figure 6.9 we can seddbe relation
between delivery ratio and throughput; when the packetelslincreases, so does
the throughput, as expected. ODMLS manages to deliver atigtber of packets,
but without the coherence time feature (retransmissiod-bé), the packet drop
ratio is around 10% for K=0. For K=5 almost all packets areveetd.

6.6 Discussion and conclusion

We have presented a cross layer solution that defines andispecMAC and a
routing protocol that interact in order to create efficiemedsity forwarding. The
routing protocol (ODMLS) is semi reactive and operates Htirge up routes on
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demand, but maintains a link state database that is conishyiapdated by using a
promiscuous mode operation, as the one specified in 80hdllistening to other
data and control traffic. The routing protocol setup mudtipbn-disjoint paths be-
tween a source and destination and presents the MAC layevgiet of candidate
next hop forwarding nodes. The MAC protocol evaluates tmalickates presented
by the routing protocol, and performs power, rate and ieterice control in ad-
dition to implementing the diversity forwarding capatég. The MAC protocol
also has the ability to dyanmically schedule neighboringltel transmissions, as
long as they don't interfere with each other. Both protoesksinvolved in the pro-
cess of routing a packet, but they operate on different wales and on different
horizons. The routing protocol operates on informatior ivarovided by the link
state database, which is averaged and filtered over time MR protocol oper-
ates on a shorter timescale and tries to determine the statlisondition of a link
with a ms resolution. The routing process is truly crossiaged the final routing
decision is actually made the MAC protocol, by using theirgutable created by
the routing protocol in combination with its own fast linkadwation. This faster
link evaluation is what enables it to adapt to bad fadingasituns. Even though
power control is performed which improves performances ithie link diversity
and the fading awareness that improves performance the iffusthas been con-
firmed by a control experiment, where the power control featmas turned off.
The gain was still very high, although slightly less thanhaypower control, and it
therefore confirmed that the highest gain is accomplishexlith link diversity.

Simulations show that the end to end delay can be significaatluced.

The presented solution indicates that significant perfomaagains may be
achieved, as has been indicated through a set of simulatican® node network
topology.
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7. CHAPTER VII

Urban Mesh and Ad hoc Mesh Access Networks
7.1 Introduction

Wireless mesh networks is an area that has been receivingdtiention within
the networking community the last few years. They can berdeghas wireless
networks where each node can function both as an access aonah&s a router
responsible for forwarding traffic from other parts of thewmk. Wireless ad
hoc networks are another type of wireless networks thabisety related to mesh
networks. The main difference between mesh and ad hoc Hetvisthat ad hoc
networks are constructed by user terminal nodes, and tises@ades are expected
to be highly mobile, while mesh nodes are expected to motie stad have a more
permanent power supply.

The mobility aspect has led to extended amount of reseantbrpeed on the
topic of mobile routing, because as the user nodes move aiauhe network, the
network topology will constantly be changing. Within thaptc, IETF has had a
very important role, resulting in standardization throwdperimental RFCs, of a
couple of routing protocols.

While ad hoc networks are still waiting for a killer applicat into the commer-
cial market, mesh networks devices are already availabteigfn different manu-
factures. Mesh networks are built as cost effective wirebxscess networks, and
have been deployed in some cities as wireless MAN networks.

Mesh networks are also considered a promising technologyerftergency,
search and rescue operations. This is because mesh neweorkapidly be de-
ployed and be made to need little or no configuration. WitH w@hfigured mesh
devices, the only thing an emergency team needs to do to gd#fiyaperational
access networks, is to bring the devices to a location, tuemton, and distribute
them in the area. This is especially useful in areas wheselitée communication
infrastructure is currently available, or where the cominaition infrastructure has
been destroyed.

This chapter focuses on both ad hoc and mesh networks, andamlanation
of the two. We investigate how well these types of networks egpected to be
operational in a typical city environment, and a type of sban environment. As
far as we know, this is the first simulation study of ad hoctmestworks in an
urban setting, that takes into account fading and the pidpay effect of walls
of different buildings, in combination with different welkinown routing, MAC
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and physical layer protocols. We also present and analyssvaAC and a new
routing protocol, are more sensitive to the current radind@mons. A well known
problem in urban city environments is the effect multi patbgagation has on the
received signal strength. While the effects this fast fgdias on the physical layer
is well known, and is taken into account by most physical lgy®tocols, it has
not yet been properly addressed on the network layer. Thigitnaal view of a
network link is that either it is up, or it is down, and this hbe handled properly
by the routing protocol. The wireless routing protocolsgmsed by the IETF take
into account that links can rapidly appear or disappear desxmmove around in
the network. What they do not address is that the qualitynddsliover a wireless
fading channel, fluctuates heavily. This means that whiialarhay be unusable
due to heavy fading, it may be so for only a few millisecondise Tailure of a data
packet over a wireless link may therefore be the result ofctrennel being in a
deep fade, not the link being unavailable.

This chapter therefore also present a type of forwardinpdaliversity for-
warding. It is based on the idea that if one link is currenthavailable due to
fading, it may be possible to use another available link witurrently better com-
munication channel.

We therefore also analyze mesh networks that use standatidg@and MAC
protocols, in an urban setting with fading channels and @mphem with our
newly proposed protocols. We also analyze a combination edhhmand ad hoc
networks, where user nodes connect to the mesh network everat hops. This
means that user nodes need to use ad hoc routing in orderctotreamesh access
network.

7.1.1 Related Work

The performance of mesh networks has been studied preyjalisiough not in ad
hoc and urban scenarios. In [1], the authors investigatpeén®rmance of VOIP
traffic in mesh networks and study the number of supportdd.day using packet
aggregation and header compression, they increase thesnwisupported VolP
calls to about 30 for 1 hop and 10 for 3 hops. [2] analyzes fiettence and the
performance throughput of CBR connections in mesh networks

Another very active research area is that of multi chanr@tbgols for wireless
and ad hoc networks. This topic has been presented in mamygagnd these
differ mainly on how they control access to the differentruiels, comparisons on
some of the schemes can be found in [3] and [4]. These are rfiest@esigned
as scheduled access protocols, where the MAC scheme cnthich channels
can be used and when. Some schemes are more opportunisse physical or
virtual carrier sensing [5], [6] and [7] to determine the ©hal, while some use
busy tones [8], or channel hopping [9].

Several papers have recently discussed the topic of diydwsivarding. One
of the first protocols written on this subject was the 2001epdiselection Di-
versity Forwarding” (SDF), by Larsson et al [10]. This scleemorks by first
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letting a node broadcast the data packet to a subset of [@bteriay nodes, listed
in priority order. These nodes send back acknowledgemessages, and based
on this information, the node takes the forwarding decisi®his decision con-
sists in electing one of the potential relays as the actlay reode. This scheme
was later modified and updated in their “Multiuser Diverdtgrwarding” (MDF)
paper [11]. In MDF, a small probe pilot is first used that irsdées potential re-
lays, which after reception of the pilot reports their péred channel quality back
to the sender. The sender then determines the next hop basexhly on the
channel state, but also picks the appropriate flow and ratmai difference be-
tween SDF and MDF is that in MDF the evaluation is conductedreethe data
packet is actually transmitted. Several other papers heagepted similar proto-
cols that specify various MAC and network layer schemes ifgrdity forwarding
[12], [13], [14], [15], [16] [17], [18], [19]. This chapternesents a protocol that
operates on principles similar to those used in MDF. It alsesua simple chan-
nel hopping scheme, as will be explained. The main diffezelbetween these
earlier protocols and the protocols used here, is that heeesity forwarding is
performed in combination with power control, rate contaiiannel selection and
in consulation with the topology of netwoditer the candidate evaluation has been
performed. Itis also the first study to evaluate these cdsdée city and suburban
based environment, with voice related traffic.

7.2 Urban Mesh Ad Hoc Network Types

Depending on the type of network and node architecture usedsan define a
number of mesh ad hoc network architecture types. The typeapfwe are con-
sidering is a Manhattan city grid.

7.2.1 Pure Ad Hoc Networks

The pure ad hoc network is a network that only consists of nedes equipped
with a single wireless interface running an ad hoc routingfqaol. This type of
network is typically connected through a single MAC and Pté¥hinology oper-
ating on a single channel. If the routing protocol suppooisting over multiple

channels, a multi channel solution is also possible. Thamstdge of this solution
is that it is very simple. All that is needed is a device withreléss capabilities,
running an ad hoc routing protocol. The disadvantage isithah urban environ-
ment, the network must cover a large geographical area @neftiie many links.
This will put a hard strain on the available resources, beiperformance may still
be acceptable for some types of applications, such as voitextomessaging. In
the future, the available bandwidth and bitrate might béaahtly high making

this type of solution acceptable also for other type of ajgtions.
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7.2.2 Supported Ad Hoc Networks

This architecture is very much like the pure ad hoc netwouk with the addition

of some fixed and static support nodes. The support nhodedaedpat strategic
locations in the network, and aid the network by forwardiagting and data traffic.
Since these nodes will be fixed, their placement can be pthimsuch a way as
to help maintain good connectivity throughout the netwohik.the pure ad hoc
network, the user nodes are all assumed to be mobile, andtmectivity of the

network can therefore not be guaranteed. The support ndaesdsbe placed at
locations that maximize the general connectivity, or irattans that normally have
a low user node density.

7.2.3 Single Hop Mesh Networks

This is currently the most common type of mesh network. Theokk consists of
Mesh Points (MP) equipped with at least two wireless intarfa The MP is con-
nected in a dedicated routed network used for the transpoder data. The MPs
maintain the mesh network using one wireless interfaceevebimmunicating with
the user nodes on another interface. User nodes in the neam@equipped with
only one wireless interface, which it uses to communicatectly with a specific
MP.

If the wireless interface of the user nodes is of 802.11 tyipe,interface can
be made to operate in either infrastructure mode, or ad haemid the interface
of the user node and MP operates in infrastructure (assmtjanode, no special
software or configuration is needed. The user can then ug®thé1 configuration
applications provided by all modern OS, and connect to thamunetwork as if it
was a normal 802.11 access point.

There is nothing that prevents the 802.11 user nodes and iMsdperating
in ad hoc mode. However, in this case some other applicahomaseeded that
determine the existence and address of an MP, and accordimigligure the node
and the network interface information. In this case, the nede can also be made
to communicate with other user nodes directly. If an ad hatimg protocol is
running, these other user nodes could also be reached oWehoproutes.

7.2.4 Urban Mesh Ad Hoc Networks

In this type of network every user node runs an ad hoc routingppol. Every MP
also runs this protocol on at least one of its interfaces. NIRs also run an other
routing protocol that configures the mesh part of the accessank. A typical
feature here is that user nodes can connect to the mesh kdtwough MPs over
multi hop routes, using other user nodes as relays.
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(a) Pure Urban Ad Hoc Network. (b) Supported Urban Ad Hoc Network.

H
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(c) Urban mesh network. Nodes acces@) Urban Mesh Ad Hoc Networks.
the network in a single hop. Nodes can access the network through
multihop routes.

Fig. 7.1:The four network types
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7.3 Mesh Network Registration Application

Every user node runs an application that registers the agkrsiaddress to a Mesh
Point (MP). This registration is needed by the mesh networkeep track of the
current location of user nodes in the network. Every MP naémst a list of all its
currently registered nodes, and periodically exchangmssirtformation with the
other MPs. This allows every MP to know the location of evesgrunode in the
network.

7.3.1 User node data transmission

When a user node has data that it needs to transmit, it tuiinelata packets to
its currently registered MP. The packet is routed towar@sMi using the ad hoc
network routing protocol used by all user nodes. When th&gqids received at the
MP, the MP determines which MP the destination address beltn and tunnels
the packet to this destination MP. If the destination IP edslis not found in the
MP registration list, and the IP address doesn'’t belongaater node subnetwork,
the packet is tunneled to the Internet Mesh Point GatewalGMf such an MP is

available. When the data packet is received at the destimMP, it is detunneled

and routed to the final destination using normal ad hoc rgutin

7.3.2 Mesh Point Registration procedures

When a user node joins a mesh network, it first needs to deteraniMP that it
can register with. If no local MP is known, the nodwybroadcast dMesh Point
Searchmessage. If a MP receives the search message, it will redposeinding a
Mesh Point Search RepliAowever, MPs will periodically broadcast\esh Point
Advertisemenmessage with the IP TTL or Hop Limit field set to 1. Each User
Node (UN), that receives this message will updateMessh Point Listwith the
corresponding information about the MP: thlesh Point Addresghedistancein
hops, thelifetime of the advertisements, tlsequence numbeand theannounce
time(i.e. the current time). User nodes will use this list to dmtee the best point
of attachment (i.e. the best MP) to the network, and to deternvhen a handover
is needed to a new MP.

o

Type Mesh Point Address User Node Address
Current Distancg Sequence Number

Fig. 7.2:The fields of theviesh Point Search RepiyndMesh Point Advertisementessage

The purpose of the advertisements, and the search reple$prauser nodes to
learn about the existence and distance to different MPs. mpoitant question,
when we have an ad hoc network structure, is how the adveiide information

should be disseminated across multiple hops. One posgilslito increase the
TTL or Hop Limit to an appropriate value, and then let eaclr uebroadcast the
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message upon receiving it. The main problem with this appramthat every UN

that receives an advertisement needs to rebroadcast iexBowple, if 5 nodes are
located within the one hop range of a MP, they will hear theesadvertisement 5
times, possibly within a short time frame. If one of theseewdre within range of
5 additional two hop nodes, it will hear the same advertisgrienore times, and
so on. As the network spreads over many MPs, and every asbmagint with an

active TTL will be rebroadcasted, a lot of advertisementi$ lvd spread over the
network.

A simpler solution is to let each user node send their own dideenents with
the TTL or Hop Limit value set to 1, instead of rebroadcastidgertisements from
MPs. The number of advertisments a node overhears withineaftame will then
be bounded by the node density, the number of nodes locathihveiommuni-
cation range of the node. This process can ideally be caatetinwith different
neighbor discovery processes, used by many different gotstpas it provides in-
formation about the state and existence of different neighb

When a user node determines that it needs to register witmehgork, it
searches itdlesh Point Listfor the MP that it determines to be the most appro-
priate, and issues dvlesh Point Registration Requesiow to determine the best
MP is not covered here, but any type of method can be used,asuitte MP with
the shortest hop count, as is used in this chapter. The prigddle registration re-
quest is to let the mesh network know about the existencesaigbr node, and that
this user node intends to use the indicated MP as an accedst@dhe network.
TheMesh Point Registration Requesessage includes the following fields:

Type Mesh Point Address Current Distance
User Node Address Sequence Number | Registration Lifetime
Handover Flag

Fig. 7.3:The fields of theViesh Point Registration Requastssage

When the MP receives the request, it registers the node bnp@itdo its Regis-
tration List The Registration List is a list that contains all the usestesand their
most recent sequence number, currently registered witmtsh network. These
lists are periodically exchanged among MPs in the networtrder for them to
know the location (i.e. their MP) of every user node in thenwek. The lists
are exchanged in an approach similar to that of how the DistAfector proto-
col exchange routing information, meaning that a messagicong the list, or a
part of the list, is broadcasted to all one hop MP neighbole WP that receives

the registration request, then transmitMash Point Registration Replypessage
(fhe7rewstration lifetime of the request is the period ofeim seconds that the

user node wishes to be registered. If the MP acceptsiteémevalue proposed
by the user node in the Request message, it copies this vatuthe Registration
Lifetime field of the Reply message. Otherwise the MP will ssme other default
or determined Lifetime value. This message will update #ugstration at the MP
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Type Mesh Point Address Old Mesh Point Address
Current Distance User node Address| Sequence Number
Registration Lifetime

Fig. 7.4:The fields of theMiesh Point Registration Repigessage

for the specified amount of seconds. Hendover Flags a special flag that a user
node can use to make a fast handover to another MP. For examiyga a user node
that is already registered with an MP, determines that ileée switch registration
to another MP, it sets thidandover Flag This flag informs the receiving MP that
this is a new registration but that the sending user node wagquisly registered
with another MP. This prompts the MP to lookup the sending nsele, which it
knows from theUser node AddresBield, in its Registration List If the address is
found, the originating node is indeed registered with sotheroMP, and the new
MP needs to notify the previous MP about the handover. The Mé&wtherefore
first sends &Jser Node Handover Notificatido the old MP, and thenlglesh Point
Registration Replyo the user node.

Type Old Mesh Point Address New Mesh Point Addres
User node Address Sequence Number

\*2

Fig. 7.5:The fields of théJser Node Handover Notificatianessage

When the old MP receives the Handover Notification, it upslat®Registration
List entry with the corresponding New Mesh Point Address and &smgiNum-
ber. Any subsequent data packets received at the old MP wilstnation 1P
address pointing to the User Node Address, will now be teth the New Mesh
Point Address. This will in effect enable the user node tdqguar a soft handover
between the two MPs. Since the Handover Notification is oehyt o the old MP,
and not every MP in the mesh network, it may take some timerbejther and
intermediate MPs learn about the registration. The tungedf data packets, how-
ever, will prevent this from becoming a problem since thenaled packets are
routed directly to the new MP. After a while, the perio&legistration Lisupdates
will see to that the new user node location is known by every iMEhe mesh
network.

7.3.3 User Node Handover Determination

An important decision that a user node needs to make, is &rdete when it
is time to switch to a new MP. When a user node has an active cmication
through an MP, it will periodically send registration upesthat triggers registra-
tion replies. From th&urrent Distancdield of the registration reply, it can keep
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track of the distance (in number of hops) to its current MP.eWlhis distance
increases by one hop, it might be a good idea to initiate adwaardo a new MP.
If we consider the network topology, and what event it is #hetually causes the
distance to the MP to increase by one; We then see that a ledkhras usually
occurred. Some of the links on the route to the MP have brdkeerting an extra
intermediate node into the route. If we consider a Manhataology, a likely
scenario might be that the user node has rounded a cornebyheausing the sig-
nal strength to rapidly drop, breaking the link to the nexp howards the MP. In
this case it makes sense to start searching for a new MP orethstreet. This is
also our recommended action upon noticing the increaseandis. When the dis-
tance has increased by one, the node issues a new mesh poatt peocedure, as
described above. If a closer MP is discovered, a fast hamdegestration update
will be issued, also as described above.

Since we are considering the case where a user node has angngmmu-
nication with a MP, a link break and the following increasestahce will have an
impact on the performance of the communication session.elhave an option
available from the OS that enables us to determine the sgjrexigth (RSSI), of
the last reception from our next hop towards the MP, we may hlag option to
proactively start searching for a new MP. Most OSs used tpdayide some form
of RSSI support, and considering the interest the reseamcimzinity has shown
to these features, it may very well soon become a standanatéea

7.4 Fading and Forwarding in the Mesh Access Network

Fading is something that has a significant impact on the paence of wireless
networks. This is something that is especially true whemttavork is located in
an urban environment.

7.4.1 Fading

Fading results from the superposition of transmitted dgytieat have experienced
differences in attenuation, delay and phase shift whileetnag from the source to
the receiver. It may also be caused by attenuation of a sgigfal. A significant
result of fading is heavy fluctuations of the received sigtiadngth.

In mobile communication we often talk about two differenpéyof fading:
Slow FadingandFast Fading Slow Fading is caused by the larger movements of
a node and obstructions within the propagation path. Fomel& when a node
is moving in a suburban or urban environment, buildings aeelstwill sometimes
block the direct path between the sender and the receividg.né/hile the direct
path is obstructed the signal strength will drop, and whenrtiobile node has
moved past the obstruction, the signal strength will agaargase. Fast fading
has a more complex explanation. The reason for the fastgagdgnal loss is the
destructive interference that multiple reflected copiebefignal make with itself.
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To understand how a signal can destructively interfere is#if, consider how the
sum of two complex sinus waveforms with different phasesriaave.

Please consider Figure 7.6. Here we see an example of thal sigmations
in a rayleigh fading channel, when the mobile node is moving.a m/s. The
small circlets indicate packet reception instants and wesea how large the signal
variations are for this simple scenario. When we are in a dedp it will not be
possible to receive even at the lowest rate, while at goddnitsit will be possible
to receive at the maximum rate.

Rayleigh Fading
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Fig. 7.6:Packet reception for a rayleigh fading channel at 2.5 m/silibpht 2.4 GHz

7.4.2 Diversity Forwarding and Diversity MAC

In an urban wireless setting where both the environmenif #sewell as the mo-

bile nodes themselves are moving, fading will affect thenalgstrength of every
wireless link. This means that sometimes the link will beprgwod and sometimes
very bad. In the wireless access mesh, it will often be pteséis one MP to have
several possible routes to another MP. This means that thensjPhave several
possible MPs as the next hop. If the link towards one next h&pidvcurrently in

a bad fading state, one of the other possible next hops maght h better fading
situation. So, if we have a mechanism that allows us to etaliffierent next hop
candidates before the packet is actually transmitted, wddaogain a lot both in

terms of performance and power consumption.

7.4.2.1 Diversity MAC

We present a MAC protocol that enables diversity forwardang allows power
and interference control by querying a number of possiblaliceate nodes. Each
candidate is a possible next hop towards the final destmaadetermined by the
upper layer routing protocol.
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In normal IEEE 802.11 DCF, a terminal may use a simple RTS-Gjcg to
inform its neighbors about an intended transmission. Nogeshearing a RTS or
CTS defer their transmissions for the duration of the scleebtransmission. In
our protocol, the RTS and CTS functionality is extended s &hclude diversity,
power and channel information.

IEEE 802.11 specifies that a number of different channeldeamsed.
802.11b/g specifies 3 concurrent channels while 802.11eifig®e8 concurrent
channels. In order to increase the efficiency of the protosel also provide a
simple mechanism to dynamically pick the best current ceanfhis means that
control information is always transmitted on a predefinedtid channel (let us
assume channel 1), while data traffic can be transmitted ptzamnel.

Whenever a node wants to transmit a packet, it multicastsT&ressage that
includes two or more destinations. The node also includesnration about the
power level used when transmitting the RTS. Each destinaticeiving an RTS
reply by sending a CTS in the order they are listed within ti&RJust as with
the RTS, the CTS also includes the power level used for tratisgithe CTS. In
addition to this, the CTS includes the power leid¢velneeded for this node to
successfully receive the scheduled packet. This powet isv&lculated based
upon thegain as perceived by the target node, and the current noise l&ve.
now also possible for the target candidate to calculate xpeaed SINR of the
requested transmission. Based on this the target pickspao@jate datarate. The
datarate picked depends on the type of modulation and codied by the different
available rates. Different rates use different modulatiad coding schemes with
different minimum target SINR levels.

The target node also performs a multi channel carrier séifis.means that it
first senses every available data channel to determine whimhnels that are idle.
It can then randomly pick a channel among the idle ones, aacifggthis channel
in the channelfield of the CTS. If no data channel is idle, the control chéucaa
be used. However, in our simulations, we use a simpler apprtiat is easier to
implement, i.e. the data channel is mapped to the destinatidress, as explained
below.

As each of the different channels can be regarded as indepgrtie estima-
tions and calculations performed on one channel can nothgib®wused on an
other channel. A solution to this could be to transmit a sraadl short wideband
probe signal just prior to the first RTS message. This probeldvbe spreaded
differently than RTS,CTS or data packets, and the receiwaldchave a separate
receiver structure for these probes. When a RTS has beawa@ck could use that
receiver structure to calculate an estimate of the statwsiddr frequency band,
when can then be used for picking the appropriate channebtider alternative is
to have dedicated field within the RTS, during which the prisideansmitted. This
will be discussed more in the next chapter.

When the initiating node has received all the CTS messagegxpecting, or
they have timed out, it chooses an appropriate destinatiumes the radio to the
indicated channel, sets the corresponding and indicateepievel and sets the
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data transmission rate.

An issue with this type of scheme is how to set the Network @dtmn Vector
(NAV). In 802.11, the NAV is set by all nodes receiving eitlthe RTS or the
CTS, and prevents these nodes from transmitting for thetidaraf the scheduled
transmission. In our case, it is very hard to set the NAV foe¢treasons. The first
reason is, when the source node issues the RTS, it doesnit #reoduration of
the upcoming transmission. The duration depends on therafgaised, which is
determined by the receivers, as explained above. This nibahany neighboring
node overhearing the RTS, can not set the NAV as it doesnivkhe duration.
Secondly, as the RTS is sent to multiple candidates, se@r8l responses will
also be generated. Neighboring nodes that overhear an GihS)at determine
if this candidate will be chosen or not. This decision is magethe initiating
transmitter, and therefore prevents neighboring nodes ftorrectly setting the
NAV. The third implication is that, future transmitters rhigtry to contact a node
that is already transmitting on an other data channel. Ttikerns then not able to
transmit to that particular target node. The result of adl ihin that in our protocol,
RTS and CTS messages do not set any NAV.

While itisn't possible to set a NAV, it doesn’t have to be tamb Since the RTS
may be multicasted to several candidates, maybe one of liee candidates are
available. So, if one candidate is busy transmitting, sofrtbeother candidates
may still be free to accept the upcoming transmission. Thaesting node has to
consider the case that a failure to receive a CTS may be th# oéthe terminal
being busy in some other transmission, maybe on a diffefentreel. This problem
of a candidate target node being busy on a different chasmrinmonly called
the Hidden Terminal Channel Problem. If only one candidatgsid, the fact that
the candidate may be busy on a different channel, must alsakba into account
when choosing the RTS timeout value.

Another issue here is that in normal CSMA/CA operation, dsdd by 802.11,
the time between consecutive RTS retries increases expalhenA consequence
of this is that if some other neighboring node wishes to trah® the same target
node, that node will initially start with a small random baffkvalue that depends
on the default minimum Contention Window, CW. Since the fisie started with
a small value that is increased for every failed attempt,thagecond node comes
into the game at a later point in time, that node will have alenlackoff inter-
val. The chances for the second competing neighboring rdaih access to the
target node therefore increases. In order to ease thigisituabit, consider a node
that is currently in a backoff after failed a RTS. When it dwears an RTS from a
neighboring node destined to the same target destinatiail| ieset its CW (reset
its backoff timeout value to the default value). Howeverjlevkhis helps, it is still
not enough. Some neighboring nodes close to the target,upwdfdransmission
range of the initiator, might still be able to unfairly win @&nsituation like this.

To thus make the situation fairer, we therefore propose dliewing two ap-
proaches: (1) increase the CW only after every 3rd faileghait. (2) freeze the
CW for the first 3 attempts as in (1), but compensate for thimbseasing the CW
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by a power of 3 after the 3rd failed attempt.

This will make the situation fairer among terminals compgtior access to a
node that is currently busy transmitting on one of the daennbls. While this
is a very simple approach, the drawback is that the prolbatbdr real collisions
will be higher. If a node experiences severe problems, ardétermines that the
node and traffic density so demands, it might dynamicallystdihe CW. How
to dynamically adjust the backoff procedure and set the Ce/ideeen studied in
several papers [20][21] [22] [23]. However, this is not stimrey that we currently
have implemented.

7.4.3 Multiple channels and planning

Most wireless technologies available on the market todayige the ability for
radios to communicate on a multiple number of different cled®n The MAC
protocol, we presented above, is designed to optionallythesse channels as dy-
namically as possible. However, if a standard MAC protoda B02.11 DCF is
used, this flexibility will not be available. This doesn't arethat nodes in the net-
work have to operate on a single channel, at least not the BiRse the topology
in a mesh network is typically static, smart network plagntan enable the use of
several channels.

A simple approach, which was presented in [24], use a simgéh function
to map a destination node to a specific channel. While thi®is/ery dynamic,
it is very simple and can achieve significant performanceravgments. This ap-
proach works in the following way: when a node is about togmait a packet to
a destination node, it uses the hash function with the destim [P address and
tunes its radio to the corresponding channel. After thestrassion, it tunes the
radio back to its own dedicated channel, as determined lowits|P address. We
will evaluate this approach in our solution, in combinatiwith standard routing
protocols.

7.4.3.1 Diversity Routing

A very important part in order to achieve diversity forwasdhiow we perform
routing. This is important not only in terms of finding rouieghe classical way,
but as a very important input to the MAC layer. The routingoaiiipm needs to
provide the MAC protocol with different candidate next hogstinations. This
type of routing also puts a new and different constraint anrbuting protocol.
It needs to provide multiple non node-disjoint paths to d@idaton. In a nhormal
link state routing protocol, single paths are setup thrangependent calculations
of every node in the networks. Loop freedom is assured by dhethat every
node uses the same algorithm with the same input informaifibrs will in effect
create a single source destination path through the netwiorlour case, every
intermediate node in the network will make an independentoghof which next
node to send the packet. This means that preventing looplsegibme much more



138 7. Chapter VIl

difficult and complex. One might think that source routing igossible solution to
this, but this means that only the source can take any patkicles.

One solution is to use greedy forwarding as explained in teeipus chapter,
where only candidates with a lower cost are evaluated.

Another possible solution though, is to setup the routeatvar the multiple
non-disjoint paths, when needed, and in the process ernsairéobps will not be
created. One solution like this is presented in [12]. Thaigparesents a working
protocol, but some diversity is lost in the process of emguldop freedom.

Another option that enable maxmimum diversity is to use sémna of route
recording, either at the MAC level, or at the IP level. Thisuigbenable each for-
warding node to take the previous path into account whemgattie forwarding
decision. It would also effectively prevent loops. The doaek is of course the ex-
tra overhead, but with some intelligent address compressid address planning,
the overhead can be minimized. This is the approach we dlyreave imple-
mented.

7.4.3.2 Diversity forwarding

The network routing protocol has to make the decision of vehadidates to pro-
pose to the MAC layer. We do this by using standard shortest galculations
(Dijkstra), but with the constraint that the forward patredn’t cross the previous
path, that is, we will not allow any loops. This decision isrhforwarded to the
MAC protocol, which evaluates the proposed candidatesanitily we explained
above. The MAC layer will now decide the next hop based bottihennformation
about the candidates it received during the RTS/CTS cynlkpath information it
received from the routing protocol. Basically, what happenthat the RTS/CTS
based information temporarily updates the network patliscoBhe reasoning is
that, although if one candidate may have perfect link comust that candidate
node may have a bad forward path. Some other candidate naitesnly average
link conditions may have a perfect forward path. We couldtbay the two proto-
cols, the MAC protocol and the routing protocol, operate iffeicknt time scales.
The MAC protocol operates on a short time scale, while thémgyprotocol oper-
ates on a longer time scale. It is the combination of bothethiese scales that will
form the basis of the forwarding decision.

We believe this sharing of information across layers is yagmising. The
fast query reply probing on the MAC layer will enable us tofpem diversity for-
warding that will be efficient in fading channels. As the eamiment normally is
constantly changing, especially in an urban environmeuainf sensitive forward-
ing can be really helpful. If one of the candidates is cuilyeim a deep fade, it
will either not respond, or it will respond and increase théhpcost significantly.
Choosing another next hop in this case would make a lot ofesens
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7.4.4 User node vs Mesh node forwarding

User nodes use a slightly different type of forwarding. thirgshey only use diver-
sity forwarding for packets routed towards an MP. Secorttilgy only query two
candidates, and these two candidates must be closer in naflbeps to the MP.
These candidates can be determined by listening and angltfz¢ routing proto-
col control traffic. When it overhears a routing control naggsfrom a neighboring
node, and determines that it is using a route to the MP the isodarently using,
and that node is closer to MP, it will mark that node’s addieess possible next
hop candidate.

Another solution for a user node to determine possible negtdandidates, is
to use information that it learns from the registration a&gtlon that we described
earlier. When the node forwards, or overhears a messageafoboser neighboring
node, and that node is also registered or is registering théhsame MP, it will
mark that node’s address as a possible next hop candidate.

The user node can then use the diversity MAC described abdte. main
difference here is that only the hop count metric is useddftop count to the MP
through the candidates is the same, it will randomly selewrag the ones with
the highest datarate. If the datarate is the same it will sarig pick one of the
available candidates.

7.5 Simulations

We have used the Qualnet simulator [25] to evaluate our meghcolutions and
architectures. Qualnet is a popular commercial event drared scalable network
simulator.

In addition to the Qualnet simulator, we have developed dl$RE(Intelligent
Ray Tracing) [26] tool, that takes as input maps defined inliiand outputs a
tile based propagation matrix. The raytracing tool considd#iffraction around
corners and we use up to four reflections to calculate thei atlh propagation,
although more reflections can be specified if needed. ThedBfinique divids the
simulation area and all defined walls into a number of tildse Ppropagation path
loss from between every source destination tile pair is tadculated and put into a
matrix. For points within each tile we then use bilinear iptdation in order to get
a better approximation within each tile and a higher resmhut The type of map
we are considering is a Manhattan city grid, as describedemext subsection.

7.5.1 Simulation Setup and Scenarios

We will simulate the four network architectures we desatibarlier in section 7.2.
Each network type will be simulated in a 525 x 525m urban cigaaconsisting
of 100 nodes. The city is modeled according to the well knowaniattan city
topology model [27]. For the first two network types, the nedk consist of 100
user nodes. For the second network type, only 75 of the uskrsnwill be mobile,
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while the other 25 are static and placed at different intgises. The third and
fourth network types consist of 75 user nodes and 25 meshspadie fourth ad
hoc mesh network consists of 9 mesh access points, with 16 raky points. A
mesh relay point only forwards mesh traffic, and operates different channel
than is used by the user nodes.

Every node in the network will use 802.11g at the physicaktayrhe MAC
protocol and routing protocol, will differ between the difént scenarios as ex-
plained below.

While this simulation area might be smaller than what is redlynused in ad
hoc network simulation studies, it should be noted that tibam simulation area
consists of 16 city blocks, where each block is a square ofml0ftersected by
25m wide streets. This area will produce a topology with aeraye hop-count of
about 6-7 hops, which is significantly longer than what ismalty used in ad hoc
simulation studies. The suburban environment consistettme city topology,
but here a block consists of many smaller and lower houseshMeints as used
in the mesh topologies are placed above these houses, shileoades are placed
below. This means that for the suburban environment it mghpossible for two
user nodes to find a connecting signal path through a citjkblbkis is not possible
in the urban environment, as the walls around the city blarkmetely blocks the
signal path, although the signal might be reflected or rédcharound corners and
thus eventually reach an other user node.

The power consumption of each individual node is measuradgieach simu-
lation. Different power values are used depending on whetigenode is transmit-
ting, receiving, sensing or if it is idle. The power valuegtudse different modes
are modeled after the Cisco Aironet 802.11 a/b/g chip [28].

In the first network traffic type we are simulating are a vagymumber of
bidirectional 56 kbps CBR traffic sources, modeled afterGhgll [29] codec.

A technique that can be used to predict user satisfaction aoinaersational
speech quality is the ITU-T E-model. The E-Model is standad by the ITU
as G.107 [30], and is a tool that can estimate the end-to-eiwe quality, taking
the IP telephony parameters and impairments into accouhis method com-
bines individual impairments (loss, delay, echo, codee tymise, etc.) due to
both the signal’s properties and the network charactesistito a single R-rating.
This method can be used as a good quality of service measuxel® calls that
consider a user’s opinion about the service. The Mean OpiSicore (MOS) is
a method recommended by the ITU and the IEEE 802.20 groupt@3dieasure
speech quality. In this method, the users rate the call guialia range varying
from 1 (bad) to 5 (excellent). We will apply this rating to hdhe G.711, and the
enhanced G.711 [32], codecs.

In these cases we are simulating a constant random load &f 351 20 and
25 source destination traffic pairs. By constantly randommean, that the traffic
load on the network is constant, but that the source deftinphirs are constantly
changing. Each CBR flow is one minute long, and when one flovs,eachew
flow will instantly start between a new source destinatioin pamewhere else in
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the network. These simulations are running for a total of @@ubtes. These traffic
scenarios are designed to roughly model voice communitabetween two voice
capable devices, when the network is loaded by various atodiraffic.

For each simulation scenario and network type, user nodesave accord-
ing to the pedestrian mobility model defined in Qualnet 4.8re;luser nodes move
along the streets to a randomly chosen street corner somewhehe city map.
When the nodes arrive at their destination, they will ranlyorhose a new destina-
tion somewhere on the map. Every time they arrive at a staraec, they run a 50
% chance of having to wait for a red light before proceedingssthe street. Each
pedestrian user node will move at a constant speed unifarhdgsen between 1.5
and 2.5 m/s.

Radio signals will be affected by multi path fading accogdio the Ricean
fading model, with a k-factor of either 0 or 1, depending orethier a direct line
of sight between each pair of hops are available or not. THa-paths and atten-
uations are calculated by the IRT tool.

7.5.2 Pure Ad Hoc Network Simulations

Here all user nodes are mobile as described above. The firstagion setup con-
sists of user nodes running standard 802.11g DCF, with AO®Wa routing pro-
tocol, on a single channel. The second setup we are congiderthe same as the
first, but DIVR is used as the routing protocol, and our DIVM RArotocol.

7.5.3 Supported Ad Hoc Networks Simulations

These simulations are exactly the same as those descritsttiion 7.5.2. The
only difference here is that 25 nodes will be static, andegjiaally placed in in-
tersections.

7.5.4 Single Hop Mesh Network Simulations

In these setups, all user nodes will run the registrationiegtpn defined in sec-
tion 7.3.2. Each user node will have access to an MP withinglesihop.

Within the mesh, we will use AODV or our DIVR routing, with athesh
nodes having two different interfaces running either IEBPE.81g DCF and/or our
DIVM MAC protocol. Every mesh node has at least one interfasiag 802.11g
DCF, which is used for communication with user nodes.

Mesh nodes, use the simple address mapped multi channehed@é]. No
coordination whatsoever is done by a 802.11 source befat@ibses a channel,
it depends purely on the address of target node. The chascllosen as chan-
nel=(address) mod (number of channels).

Contrary to the two ad hoc scenarios, all user nodes are pegliwith a single
802.11g interface. Since the user nodes connect directlyetd/Ps, no dynamic
routing protocol needs to be running on these interfaces.
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7.5.5 Mesh Ad Hoc Network Simulations

This setup considers a more sparsely deployed mesh netwuekevuser nodes
may need to connect to the MP over several hops. Mesh accieds ace config-
ured in the same way, and with the same protocol types, agisitigle hop case.
Mesh relay points lacks the 802.11g DCF interface used toywamcate with user
nodes.

User nodes on the other hand, still have a single wirelessfame, but are now
also running the AODV routing protocol. Otherwise, they epafigured as in the
previous case.

7.5.6 Simulation Results
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7.5.7 Discussion

First let us consider figure 7.7 that illustrates the delayritiutions when we have
5 bidirectional 64 kbps UDP flows. The most obvious diffeeme can observe
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here is the significantly lower delays for the DIVR ad hoc scess. In fact, here

the cumulative probability starts approaching one for padelays at around 6-7
ms. If we now also look at the 2nd and 4th tables in table 7.1tablé 7.2, we can

see that the average delay for DIVR is around 2 ms indeperadeéhe amount of

traffic, and whether the environment is urban or suburbantHeoconclusion here
is that for the ad hoc scenarios, the delay DIVR is fairly peiedent of the type of
environment and the amount of traffic.

If we consider figure 7.7(c) we can see that the delay for AOBYb(rban)
especially for the pure ad hoc case is significantly highanttor any of the sce-
narios and environments for 5 bidirectional flows. A lookadile 7.2 reveals that
the average delay for this case is 16.7 ms. For the AODV urbldmoa case, the
delay is (see table 7.1) 6.2 ms. With a higher traffic load figege 7.8 , table 7.2
and 7.1, the effect is much more severe with a delay of 195mds648ms for 25
AODV urban and suburban flows.

What we see here is the effect of the environment itself, Hmheight of the

buildings affects the signal path and the performance. ltyaaovironment, build-
ing walls completely block the signal from one parallel st another, while in
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AODV URBAN Ad hoc
Flows Delivery d J P MOS | MOs2 B
5 0.809 (0,772, 0.846) | 6.18 | 35.6 | 0,987 | 2.56 3.97 107
10 0.784 (0,780, 0.788) | 14.2 | 44.1 | 0.965 | 2.41 3.91 85.5
15 0.705 (0.671, 0.735) | 40,1 | 70.7 | 0.801 2.04 3.72 66,5
20 0.564 (0,493, 0.634) | 89.3 | 126 | 0.7538 1.59 3.35 39.2
25 0.378 (0.314, 0.442) | 195 216 | 0.545 1.00 2.13 35.9
DIVR URBAN Ad hoc
Flows Delivery d J P MOS | Mos2 B
5 0.676 (0.634, 0.717) | 1.98 | 48.6 | 0.999 1.93 3.64 46.0
10 0.658 (0,625, 0.692) | 2.11 | 52.2 | 0.D98 1.87 3.60 35.0
15 0.631 (0,589, 0.674) | 2,25 | 50.2 | 0.998 1.78 3.53 27.8
20 0.611 (0,580, D.642) | 2.13 | 65.1 | 0.D98 1.72 3.48 24.6
25 0.586 (0.520, 0.653) | 2.70 | 68.5 | 0.998 1.65 3.41 21.9
AODV URBAN Supported ad hoc
Flows Delivery d J P MOS | MOs2 B
5 0.832 (0,758, 0.907) | 12.3 | 38.4 | 0.969 2.71 4.02 58.2
10 0,791 (0,760, 0.821) | 20.1 | 51.0 | 0.947 | 2.45 3.93 26.3
15 0.750 (0,679, 0.821) | 27.2 | 64.9 | 0,028 | 2.23 3.83 18.6
20 0,609 (0579, 0.639) | 63.7 | 115 | 0.828 1.71 3.47 12.5
25 0.543 (0,524, 0.562) | 100 146 | 0.719 1.54 3.30 10.3
DIVR URBAN Supported ad hoc

Flows Delivery d J P MOS | MOs2 B
5 0,789 (0.743, 0.835) | 1.6 | 25.9 | 1L.o00O | 2.44 3.02 47.0
10 0.712 (0,643, 0.780) | 2.1 | 34.6 | 0.999 2.07 3.73 33.6
15 0.716 (0.620, 0.502) | 2.0 | 42.4 | 0.999 2.08 3.74 274
20 0.695 (0.662, 0.720) | 2.0 | 38.2 | 1.000 | 2.00 3.60 22.7
25 0.615 (0.512, 0.719) | 2.1 | 51.9 | 1.000 1.73 3.49 21.0

Tab. 7.1:URBAN ad hoc scenarios. Delivery ratio with standard dewsrat Delay in ms
(d), Jitter in ms (J), Probability of delay less than 50ms an Opinion Score
for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battentilife in hours
for 12200mAh (B)

the simulated suburban environment the signal is not caeiplblocked but is still
affected by multi-path fading. The main difference this basthe MAC layer is
how carrier sensing are affected and hidden terminals a&aen. In the subur-
ban environment, carrier sensing is possible across a bhgknot in the urban
environment. In the suburban environment, RTS and CTS paek# protect a
802.11 transmission from parallel transmitters, whiclreases the time it takes
for a packet to access the channel. But since some links nperiexce non line
of sight multi-path propagation fewer, packets will alsodedivered on average.
For the supported ad hoc scenarios, see table 7.1 and 7.2 &Meday mesh
node is placed at each intersection, the delay increasési@kODV traffic in the
urban environment, while it decreases for the suburbam@mvient. An important
factor here is the connectivity and medium contention orrtles. In the urban
environment, the best path across a few blocks will always plarough a relay
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AODYV SUBURBAN Ad hoc

Flows Delivery d J P MOSs | MOs2 B
5 0.746 (0.730, 0.762) | 16.7 | 52.6 | 0.959 2.22 3.82 18.3
10 0.532 (0.495, 0.570) | 122 140 | 0.646 1.45 3.27 9.0
15 0.263 (0.244, 0.283) | 433 280 | 0.248 1.00 2.57 7.8
7.6

7

20 0.235 (0.227, 0.242) | 583 325 | 0171 1.00 2.49
25 0.210 (0.206, 0.215) | 640 | 346 | 0.133 1.00 2.44
DIVE SUBURBAN Ad hoc

Flows Delivery d J P Mos | MOos2 B
5 0.543 (0.473, 0.613) | 1.7 | 96.5 | 0.099 1.54 3.30 49.6
10 0.530 (0.484, 0.594) | 1.9 | 91.4 | 0.999 1.53 3.29 35.1
15 0.501 (0.468, 0.534) | 2.1 104 | 0.999 1.45 3.19 27.3
20 0.497 (0.448, 0.547) | 2.2 | 108 | 0.999 1.45 3.18 22.8
25 0.484 (0,472, 0.495) | 2.3 | 110 | 0.999 1.42 3.14 20.6

AODV SUBURBAN Supported ad hoc

Flows Delivery d J P Mos | Mos2
5 0.908 (0.800, 0.926) | 5.4 | 19.3 | 0.990 3.32 4.18 31.9
10 0.911 (0.897, 0.925) | 7.7 | 21.4 | 0.950 3.34 4.19 15.5
15 0.700 (0.589, 0.830) | 218 | 110 | 0.582 1.57 3.73 7.5
20 0.303 (0.373, 0.413) | 764 | 234 | 0.077 1.00 2.90 6.4
25 0.340 (0.328, 0.351) | 815 | 243 | 0.0458 1.00 2.76 6.4

DIVR SUBURBAN Supported ad hoc

Flows Delivery d J P MOs | MOos2 B
5 0.832 (0.802, 0.862) | 1.6 | 21.7 | 1.000 2.71 4.02 57.5
10 0.708 (0.742, 0.853) | 1.7 | 32.7 | 0.099 2.49 3.04 i v
15 0.508 (0.762, 0.854) | 1.7 | 30.4 | 1L.000 2.55 3.97 20.2
20 0.709 (0.767, 0.831) | 1.8 | 35.9 | 1000 2.50 3.95 23.5
25 0.7309 (0.715, 0.763) | 2.0 | 43.9 | 1000 2.18 3.80 2007

Tab. 7.2.SUBURBAN Ad hoc scenarios. Delivery ratio with standardidéen. Delay in
ms (d), Jitter in ms (J), Probability of delay less than 50R Mean Opinion
Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Bgtitetime in
hours for 12200mAh (B)

point, which increases the contention for those nodes agm@fibre the delay. In
the suburban environment they increase the connectivithehetwork, but all

routes doesn’t necessarily pass through them, resultindawer delay. With very
high traffic, it is more complicated. Now links, or routes,\nie reported as broken
due to collisions, when in fact they are not. When the routibés repaired and
resetup, RREQ packets are rebroadcasted by neighborirgsnatfith a higher

connectivity, more packets will be rebroadcasted, inéngathe probability for

collisions, and the delay. In the urban environment, theoadicasting collision

effect is not high enough to decrease performance and awverte positive effect
of the higher connectivity. The delay is thus lower for thbam environment than
for the suburban environment.

If we look at the results for mesh scenarios, table 7.4 andifediggest differ-
ence between the urban and suburban environments are tlehigher suburban
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AODYV TTRBAN Mesh
Flows Delivery d J P MOS | MOs2 B
5 0.750 (0,713, 0.788) | 89 | 488 | 0.083 2.24 3.83 25.4
10 0.720 (0640, 0.800) | 10.2 | 58.3 | 0,982 | 2.10 3.76 211
15 0.731 (0.719, 0.743) | 15.0 | 57.0 | 0.9G69 2.15 3.78 17.9
20 0.699 (0675, 0.723) | 27.1 | 71.0 | 0.926 2.01 3.70 15.7
25 0.652 (0.622, 0.683) | 58.1 | 89.4 | 0.824 1.84 3.58 13.8

DIVE URBAN Aesh

Flows Delivery d J P MOS | Mosz2 B
5 0.662 (0.623 0.701) | 8.1 | 65.6 | 0.987 1.88 3.61 25.8
10 0.653 (0,598 0.708) | 7.4 | 73.5 | 0.980 1.85 3.58 20.5
15 0.530 {0.502 0.558) | 7.4 | 90.1 [ 0.988 1.51 3.26 18.5
20 0.527 (0,460 0.584) | 7.0 | 88.5 | 0.990 1.51 3.25 16.4
25 0.509 (0,459 05607 | 9.3 | 95.2 | 0.984 1.47 3.21 14.4

AODYV URBAN Ad hoc mesh
Flows Delivery d J P MOS | MOs2 B
5 0.702 (0663, 0.742) 9.7 58.6 | 0.981 2.03 3.71 23.2
10 0.701 (0665, 0.736) | 12.9 | 63.9 | 0.974 2.02 3.71 19.1
15 0.688 (0654, 0.722) | 17.4 | 70.4 | 0.961 1.97 3.67 15.7
20 0.665 (0622, 0.708) | 33.3 | 80.1 | 0.901 1.89 3.62 13.8
25 0.630 (0586, 0.674) | 76.3 | 97.1 | 0.792 1.77 3.52 12.5
DIVE URBAN Ad hoc mesh
Flows Delivery d J P MOS | Mos2 B
5 0.599 (0,545, 0.654) 2.8 23.09 | 0.984 1.68 3.44 22.5
10 0.605 (0,536, 0G74) | 11.7 | 82,5 | 0.974 1.70 3.46 19.9
15 0.505 (0,477, 0.534) | 131 109 0.971 1.46 3.20 16.4
20 0,484 (0,433, 0.534) | 129 105 0.969 1.42 3.14 14.8
25 0,487 (0,454, 0.520) | 14.6 112 0.960 1.43 3.15 13.3

Tab. 7.3:URBAN Mesh scenarios. Delivery ratio with standard dewiati Delay in ms
(d), Jitter in ms (J), Probability of delay less than 50ms an Opinion Score
for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battentilife in hours
for 12200mAh (B)

delivery ratios. For low traffic rates, both AODV and DIVR naay@s to sustain
high delivery ratios in the suburban environment, but AODwgrenor less main-
tains these ratios for a higher number of flows than DIVR.

For the urban environments, the delivery ratio isn’t verghhithe maximum
delivery ratio for any urban mesh scenario is 75%. In factjgfcompare table 7.3
and 7.1 we see that for low traffic rates, the ad hoc scenastaalyy perform better,
which is not true for suburban (tables 7.4 and 7.2). We can alew take a look
at the different Mean Opinion Scores. To at least have somme & acceptable
VOIP experience in an urban environment, the enhanced G@déc should be
used. We can also make the interesting conclusion, thatrf@uenvironments, it
is actually better to use the ad hoc technologies, with thpatied ad hoc network
performing slightly better. If we also look at the batterglimes, we see that the
lifetimes are significantly longer for the ad hoc scenaridss is an interesting, and
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AODY SUBURBAN Mesh

Flows Delivery d J P MOS | MOs2 B
5 0.948 (0,927, 0,.969) | 3.2 11.9 | 0.996 3.73 4.26 19.9
10 0.947 (0.936, 0.9558) | 4.8 13.0 | 0.993 3.72 4.26 14.2
15 0.945 (0.921, 0.970) | 18.7 | 17.3 | 0.968 | 3.70 4.25 10.7
20 0.917 (0.739, 1.000) | 19.8 | 27.7 | 0.953 3.40 4.20 8.1
25 0.658 (0.359, 0.957) | 232 107 | 0.452 1.86 3.60 6.5

DIVR SUBURBAN Mesh

Flows Delivery d J P Mos | Mos2 B
a 0.943 (0.924, 0.962) | 24 11.1 | 0.999 3.67 4.25 18.0
10 0.933 (0.919, 0.,947) 3.6 13.3 | 0.997 | 3.57 4.23 13.3
15 0.874 (0.658, 1.000) | 18.1 | 25.8 | 0.963 3.02 4.11 9.7
20 0.787 (0.618, 0.956) | 62.5 | 73.5 | 0.823 2.43 3.92 7.1
25 0.460 (0.276, 0.645) | 388 181 | 0.260 1.38 3.08 5.7

AODV SUBURBAN Ad hoc Mesh

Flows Delivery d J P MOSs | MOs2 B
5 0.953 (0.939, 0.966) | 3.9 11.2 | 0.994 3.79 4.27 20.3
10 0.946 (0.936, 0.957) 5.4 13.2 | 0.993 3.71 4.25 14.5
15 0.948 (0.940, 0.956) | 6.4 14.2 | 0.992 | 3.73 4.26 11.3
20 0.904 (0.750, 1.000) | 16.8 | 28.2 | 0.968 3.28 4.17 8.1
25 0.417 (0.223, 0.611) | 120 115 | 0.744 1.31 2.96 5.8

DIVE SUBURBAN Ad hoc Mesh

Flows Delivery d J P Mos | Mos2 B
a 0.945 (0.928, 0.962) | 2.3 10.4 | 1.000 3.70 4.25 19.0
10 0.920 (0.904, 0.954) | 3.9 13.3 | 0.996 3.52 4.22 13.5
15 0.011 (0.755, 1.000) | 9.9 | 20.1 | 0.980 3.34 4.19 9.9
20 0.513 (0.649, 0.977) | 20.4 | 43.2 | 0.936 2.58 3.98 7.2
25 0.304 (0.200, 0.588) | 134 120 | 0.713 1.28 2.90 5.8

Tab. 7.4:SUBURBAN Mesh scenarios. Delivery ratio with standard déen. Delay in
ms (d), Jitter in ms (J), Probability of delay less than 50Rs Mean Opinion
Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Bgatitatime in
hours for 12200mAh (B)

somewhat unexpected result. Even though the mesh netwerlatepon separate
channels than the user nodes, we don't really gain anythjngsing their extra
interfaces in a harsh urban environment. With a differensimeonfiguration, and
by using more interfaces in each mesh point, or a differegsiohl layer with a
higher capacity, this will probably change. But for this figaration, with the same
physical layer on both user nodes and mesh nodes, we cahgeggnificant gain
for urban environments. We leave it for future work to stulkdg heeded capacity,
and the various dependent factors, for a mesh network teedotpn an ad hoc
network in an urban environment.

Continuing looking at battery lifetimes, for the ad hoc soéos we see that
DIVR achieve its longest for the suburban environment. FODY however, the

longest lifetimes are achieved for the urban environment.

So, when looking at all the tables, we can see that the bedP\WODS perfor-
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mances are for suburban mesh scenarios. If we limit the nuoflfl®ws to 20, we
can still achieve very high VOIP performance by using an aclmesh topology
instead of using a single hop mesh. We can do this by maintathie same battery
lifetime, and with a cheaper infrastructure.

The MOS VOIP performance in the urban scenarios are alwaigdaver than
for suburban. With the consideration of the higher lifetirmecombination with
comparable MOS performance, it seems better to use a sedpmithoc network
for urban environments.

In conclusion we can say that what type of protocol that isnagtfor a certain
situation, depends on the environment, the type of netwark tae amount of
traffic.

7.6 Future work

As future work other routing protocols such as OLSR should:dresidered for
routing within the mesh as well as the ad hoc networks. Thenmeason for
OLSR not being part of this study is CPU processing power. Siimeilation time
for OLSR in Qualnet is significantly longer than for the otlpeotocols, whose
simulation time is also very long. We would also like to stutlg effect other
routing metrics besides hop count has on the performanoallysiwe are working
on a new solution that significantly increases the numbeetivered packets for
the DIVM mac protocols.

7.7 Conclusion

We have described a few different type of wireless ad hoc asghmetworks, and
how they can be designed to operate efficiently in urban abdrban city environ-
ments. We analyzed how well these networks perform withdstechprotocols, and
with our newly proposed protocols. We saw that our new padeliver packets
with a significantly lower delay, although at the price of engwvhat lower delivery
ratio. A single hop mesh network can operate with mesh aquasss set in asso-
ciation mode, enabling user nodes to connect with stand&gdE 1802.11 devices
and software. By instead operating the mesh access poiid oc mode, we
enable more flexibility and functionality to be defined in gwftware of both the
user nodes and the mesh nodes. Our simulations show the emggaonment has
significantly lower performance than a suburban envirortmfe also see that for
a suburban environment it is better to use a mesh type of nietwinile in urban

environments, an ad hoc type of network is more beneficialadMipe of network
configuration to choose in the different environments, depeon what protocols
we are using.
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8. CHAPTER VIII

A cross layer protocol with hybrid multi channel COMA/OFDMA and
diversity forwarding

8.1 Introduction: CDMA and spread spectrum multiple access

Code division multiple access (CDMA) is a form of multiplegimethod to enable
multiple access to a physical medium such as a radio chalmmadntrast to CSMA
techniques as used in for example 802.11 [1], and Ethereetral users can use
the medium at the same time thanks to the use of differenhgaskquences.

CDMA uses a technique called spread spectrum, which bsicedans that
the signal is spread so that it occupies a bandwidth muctiggrdgan that which
is necessary to send the information. This results in theasigeing much less
sensitive to interference. The bandwidth is spread by me&iascode which is
independent of the data that is to transmitted. The indegpeselof the code distin-
guishes this from standard modulation schemes in whichdkee modulation will
always spread the spectrum somewhat. The receiver of thaldigen synchro-
nizes by using the code to recover the data of the spreadedl sighe use of an
independent code and synchronous reception allows nuiltipérs to access the
same frequency band at the same time.

In order to protect the signal, the code used is pseudo-randbappears to
be random, but is actually deterministic, so that the resedan reconstruct the
code for synchronous detection. This pseudo-random codenmsnonly called
pseudo-noise (PN) code, or CDMA code.

There are several types of spread spectrum systems, and Gpstéms uses a
method called Direct Sequence Spread Spectrum (DSSS), tHerdigital data is
directly coded at a much higher frequency than the signaklaadits themselves.
The code is generated pseudo-randomly, the receiver knowddigenerate the
same code, and correlates the received signal with thattoceldract the data.

Since it is not mathematically possible to create signatageiences that are or-
thogonal for arbitrarily random starting points, uniqueépdo-random” or "pseudo-
noise” (PN) sequences are used in Asynchronous CDMA syst&imsse PN se-
quences are statistically uncorrelated, and the sum ofge lanmber of PN se-
quences results in Multiple Access Interference (MAI) tiseipproximated by a
Gaussian noise process (following the "central limit tleeot). If the signals from
all of the users are received with the same power level, thewariance (e.g., the
noise power) of the MAI increases in direct proportion to tiaenber of users.
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In wireless systems, theear-far effect is a very important problem that needs
to be taken into account. The near far effect means that a/ieganobile node
very close to another transmitting mobile node, might bevdied by noise caused
by a transmitter communicating with a mobile node much rdway. This prob-
lem is in cellular networks solved by different optimizedyss control algorithms,
and the decreasing of the actual geographical cell sizesifiee

In ad hoc or mesh network, this near-far problem is much mdfeuwt to
solve, because there is no central entity that can perfomvepoontrol. Several
CMDA protocols for ad hoc networks have been proposed [2]48] that with
appropriate code assignment and spreading code schenmssaateed to be free
of primary collisions. Generally, these protocols are Hage random channel
access, whereby a mobile node with a packet to transmit caeed immediately
with its transmission, possibly after RTS/CTS exchangeil&\these protocols are
free from primary collisions, they are still subject to sedary collisions caused by
MAI from two or more transmissions that use different codkat is, thenear-far
problem.

A few solutions to thenear-far problem in ad hoc networks have recently been
presented. In [5] a CDMA MAC protocol is presented that udesnoel gain
information overheard through RTS and CTS on a common coolrannel, to
perform power control that prevent MAI at receiving nodescémise secondary
collisions. The authors in [6], solve tmear-far problem by proposing a dynamic
clustering algorithm, that creates a cell-type structuéxe.iterative power control
scheme similar to that of cellular networks are then used.

8.2 OFDM and Dynamic Channel Adaptation

Orthogonal Frequency Division Multiplexing, OFDM is a wideised modulation
scheme that for example is used in 802.11a/g. OFDM works Yigidg a wide-
band channel into a larger number of sub-channels. By gacsubcarrier in each
sub-channel, each subcarrier may be modulated separaginding on the SNR
characteristics in that particular narrow portion of themel. As the channel
varies over time, further adaptations can be made on eadasidy in order to
continually optimize the data capacity of the channel.

Much research has lately gone into developing techniquaacieases the
achieved capacity of OFDM systems. This includes for exanagaptive mod-
ulation, subcarrier power allocation and different codteghniques. The basic
idea of these methods is to differentiate between good addtiacarriers in such
a way that the data capacity is maximized. This approaches afalled Waterfill-
ing, where more power and higher order modulation is put sotmcarriers with
larger SNRs, while lower SNR subcarriers will receive lesw@r and lower order
modulation up to a certain threshold after which the suleais not used at all.

In [7] it is suggested that the RTS and CTS handshake can loetosehieve
fast link adaptation for OFDM systems. A receiving statiorasures channel
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characteristics when receiving the RTS frame and calculdite appropriate bit
and power-loading allocation. The results of this caléatats transferred back to
the receiver in the CTS message. The transmitter will subsgty modulate sub-
carriers in accordance with the received modulation pararseTheir simulations
indicate that for higher SNRs the increase in throughpusisiach as 10 Mbps
compared to when standard adaptive bit and power loadingnseh are applied.
This is further specified in [8] where a method is describethsert a wideband
training probe into the RTS message in order to receive teeet: channel state
information. In [9] it is specified how the RTS and CTS can jevxchannel infor-
mation used to achieve a dynamic fast adaptive Waterfillpgg@ach.

This chapter describes a solution that achieves fast OFDN didaptation
through a RTS and CTS handshake, in combination with a siGpI&A code
assignment scheme that in addition is able to achieve diydéoswarding.

8.3 CDMA-codes and address hashing

In [10], a dynamic and distributed code assignment protecpresented. Each
code is here defined as a unique channel, and in order to agreedata trans-
mission code, RTS and CTS messages are exchanged. The doeleited by a
transmitter is randomly chosen from a list of available ¢aated included in the
RTS. If the code is not available, an out of bandgytone is transmitted.

The system and method presented in this chapter, includes| afpredefined
and orthogonal CDMA-codes, as used in spread spectrumnsysis described
above. The number of codes should be as large as possibléentorallow many
simultaneous transmitters, but a trade-off might exisieen the number of codes,
the orthogonality and the resulting noise level.

The system presented specifies a common and predefined mesioriy that
maps a specific node address, or node address pair, to asfdaiflA-code. This
means that the address used to identify a specific node, @diiresses used to
identify a link, directly maps to a specific code. When a noaledata that it wishes
to transmit to another nearby node, it uses the hash funtigietermine a code
that will be used to encode and spread the data signal. Thecptaloes not rely
upon the use of busy tones, but uses network topology infiimm#o determine if
a primary collision is possible.

The address used by the system in the hash function can beddrgsa that
identifies a certain node, but using a network address hasae@dvantages. The
first advantage is that network addresses are generallyssigireed randomly. Nor-
mally, some administration is involved when a node receaveetwork address,
whether it be automated by a protocol, or manually assigiyea tuman admin-
istrator. As the hash-function is also assumed to be knowthé&yauthority that
assigns addresses, it will allow the system to take into adcalready assigned
addresses in order to minimize code collisions. Seconagynetwork itself might
be aware of where and when collisions might occur throughapelogy informa-
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tion. For example, nodes in the network might know the addoé®ther nodes in
its local neighborhood, that may have been provided by angutrotocol or some
other application.

A
y

Fig. 8.1:3 hop code collision area

The topology information needed to determine if a collisi@possible, is the
set of nodes and node identifiers within the 3-hop neighlmthd’lease consider
figure 8.1. Node B,C and D are within the 3-hop neighborhood.df A is trans-
mitting to B using code ¢, and C is transmitting to D using thme code c, B will
experience a collision as it will also receive the transiaisérom C.

The topology of the network can be represented by an undaegitaph G =
(V,E), where V is the set of network nodes, and E is the setnéklibetween the
nodes. If(u,v) € E, then(v,u) € E and nodeu andv are within transmission
range of each other and can exchange packets with each alihgrsome code.
The nodesu andv are thenone-hop neighborsf each other, such as for example
node A and B in figure 8.1. The set of one-hop neighbors of aqodat nodei is
denoted byV;.

Each node has available a pool of well chosen codes, for deaqupsi-orthogonal
PN codes(,, = {c*}. Each code is identified by the supersciipt 0,1,2, ..., |Cpn |-
1.

When a node wishes to calculate the code to be used when itdngro a

HASH (k)

{
h=Hash(k);
code = hmod |Cpn|

}

HASH (i,k)

{
h=Hash(i® k)
code = hmod |Cpn|

}
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nodek, it uses the methoHASH(k) One implementation of the functidtash( x)
is to use an integer pseudo-random number generator thatajes the message
digest from a byte-stream input This integer is themodulod to the number of
available codes. This implementation is a good choice ifeskbs are assigned
randomly in the network, or if there is no administration &sign addresses. If
there is a centralized addressing authority availabls, dbthority can assign ad-
dress incrementally in such a way that no code collision @gdiur while the num-
ber of assigned addresses are less than the number of &vaitates. This hash
function could then be implemented nod y, where X is the address and y is the
number of codes. If the used address consists differerd, gartexample as in IP
addresses, the function might need to be modified slightigike this into account.
In these cases a receiver based code used, but it also pdssilsle a link based
code, as defined iRASH(i,k) where the link betweenandk is assigned a code.
This means that each linki, j) € E, is assigned a code.

SetCodes (i)

{
for (j € N})
for (vk € N} U (Urens NI
code =HASH( k)
k.TxCode =cc°de
R «—— k.TxCode
}
}

The SetCodes(i)method calculates the set of codBso be used by a node
by calculating the code corresponding to each node in thep3akighborhood.

Calc_Collisions (i)

{
for (j € N})
for (vk € N} U (Uens N
if (3k.TxCode € R,k #19) {
Q—k
}
}
}

After this, nodei uses the metho@alc_Collisions (i) to calculate the set of
nodesQ, within the neighborhood that share the same code.

A node wishing to transmit data to a certain node, can thezetbeck if a
code caollision is possible due to two or more local nodesgigie same code,
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Check Collision (j)
{
if (Q==10)
return false
elseif(3dj € Q)
return true
else
return false

}

beforethe transmission takes place, by usi@geckCollision(j). If two nodes in
the neighborhood is using the same code, any node that wisk@smsmit to them,
first uses a CSMA scheme in order to determine if some othee isdurrently
transmitting on that code. S&acketTo TX(j).

Packet To_TX (j)
{
F— fo,
if (Check_Callision(j))
Perform Carrier Sense on: F, j.TxCode
else
Transmt RTS to j on: F, j.TxCode
F.P, R —Receive CTQ)
Transmt DATA on: F, j.TxCode, using P and R

}
8.4 Pre data signaling

Before any data is transmitted, an RTS message is trandmiites RTS has sev-
eral purposes, such as to determine if the intended desti(s)t can receive the
packet, and to determine appropriate transmission paeasnet

Upon receiving the RTS message, the receiver performs a@uofilcomputa-
tions in order to determine the following:

e The transmission power

The data and coding rate

The type of modulation to use

The number of subtones to use in the OFDM system

Waterfilling, in order to determine the power level of eachBDFsubtone

Bit/power loading to determine the amount of informatiortremsmit over
each OFDM subtone.
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In order for the receiver to determine these parametersiettever needs to
know the correct channel state information. This inforiomttan either be deter-
mined by transmitting a small probe signal just prior to thHESRor by having a
specific field within the RTS that contains the probe signdlisTprobe signal or
field is then used to calculate the channel impulse response.

The probe signal used, can be made to spread over a very wide lna for a
short time. This will allow the receiver to determine whabtnes, or what range
of subtones, that is to be used among all the subtones deailgthin the allocated
spectrum. The predefined code (by hashing) might be spesifi¢idat it can only
spread over a certain limited frequency band, and the recewll then be able
determine the location of this band by using the probe signdlthe state of the
current subtones located within it.

For example, 802.11a defines a set of up to 14 frequency clsanwile a
single and unique code can be used to transmit to a particate, we can choose
between 14 different frequency bands to spread the sigea| effectively creating
14 different channels. This also means that although twestmtated in the same
area might be using the same code, a collision will not odosecause they will
transmit on different frequency bands.

RX_RTS (i,j)
{
G «— Subtone Gain(i,))
F «—— Pick Frequency Rang§g, )
P «—— Subtone Powersgl, G, N)
R — RatdP, F,G,N)
Transmt F,P,Rin CTSto i

}

RXRTS (i,j)summarises the computation of the transmission parameters
formed upon the reception of a RT&. is the noise power subset.

Other combinations of this scheme are possible. We can,xample, if a
lower data rate is needed by the transmitter, only use agmodi the wider fre-
quency band, and let the receiver notify the transmittehefget of subtones to
use. Similarly, more subtones, possibly from several feegy bands, could be
allocated if a higher data rate is needed.

The response CTS message transmitted by the receiver,ng tie hash-
function,HASH(i), to determine the code to use for spreading the CTS.

The receiver also includes the current size of its queuesiCifiS, for the given
priority, if multiple queues are being used.
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8.5 Diversity forwarding

As has been described in the previous two chapters, we wdl spport diversity
forwarding.

When a transmitter has determined two or more receiver thashes to eval-
uate as candidates for forwarding the packet, it transmé@sRTS packet to them
using a common, well known RTS code that all nodes uses tootigetode a
packet, se®acketTo_TX(i,},k).

Packet To_TX (i,},k)
{
F— fo;
if Check_Diversity_Code (i,j,k)
Perform Carrier Sense on: F, j.TxCode(j, k)
Transmit RTSto j,k on: F, j.TxCode(j, k)
else
Perform Carrier Sense on: F, 0.TxCode
Transmit RTSto j,k on: F, 0.TxCode
Fy,P1, Ry ——Receive CTQH)
Fy, Py, Ry +——Receive CTE)
I, F, P, Rj +—— Pick CandidatéFLg,PLg,RLg)
Transmit DATA on: F;, |.TxCode, using P, and R;

When a node receives a RTS message where its address isespatifine of
the destination fields, it will use another hash-functiométermine a group code.
This group code will take as input parameters the addregmesfied in the RTS
messages. All nodes targeted by the RTS will then listen tbuse this code for
a certain specified time period when decoding packets. W/iths specified time,
whenever a source node transmits a diversity RTS messageartup code will
be used to spread the RTS signal.

After this specified time period, the group code will be imated, and the
common code will again be used to transmit the initial RTSsags.

In the same manner as when data packets are being transrbifede a RTS
packet is transmitted, a check is made to determine if tisesecollision risk when
using the defined code. This is performedGheckDiversity_Code(i,j,k) Here,
the diversity spreading code is first calculated. The seivefrgity spreading codes
currently used by a node is denot&dand the set of codes used for the actual
data transmissions is as earlier dend®edhen a check is performed to determine
whether that code is already used as either a diversity acaeanormal data code.
Ifitis, a CSMA carrier sensing scheme using that code is psied to transmitting
the RTS. The first time this lookup is performed, neither efriéceiving candidates
are listening to the specified group, as they are not yet aofaiteis setup. The
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Check Diversity_Code (i,j,k)
{
h=Hash(i® ja®k);
code = hmod |C'pn/;
j. TxCode(j,k) =ccode;
k. TxCode(j,k) =ccode;
if (3j.TxCode(j,k) € (T UR))
return true;
else{
T «— j.TxCode(j, k)
return false;
¥
¥

common code will therefore be used when transmitting theRiFsS. After this, the
group code will be included in th€ set, and candidate receivers will be listening
to the code. As nodes can not be aware of group codes useddynaittes, carrier
sensing is always performed before transmitting a divefsitS.

It is also possible for the receiver to, in its CTS messagédicate an other
data code than the one that the hash function is pointingttwould for example
indicate a longer code in order to increase the processiimgaga the chance for a
successful delivery, but at the price of a lower achieved date.

8.6 Near-far effect and acknowledgments

In cellular systems, the near-far effect is a very imporgaoblem that needs to
be taken into account. The near far effect means that a migbiténal very close
to a base station, might be drowned by noise caused by thestatsen while
it is communicating with a mobile terminal much further awdayis problem is
solved by different optimized power control algorithms aletreasing the actual
geographical cell size if needed.

In ad hoc or mesh network, this problem is much more difficulsolve be-
cause power control is not centralized. One solution the¢®shis problem are
to use acknowledgments, where each data packet is ackrgmdeskparately. If
the packet fails to be delivered at the receiver , the packegtransmitted by the
transmitter. This increases the end to end delay but inesetiie packet delivery
ratio.

In this protocol, if the receiver determines that an ackealghment might be
useful, it indicates this with an ’ack’ flag in the CTS message

The receiver monitors the noise level both when the RTS mgessareceived,
and after a data packet is received. It then uses these valwadculate a noise-
jitter that is then used to either determine whether an AC#ukhbe transmitted,
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or if the power of the transmitter should be increased aaeglg A problem with
increasing the power level is of course, that the averagesptavel increases, as
other nodes might need to increases its power level, in ffentang other nodes to
turn up its power level and so on. This is something that foezeshould be used
carefully. Using an ACK is a safer option unless some coaititin is used.

In this protocol, the near-far effect is also mitigated tigh the dynamic allo-
cation of frequency bands. This means that a receiver thmrinces cross-code
interference from a nearby transmitter, might be allocatedifferent frequency
band with less interference and noise.

8.7 The number of codes

An important question is how many codes we need to use in doderinimize
the probability for a code collisions. We know that when wedhfor a code
collision, we search within our 3-hop neighborhood. Manpeya that model the
connectivity of ad hoc network, including [11], model thenmhber of nodes in a
specific area with a Poisson process:

P(n nodes in A) = (p;j') e PA (8.1)

whereP is probability of findingn nodes in are# with density ofp nodes perm.?.

Fig. 8.2:Transmission areas for 1 and 3 hops

If we assume that a node has a transmission radiusmthe expected number
of neighbors a node has is simply the expected number of Hoda®d within its
transmission radius:

E(p,r) = prr? (8.2)

The number of neighbors a node has is a nice metric that tellajgmut the
density of the network. The density, is defined ag = %, which depends on
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the size of the network. But we can also express the densitiieohetwork as
dependent upon the number of neighbors:

_E €3
mwr

This means we can now express the probability, P, of findingpdes within a

nodes 1-hop neighborhood, = 7?2, dependent upon the number of neighbé&:s,

%mﬂ E__ 2 E"

P(n,E) = ( e w2 ™ = —e F (8.4)

n!

We are now ready for expressing the probability of having decwollision. If
we havec codes available, the probability of a code collision is thms having as
at leastc nodes in our 3-hop neighborhood:

c—1 n
Pcodes(cv E) =1- Z(@e—E)E) (85)

n!
n=0

For largerc andE, our used Poisson distribution becomes a normal distabuti
So, for largec andE we get:

(71,7@)2
Pooges(c, B) =1 — = s ) 8.6

\

T
7

Fig. 8.3:Probability for code collision

As we can see fig 8.3, when the number of codes is less than Stim@umber
of neighbors, the probability for a collision is one. Thisane that there will
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always be more nodes in the 3-hop neighborhood, than thdrbencodes. As the
number codes increases above 10 times the number of neighbewill always
have enough codes.

8.8 Simulations

The Qualnet simulator [12] has been used to evaluate th@peopMAC protocol.
Qualnet is a popular commercial event driven and scalaliieank simulator.

In the simulations, the diversity solution is not testedd ansimpler version
of the protocol is used where RTS messages are broadcastedtiis common
code, after performing a carrier sense. The result of thisasRTS messages can
collide, which is also the case for 802.11g DCF, which is use@& comparison.
The protocol is also compared against 802.11g DCF withauutde of RTS/CTS
messages. Since we will have hidden terminals in thesdisitigathis is something
that is interesting to compare with.

e — o0 — -0

[ D o O >@
(@) Scenario 1. 1 (b) Scenario 2. 1
TX. RX.

e 0o 0 06— 0

o—o0 o @ @< )
o——0 © @ @« L
(c) Scenario 3. 2 (d) Scenario 4. 2 (e) Scenario 5. 1
TX. RX. TX1RX.

Fig. 8.4:The 5 simulated scenarios

5 different setups as illustrated in figure 8.4 have been lsited. They rep-
resent the cases where the middle flow (or lower flow) is coimgetith either 1
other transmitter, 1 other receiver, 2 other receiversh2raransmitter or 1 trans-
mitter and 1 receiver. The distance between each transisi2®0 meters, and the
transmission channel experience Ricean Fading with k=1 avtimulated velocity
of 1.5 m/s.

8.8.1 Simulation Results

The simulation results we will first have a look at is the defywratio for the 5
scenarios, shown in figure 8.5. We can see here that curveSOMA-OFDM
looks exactly the same for all the 5 simulated scenarioss Trteéans that the ex-
pected performance doesn't depend on the presence of athadhep transmitters
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Fig. 8.5:Delivery Ratio for the 5 simulated scenarios
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and receivers. We can see that the protocol delivers moressrdll packets up
to a certain point, where packets start to drop. This thiésisothe capacity of
the transmission channel for this particular setup. Thisle& seen in figure 8.6
that show the throughput. Here we see that the throughpelsleff at around 5.5
Mbps for the 5 cases.
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Fig. 8.6: Throughput for the 5 simulated scenarios

802.11 achieves the highest delivery ratio in scenario 24amnchere the ratio
is around 100% up to, and through the CDMA-OFDM thresholds Thachieved
when no RTS/CTS messages are sent prior to the data traremigshe reason
for this is because in scenario 2 and scenario 4, the tral@sncéin sense other
transmitters. In this case, the CSMA/CA carrier sensingtionality of 802.11
therefore works as it is supposed to. In scenario 1, for el@mye have a hid-
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den node and here we get higher delivery with RTS/CTS (figa§)=nd higher
throughput (fig 8.6(a)). For scenario 3, 802.11 get a higledivery and through-
put without RTS/CTS because two of the transmitters caneseash other, even
though they are outside each others tranmission zones.
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Fig. 8.7:Delay for the 5 simulated scenarios

When we look at the delay figures 8.7, we can see the curve®i 8 jump-
ing up and down a lot. What we actually see is the random acesdhe con-
tention that occurs between nodes. CDMA-OFDM has the sameéday regard-
less of the traffic load, until the capacity thresholds i€hea. Here we might have
some contention among the RTS/CTS messages, but as dataisradt transmit-
ted on the same channel, this is not a problem. 802.11 dewitése other hand,
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really fights among themselves to get access to the channel.
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Fig. 8.8:Max-Min Fairness for the 5 simulated scenarios

Figure 8.8 show the Max-Min fairness among the different §oWhe Max-
Min fairness is defined as the ratio between the lowest thmpugand highest
throughput among the flows. CDMA-OFDM illustrates very higirness in the
first two scenarios (fig 8.8(a) and 8.8(b)). When there areerflows, the fairness
is still very high until traffic becomes very high, and abote tapacity thresh-
old. 802.11 with RTS/CTS has really bad fairness in scerizand 4 (fig 8.8(b)
and 8.8(d)). This is interesting, because these are cases RRS/CTS are not
really needed as carrier sensing works fine, as discussee.aDa the other hand,
fairness is not good in any of the cases. The conclusion lmabe that with the



8.9. Conclusion 169

way 802.11 uses RTS/CTS messages, the flow allocation anovngifl unfair and
somewhat random.

8.9 Conclusion

A MAC protocol has been presented that uses CDMA and OFDMAllazate
channels to transmitting nodes. With this protocol, maxmflexibility in channel
allocation can be achieved in both the frequency domaintlamdode domain. A
simple algorithm maps an address used by a node to a sped#dtdben uses for
receiving packets. The code can be used in a specific freguange that can be
determined dynamically on a packet per packet level. Thimpobenables channel
estimation through the exchange of RTS and CTS messagesthisles an OFDM
transmitter to do power allocation on a per packet basis.aldgmrithm can detect
the possibility of a code collision among neighboring nodew react to this by
either using carrier sensing, dynamic frequency assighnaamknowledgements
or a combination of these. The protocol also enables diyefsiwarding where
multiple nodes can be addressed with a group code that iedréf@m a simple
hash function. Simulations of the protocol show that it eges good reliability,
high throughput and fairness.
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9. CHAPTER IX

Summary and Conclusions

9.1 Performance Analysis of Traffic Load and Node Density chhé&c
Networks - Chapter I

With the increasing popularity of mobile and wireless netarag, it is important
to understand how networks such as ad hoc networks behaiféeirent situations
so that they can be tuned to achieve optimum performance.y/Ad&aponent for
achieving this is the connectivity of the network that carebmated through the
transmission power. For wireless transmission, a trageddts between increasing
the number of neighbors, and thus the connectivity, andedsang the effective
bandwidth available to individual network nodes.

It is desirable to increase the node density and transmigsiover in order
to achieve high delivery of data packets to their destimatidHowever, while the
optimum connectivity level of a network depend upon the ritgtof the nodes, it
also depends upon the traffic load on the network. In spasteronks it is possible
to achieve high delivery rates up to a certain point, afteensht starts to decline.
When the transmission power of the individual nodes is e, the delivery rate
will also increase in a rate that is dependent upon the tiatit in the network. For
lower traffic loads the increase in delivery is quite fast. the traffic gets higher,
the rate of this increase becomes slower. Although dengeones can generally
achieve a higher delivery ratio, the cost will also be higdmmore collisions occur
which consume more power and channel bandwidth.

The conclusion we can draw from this work is that when the iehacapacity
and performance of a wireless ad hoc network is to be detednihe amount of
traffic expected in the network, the expected mobility ofemdhe routing protocol
as well as the node density needs to be taken into accounseTsults can be
used as an aid when planning future simulations or deploysnand to get a rough
overview of what capacity region the system is expected &vaip within.

9.2 Internet Connectivity for Mobile Ad hoc Networks - - Cheaplll

With the continued growth of interest in ad hoc networkss inievitable that some
of them will at least occasionally encounter nearby poéémoints of attachment
to different type of networks, including the global Intern&Vith today’s wireless
hot spot and mobile internet technologies, wireless acedéde become very
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familiar in our everyday life and enable Internet accessfroany locations within
urban areas. Most hot spots support IP addressable devideshiauld be enhanced
to enable the construction of a wireless ad hoc network. Tt @t which and
attachment to the global Internet is to be made is calledriteenet Gateway

Some of the problems encountered while attempting to camuetes in an ad
hoc network to the Internet with mobility support in IPv6wetks are:

e site-local address acquisition and Duplicate Address diete
e acquiring a routing prefix from an Internet Gateway;
e establishing a default route and a host route toward thevgate

e formulating a globally unique and topologically correcv@address using
the acquired routing prefix;

e soliciting gateway information whenever needed;

e when it is unknown whether a destination is present in theadnetwork,
determining whether to acquire a host route or using theuttefauter;

e using the globally unique IPv6 address with Mobile IPv6;

e moadifying the IPv6 ICMPv6 Router Solicitation and Adveeisent mes-
sages to work across multihop networks;

e extending the route discovery mechanisms for on demanthgpptotocols
to enable gateway discovery.

Itis proposed that a manet node with a need for global comeation contacts
an Internet Gateway by either sending a modified Router iSxlan, called Gate-
way Solicitation, or relying on routing protocol route disery functions. When
the gateway receives one of these messages, it unicastpansesback to the
requesting node, specifying its globally routable prefixl dRv6 address. The
node then uses this information to configure an addressglwbbally reachable
throughout the Internet. With Mobile IPv6, the mobile noda wise this address
as its care-of address and make a Binding Update to its HoreatAg

When sending packets to the Internet, the node can eithex imeing header
specifying the Internet Gateway as the first destinationralydon ordinary ad hoc
routing to route the packet to the gateway, or send the patheiugh the default
route, relying on intermediate nodes to forward the packeatd the destination.

This chapter may help future deployers of multi hop acceshknt@ogies to
better understand the constraints on the network layegcedly when IPv6 is
being used.
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9.3 Routing in Hybrid Ad hoc Networks using Service Pointsha@ter
v

Table-driven or proactive protocols can become expensiterms of control over-
head, because each node in the network must maintain rounfiognation for
every other node, although the node only occasionally lesntdaffic destined for
some of the nodes. To address the scaling problem of talMerdrouting, on-
demand routing protocols have been proposed for ad hoc rietwidodes running
such protocols set up and maintain routes to destinatiotysibthey are active
recipients of data packets. However, when routing infoiromabetween only a
few sources and destinations is constantly being mairdasmedemand, possibly
because the destination is a service point, it might be mibractive to use the
proactive approach for these nodes, while on-demand iginsed between less
accessed nodes.

In many practical scenarios, certain nodes provide spseiaices that are be-
ing requested throughout the network. For example, whenoadnktworks are
wireless extensions of the Internet, these nodes may aciN&dervers, Internet
Access points, web proxies or AAA servers. Services can ladgstocal, for ex-
ample locally stored data or database information. Thesesthat host special
services have a higher likelihood of communicating with kst of the network,
and are calleshetmarks

A new routing scheme is proposed, Netmark Overlay Routiogoeol (NORP).
NORP proactively maintains routes $pecial service providing nod&s the net-
work. These nodes are called netmarks. This is achievedidhran extensive
neighbor protocol that creates a bidirectional routing tneth the root attached
to the netmark. In addition, NORP reactively searches falesdy querying the
different netmarks about the location of a destination ndkgta packets are then
routed using landmark routing towards the netmark closettet destination node.
As the data packet comes closer to the destination netmavll, @ventually arrive
at a node within the routing tree of destination’s netmarkexe it will be routed
to the final destination.

Simulations show that NORP achieves very high deliverysratedense net-
works and under high traffic loads. They also show that NORfpas excellent
under mobile conditions and has good scalability propzriie conclusion, NORP
is a service providing routing protocol that scales welhvite size of the network.

9.4 Micro Mobility and Internet Access Performance in Ad hoc
Networks - Chapter V

In ad hoc networks, an infrastructure is not needed for tiwar& to successfully
operate, but an ad hoc network can enable the coverage aaeaass networks to
be extended and deal with situations where it is either nesipte or too expensive
to deploy cell-based mobile network infrastructures.
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A problem with IP is that it was never designed to support titghinanage-
ment. One of the most widely known Mobility solutions for IBtworks is the IP
Mobility Support protocol, Mobile IP. With Mobile-IP, nodeare able to commu-
nicate independently of their current point of attachmerihe Internet.

A solution has been presented, and evaluated for TCP caongcthat enable
mobile nodes in an ad hoc network to have internet conngctilere, the ad
hoc networks are regarded as subnets of the Internet, tbatesr an integrated
environment that supports both macro and micro IP mobilityis solution relies
on the AODV or OLSR routing protocols for establishing mubip paths between
a mobile node and a base station. For micro mobility, thetwoius based on
HAWAII, a domain based micro mobility scheme.

Evaluations of the TCP transport layer performance of thaiso indicate that
a fairly high throughput can be achieved, even during vegh lmobility speeds.
However, the characteristics of the wireless environmtsaifi as well as inef-
ficiencies of the 802.11 MAC layer protocol, lowers the parfance when the
number of hops increases. By using a less aggressive versidP such as
Vegas, or lowering the maximum window size, the through@ut be somewhat
increased as well stabilized.

TCP Vegas produces connections with lower delays due baitls &hility to
avoid congestion and overflow as well as it being more resilie random packet
loss.

Simulations also show that the main factor of concern totliheuighput of TCP
connections are link breaks, rather than flavour and windematiour.

If the mobility rate is low, OLSR is to be the preferred rogtiprotocol as it
achieves a higher throughput and lower delay for most of 6@ Tlavours. For
higher mobility speeds, AODV would be the better choice.

The problem with unfairness needs to be considered wheripteuRCP flows
are to be supported.

For future deployments of micro mobility ad hoc networks, duld recom-
mend the use of a slightly modified version of TCP Vegas on réuesport layer.
TCP Vegas is much more resilient to random packet loss, wikialcommon and
well known problem for wireless networks. TCP Vegas also inase efficient
congestion control than TCP Reno and Tahoe. A problem witR V&gas is a that
a connection cannot cope with path changes that changesuhd trip time. A
minor but important modification of TCP Vegas would therefbe to dynamically
and constantly adjust the lowest experienced round trig tiariable. Another
recommended modication is the addition of a more efficentivadih estimation
scheme.

When choosing the routing protocol, the mobility rate, tyy@et of mobile de-
vices, the amount of traffic and other scenario dependemicésghould be taken
into account. For battery operated devices with only sporadffic, a reactive
protocol might choosen. For nodes with a more permanentysuppot so mobile
networks, a proactive protocol would be preferred. For offiations a hybrid
protocol could be used.
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The MAC protocol should be able to handle the medium accessdh a way
that different TCP flows are not affected by uneccessaryinnass.

9.5 Diversity forwarding in Ad hoc and Mesh Networks - Chapté

In multi path routing, multiple paths between a source andstication is setup in
order to easily switch to a new path if the old path breakss Wil also enable the
possibility for load balancing between different routeg] o distribute the load in
the network. A special type of multi path routing is non-disf multi path routing.
In this type of routing, every source and intermediate nadthe path towards the
destination has one or more next hop candidate nodes.

By having a non-disjoint routing scheme we can let each fatimg node make
a forwarding decision based on the best current channelittmmsl If the signal
strength on a link to one next hop neighbor is in a current haie slue to fading,
it may be possible to choose another next hop, that is clyrena better fading
situation. This is commonly called diversity forwarding.

A cross layer solution is presented that defines and speefld®\C and a
routing protocol that interact in order to create efficiewedsity forwarding.

The routing protocol (ODMLS) is semi reactive and operatgssétting up
routes on demand, but maintains a link state database tbatismiuously updated
by using a promiscuous mode operation, like the promiscuoode specified in
802.11, and listening to other data and control traffic.

The routing protocol setup multiple non-disjoint pathswmesn a source and
destination and presents the MAC layer with a set of candidext hop forwarding
nodes. The MAC protocol evaluates the candidates presbgtite routing proto-
col, and performs power, rate and interference control ditexh to implementing
the diversity forwarding capabilities. The MAC protocokalhas the ability to
dyanmically schedule neighboring parallel transmissiasdong as they don't in-
terfere with each other.

Both protocols are involved in the process of routing a padké they operate
on different timescales and on different horizons. Theinguprotocol operates
on information that is provided by the link state databadeickvis averaged and
filtered over time. The MAC protocol operates on a shorteesiocale and tries
to determine the status and condition of a link with a ms d@g&m. The routing
process is truly cross layer, and the final routing decis;tomade by using the
routing table in combination with fast link evaluation. $Haster link evaluation
is what enables it to adapt to bad fading situations.

Simulations show that the end to end delay can be significaetluced, and
indicates that significant performance gains may be actlieve
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9.6 Urban Mesh and Ad hoc Mesh Access Networks - Chapter VII

This chapter focuses on both ad hoc and mesh networks, andanianation of
the two. It is investigated how well these types of networie be expected to
operatel in a typical city environment, and a type of subarbavironment. The
simulations is performed on ad hoc/mesh networks in an uske#ing, that takes
into account fading and the propagation effect of the wdltfifeerent buildings, in
combination with different well known routing, MAC and phgal layer protocols.

These results are compared against a diversity forwardihgien, that in-
cludes a diversity MAC and routing protocols.

The MAC protocol is similar to the lite MAC protocol in Chaptél, with the
additional capability of dynamically selecting a channel.

The routing protocol is a form of proactive link state praibcThe link in-
formation is broadcasted to one hop neighbors, where a fisbegpe is used to
determine which links that are to included in the update.

User nodes use a registration application to register wigdsiMaccess Points,
MPs in order to gain access to the mesh network. This allownmsges to use the
mesh network as an access network to external services llessvegransportation
network when they are communicating with nodes inside thwari. The regis-
tration application allow user nodes that is not runningve ity routing protocol
to use diversity forwarding on the MAC layer towards its emtrMP.

The methodology has been simulated in an urban and a subcitipamnviron-
ment for voice related traffic.

Four different type of networks have been considered. Tiseéifra pure ad
hoc network where user nodes are moving along the streete afity, and com-
municating with other user nodes. The second is the sameed#rdh but here
some of the nodes are not user nodes, but fixed nodes plaasgsbatally in inter-
sections. In the third type the fixed nodes are equipped with chdio interfaces
and is called MPs as they establish the mesh infrastructuser nodes run the
registration application and registers with and send ttata traffic to the MPs.
The fourth type is the same as the third, but the number of M@srauch fewer
and user nodes need to use multi hop routing to reach the MPs.

Simulations show that the new protocols deliver packets wisignificantly
lower delay, although at the price of a somewhat lower dglivatio.

By operating the MPs in ad hoc mode, we enable more flexikiliy function-
ality to be defined in the software of both the user nodes amdniéssh nodes. The
simulations show that the urban environment has significdmiver performance
than a suburban environment. We also see that for a suburv@moreament it is
better to use a mesh type of network, while in urban envirarimyean ad hoc type
of network is beneficial. What type of network to choose indiferent environ-
ments, depends on what protocols we are using.
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9.7 Hybrid multi channel COMA/OFDMA and diversity forwardj -
Chapter VIII

This chapter presents a MAC protocol that uses CDMA and OFOMAllocate
channels to transmitting nodes.

The presented method uses a pool of predefined and orthogBmaA-codes.
The system also uses a predefined hash function, that mapsificspode address,
or node address pair, to a specific CDMA-code. This meandhbaddress used
to identify a specific node, or the addresses used to idemtifik, directly maps to
a specific code. When a node has data that it wishes to tratsaniiother nearby
node, it uses the hash function to determine a code that vilided to encode and
spread the data signal.

The algorithm can detect the possibility of a code collistanong neighbor-
ing nodes by using topology information, and react to thigeblyer using carrier
sensing, dynamic frequency or time slot assignment, acletgegments, or a com-
bination of these.

With this protocol, maximum flexibility in channel allocati can be achieved
in both the frequency domain, and the code domain. The coddeaised in a
specific frequency range that can be determined dynamicaléypacket per packet
level. The protocol enables channel estimation througrexohange of RTS and
CTS messages that enables an OFDM transmitter to do poveernadin on a per
packet basis.

Before any data is transmitted, an RTS message is trandmifiee RTS has
several purposes, such as to determine if the intendedhdssti(s) can receive the
packet, and to determine appropriate transmission paeasngt that fast OFDM
link adaptation can be performed.

Upon receiving the RTS message, the receiver performs a@uohlcomputa-
tions in order to determine the following:

e The transmission power

The data and coding rate

The type of modulation to use

The number of subtones to use in the OFDM system

Waterfilling, in order to determine the power level of eachDDFsubtone

Bit/power loading to determine the amount of informatiortremsmit over
each OFDM subtone.

The protocol also enables diversity forwarding where mlétinodes can be
addressed with a group code that is created from a simpleftiastion.

Simulations of the protocol show that it achieves good bdlig, high through-
put and fairness.
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