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ABSTRACT

As more and more applications and services in our society nowdepend on the In-
ternet, it is important that dynamically deployed wirelessmulti hop networks are
able to gain access to the Internet and other infrastructurenetworks and services.
This thesis proposes and evaluates solutions for providingmulti hop Internet Ac-
cess. It investigates how ad hoc networks can be combined with wireless and mesh
networks in order to create wireless multi hop access networks. When several ac-
cess points to the Internet are available, and the mobile node roams to a new access
point, the node has to make a decision when and how to change its point of attach-
ment. The thesis describes how to consider the rapid fluctuations of the wireless
medium, how to handle the fact that other nodes on the path to the access point
are also mobile which results in frequent link and route breaks, and the impact the
change of attachment has on already existing connections.

Medium access and routing protocols have been developed that consider both
the long term and the short term variations of a mobile wireless network. The long
term variations consider the fact that as nodes are mobile, links will frequently
break and new links appear and thus the network topology map is constantly re-
drawn. The short term variations consider the rapid fluctuations of the wireless
channel caused by mobility and multi path propagation deviations. In order to
achieve diversity forwarding, protocols are presented which consider the network
topology and the state of the wireless channel when decisions about forwarding
need to be made. The medium access protocols are able to perform multi dimen-
sional fast link adaptation on a per packet level with forwarding considerations.
This i ncludes power, rate, code and channel adaptation. This will enable the type
of performance improvements that are of significant importance for the success of
multi hop wireless networks.
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1. CHAPTER I

Introduction

The enormous increase of mobile computing and the number of communication
devices, such as cell phones, laptops and personal digital assistants, is driving a
revolutionary change in our information society. We are moving towards a new
computing age where a user, at the same time, utilizes several electronic platforms
through which he can access all the required information he needs. The nature itself
of the ubiquitous users and devices makes wireless networksand technologies the
easiest solution for their interconnection needs. As a result, wireless computing
has been experiencing exponential growth for the past decade.

The future Internet is likely to be fundamentally differentthan the Internet
today because it will be dominated by the many mobile devices, that all have very
diverse computational resources. Today, the number of mobile devices is growing
very rapidly, and it is expected that the mobile device population of the Internet
will soon contain well over several billion wireless devices.

1.1 Ad Hoc Networks

Mobile ad hoc networks are networks that are formed dynamically by an autonomous
system of nodes that are connected via wireless links without using the existing
network infrastructure or central administration. The nodes are free too move ran-
domly and organize themselves arbitrarily; thus, the network’s wireless topology
may change rapidly and unpredictably. Mobile ad hoc networks are infrastructure-
less networks since they do not require any fixed infrastructure, such as a base
station, for their operation. In general, routes between nodes in an ad hoc network
may include multiple hops, and hence it is appropriate to call such networks as
multi-hop wireless ad hoc networks. Each node will be able tocommunicate di-
rectly with any other node that resides within its transmission range. For communi-
cation with nodes that reside beyond this range, the node needs to use intermediate
nodes to relay the messages hop by hop.

Ad hoc networking does have some networking challenges. Some of these are
the traditional problems of wireless communication and networking:

• The wireless medium has no absolute or observable boundaries outside which
stations are known to be unable to correctly receive data.

• The wireless channel is unprotected from outside channels.



6 1. Chapter I

• The wireless medium is significantly less reliable than wired media.

• The channel has time-varying and asymmetric propagation properties.

• Hidden terminal and exposed terminal phenomena may occur that degrade
performance

1.1.1 Research Issues

Because of these problems, the multi-hop nature and the lackof fixed infrastruc-
ture, ad hoc networks have some specific constraints that make research in this field
quite challenging:

Autonomous.Ad hoc networks does not depend on any established infrastructure
or centralized administration. Each node operates in distributed peer-to-peer
mode, acts as an independent router and generates independent data. Net-
work management has to be distributed across different nodes, which brings
added difficulty in fault detection and management.

Multi-hop routing. No default router is available, and every node acts as a router
and forward packets in order to enable information sharing between mobile
hosts.

Dynamically changing network topologies.In mobile ad hoc networks, because
nodes can move arbitrarily, the multi-hop network topologyfrequently and
unpredictably changes, resulting in route changes, frequent network parti-
tions, and possibly packet losses.

Variation in link and node capabilities.Each node may be equipped with one or
more radio interfaces that have varying transmission and receiving capabil-
ities and operate across different frequency bands. This heterogeneity in
radio capabilities may result in asymmetric links. In addition, each mobile
node might have different software and hardware configurations, which re-
sult in processing capability variations. Designing network protocols and al-
gorithms for this heterogeneous network can be complex, requiring dynamic
adaptation to the changing conditions, such as power and channel conditions,
traffic load and distribution variations, congestion etc.

Energy. Because batteries typically carried by each mobile node have limited power
supply, processing power is limited, which in turn limits services and appli-
cations that can be supported by each node. This becomes a bigger issue in
mobile ad hoc networks because, as each node is acting as bothan end sys-
tem and a router at the same time, additional energy is required to forward
packets from other nodes.

Network scalability.Currently, most network management algorithms were de-
signed to work on fixed or relatively small wireless networks. Many mobile
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ad hoc network applications involve large networks with tens of thousands of
nodes, as found for example, in sensor networks and tacticalnetworks. Scal-
ability is critical to the successful deployment of these networks. The steps
toward a large network consisting of nodes with limited resources are not
straightforward, and present many challenges that are still to be solved, such
as: addressing, routing, location management, configuration management,
interoperability, security etc.

1.2 IEEE 802.11 networks

In 1997, the IEEE adopted the first wireless local area network standard, named
IEEE 802.11 [1], with data rates up to 2 Mbps. Since then, several task groups have
been created to extend the IEEE 802.11 standard. Task groups802.11b, 802.11a
and 802.11g have completed their work by providing three relevant extensions to
the original standard which are often referred to as Wireless Fidelity (Wi-Fi). The
802.11b task group produced a standard for WLAN operations in the 2.4 GHz
band, with data rates up to 11 Mbps and backward compatibility. This standard,
published in 1999, has become a huge success and is supportedby most laptops
today and newer pdas. 802.11g is a high-speed extension to 802.11b and supports
data rates up to 54 Mbps. Because 802.11g is backward compatible with 802.11b,
802.11g have become a big success, and have now more or less replaced 802.11b
as the major 802.11 physical layer standard. Almost all laptops sold today support
802.11g. The 802.11a task group created a standard for WLAN operation in the 5
GHz band, also with data rates up to 54 Mbps. But 802.11a neverbecame a big suc-
cess, mostly because it wasn’t compatible with the originalstandard, nor 802.11b.
Among the other task groups, it is worth mentioning the task group 802.11e that
enhances the MAC with QoS features to support voice and videoover 802.11 net-
works.

The IEEE 802.11 standard defines two operational modes for WLANs:
infrastructure-basedand infrastructure-lessor ad hoc. Network interface cards
can be set to work in either of these modes but not in both simultaneously. In-
frastructure mode resembles cellular infrastructure-based networks. It is the mode
commonly used to construct the so-called Wi-Fi hotspots, i.e., to provide wireless
access to the Internet. In the ad hoc mode, any stations that are within the transmis-
sion range of each other, can after a synchronization phase,start communicating.
No AP is required, and the ad hoc network can be created dynamically, on the fly,
without any central administration.

1.3 Routing in Ad hoc Networks

In contrast to infrastructure based networks, all nodes aremobile and can be con-
nected dynamically in an arbitrary manner. All nodes therefore behave as routers
and take part in the discovery and maintenance of routes to other nodes in the net-
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work. Ad hoc networks are very useful in emergency search-and-rescue operations,
meetings or conventions in which persons wish to quickly share information, and
data acquisition operations in inhospitable terrain.

Routing protocols for ad hoc networks can be divided into twomain categories:
reactive or proactive, sometimes also called on demand and table driven protocols,
depending on how and when the routes are discovered. In proactive routing proto-
cols routes are constantly maintained and updated, assuring that a route is always
available when needed. In reactive protocols, routes are discovered and maintained
when they are needed, introducing a route discovery latency. When routes are no
longer needed, they are removed from the routing table.

Both categories have their advantages and disadvantages. Proactive protocols
have the advantage of always having an available route, if one exist, and therefore
typically experience a lower delay than reactive protocolsdo. Proactive protocols
also have the advantage of knowing the network topology and the number of nodes
in the network. Reactive protocols on the other hand, doesn’t have to maintain
routes that isn’t being used, thereby saving scarce energy resources as many nodes
are likely to be battery operated.

This thesis mainly use, analyze and compare two different routing protocols:
the Ad hoc On demand Distance Vector (AODV) routing protocol[2] and the Op-
timized Link State Routing (OLSR) protocol [3].

AODV is a reactive protocol that initiates route discovery whenever a source
needs a route, and maintains this route as long as it is neededby the source. Each
node also maintains a monotonically increasing sequence number that is incre-
mented whenever there is a change in the local connectivity information for the
node. Route Discovery follows aRoute Request(RREQ),Route Reply(RREP)
query mechanism. In order to obtain a route to another node, the source node
broadcasts a RREQ packet across the network, and then sets a timer to wait for the
reception of a reply. Nodes receiving the RREQ can respond ifthey are either the
destination, or if they have an unexpired route to the destination. If these conditions
are met, a node responds by unicasting a RREP back to the source node.

OLSR is a proactive protocol that is an optimization of the pure link state algo-
rithm adapted to the requirements of a mobile wireless network. The key concept
used in the protocol is that of multipoint relays (MPRs). MPRs are selected nodes
(by their one hop neighbors) which forward broadcast messages. The use of MPRs
reduces the size of the control packets by declaring only a subset of links towards
its neighbors, the MPRs. It also minimizes flooding of the control traffic by only
using the selected MPRs to diffuse the control information.All other neighboring
nodes receive the information, but do not rebroadcast it.

1.4 Medium Access Control

A medium access control (MAC) protocol moderates access to the shared wireless
medium by defining rules that allow devices to communicate with each other in an
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orderly and efficient manner. MAC protocols decide what device should be allowed
to transmit and access the physical medium, at any give time.In a wireless envi-
ronment, if two nodes transmit at the same time, they will cause interference for
each other that may result in the loss of data. A common solution to this problem
is to only allow one single node to transmit on the channel at the same time, thus
enabling successful transmissions and preventing collisions from occurring. MAC
protocols therefore play a crucial role in wireless networks by ensuring efficient
and fair sharing of the scarce wireless bandwidth. .

1.4.1 Wireless MAC Issues

The unique properties of the wireless medium make the designof MAC protocols
very different from, and more challenging than, wireline networks. Some of the
unique properties of wireless systems and their medium are:

Half-Duplex Operation: In wireless systems it is very difficult to receive data
when the transmitter is sending data. This is because when a node is transmitting
data, a large fraction of the signal energy leaks into the receive path. This is referred
to as self-interference. The transmitted and received power levels can differ by
several orders of magnitude. The leakage from the transmitted signal typically has
much higher power than the received signal, which makes it impossible to detect a
received signal while transmitting data. Hence, collisiondetection is not possible
while sending data. Due to the half-duplex mode of operation, the link needs to
be multiplexed in time (TDM), frequency (FDM) or by code (CMD). As collisions
cannot be detected by the sender, all proposed protocols attempt to decrease the
probability of a collision using different collision avoidance principles.

Time Varying Channel: Radio signals propagate according to three mecha-
nisms: reflection, diffraction, and scattering. The signalreceived by a node is a
superposition of time-shifted and attenuated versions of the transmitted signal. As
a result, the received signal power varies as a function of time. This phenomenon is
called multipath propagation. The rate of variation of the channel is determined by
the coherence time of the channel. Coherence time is defined as time within which
the received signal strength changes by 3 dB. When the received signal strength
drops below a certain threshold, the node is said to be in fade. Handshaking is a
widely used strategy to mitigate time-varying link quality. When two nodes want to
communicate with each other, they exchange small messages that test the wireless
channel between them. A successful handshake indicates a good communication
link between the two nodes.

Carrier Sensing: Carrier sensing is a function of the position of the receiver
relative to the transmitter. In the wireless medium, because of attenuation and
multipath propagation, signal strength decays more or lessaccording to distance.
Only nodes within a specific radius of the transmitter can detect the carrier of the
channel. This location-dependent carrier sensing resultsin three types of nodes
in protocols that use carrier sensing.Hidden Nodes: A hidden node is one that is
within the range of the intended destination but out of rangeof the sender. Hence,
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hidden nodes can cause collisions on data transmission.Exposed Nodes: Exposed
nodes are complementary to hidden nodes. An exposed node is one that is within
the range of the sender but out of range of the destination. Ifthe number of ex-
posed nodes are not minimized, the bandwidth is underutilized. Capture: Capture
is said to occur when a receiver can cleanly receive a transmission from one of
two simultaneous transmissions, both within its range. When two nodes transmit
simultaneously, the signal strength received from one nodemay be much higher
than that of the other, and can be decoded without errors despite the presence of
the other transmission. Capture can result in unfair sharing of bandwidth with pref-
erence given to nodes closer to the transmitter. Wireless MAC protocols need to
ensure fairness under such conditions.

1.4.2 Wireless MAC protocols

The most popular wireless MAC layer protocol used today is the IEEE 802.11
DCF [1]. 802.11 as explained above, is being used in almost every laptop computer
as a wireless LAN technology. DCF is the most commonly used medium access
technonology defined by the 802.11 specification,

Fig. 1.1:DCF basic access

DCF is based on CSMA/CA, and it provides asynchronous accessfor best ef-
fort service. The basic operation of the DCF is illustrated in Figure 1.1. If a station
generates a frame to transmit when there is no ongoing backoff procedure, it checks
the medium status to see if it is idle. If the medium is sensed to be idle, the sta-
tion immediately proceeds with its transmission after an idle interval equal to DCF
Inter Frame Space (DIFS); this is often referred to as an immediate access. If the
medium is sensed to be busy, the station defers its access until the medium is de-
termined to be idle for a DIFS interval, and then it starts a backoff procedure. A
backoff procedure starts by setting its own backoff timer byuniformly choosing a
random value from the range [0,CW], where CW is the current contention window
size, and its size is an integer value within the range ofCWmin andCWmax. The
backoff counter is decreased by a slot time as long as the channel is sensed idle,
while it remains frozen when the channel is sensed busy. The backoff countdown is
resumed after the channel is sensed to be idle for a DIFS interval. When the back-
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off counter reaches zero, the station starts its data frame transmission. If the source
successfully receives an acknowledgment (ACK) frame aftera Short Inter-Frame
Space (SIFS) idle period, the transmission is assumed to be successful. After a
successful transmission, the source resets its contentionwindow to the minimum
valueCWmin, and performs another backoff process irrespective of whether it has
another frame to transmit or not. This process is often referred to as post backoff,
and it prevents a station from performing consecutive immediate accesses. On the
other hand, if a frame transmission fails, the current contention window size is dou-
bled with the maximum valueCWmax. The station attempts to transmit the frame
again by selecting a backoff counter value from the increasecontention window.
After the number of failures reaches a retry limit, which is 4by default, the station
drops the frame.

Fig. 1.2:802.11 RTS CTS Handshake

The RTS/CTS access method is provided in IEEE 802.11 as an option for re-
ducing the collisions caused by hidden terminal problems. When a station needs to
transmit a data frame longer than the rtsThreshold, it follows the backoff procedure
as in the basic mechanism described before. After that, instead of sending the data
frame, it sends a special short control frame called a Request-To-Send (RTS). This
frame includes information about the source, destination,and duration required by
the following transactions (CTS, DATA, and ACK transmission). Upon receiving
the RTS, the destination responds with another control frame called a Clear-To-
Send (CTS), which also contains the same information. The transmitting station
is allowed to transmit data if the CTS frame is received correctly. All other nodes
overhearing either RTS and/or CTS frames adjust their Network Allocation Vector
(NAV) to the duration specied in the RTS/CTS frames. The NAV contains the dura-
tion for which the channel will be unavailable and is used as virtual carrier sensing.
Stations defer transmissions if either physical or virtualsensing indicates that the
channel is busy. Nevertheless, if a receiver’s NAV is set while the data frame is
received, DCF allows the receiver to send the ACK frame.
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1.5 Multi-hop Internet Access

Most of the research presented in this thesis relates to typical IEEE 802.11 ad hoc
networks. Much of this work focuses on different methods forproviding Inter-
net Access tomulti-hop ad hoc and mesh networks. Multi-hop networking isn’t
currently directly supported in any of the two modes in 802.11. In order to have
networking operating in a multi-hop manner, we need a routing protocol that estab-
lishes routes between the communicating nodes in the wireless network. In order
to have a multi-hop network, we have to operate in 802.11’s adhoc mode. This is
because the infrastructure mode uses a coordination and association function that
only extends to nodes within direct communication range.

So, suppose we have a multi-hop ad hoc network, and we want to obtain In-
ternet Access? Well, for this to work, a few different thingsneed to be solved.
First of all, the general view of an ad hoc networks is that it is a stand alone net-
work, isolated from any external networks. It should be possible to establish the
network with little or no configuration and it should be able to dynamically recon-
figure itself. The whole ad hoc networking concept sort of assumes independency
and flexibility. This is now, however, slowly starting to change. As the Internet
is becoming a more and more integral part of our daily life, a free stand alone ad
hoc network seems less useful. If at least one of the nodes in the ad hoc network
is within communication range of an Internet access point, why not use that node
to access the Internet? In order for a multi hop ad hoc access network solution to
work, we have the following constraints and considerations:

• An access point is needed, that acts as a gateway between the ad hoc network
and the Internet.

• The access point needs to be able to operate in ad hoc mode, as nodes in the
network communicates in ad hoc mode.

• Nodes in the network must be able to discover, identify and differentiate
between access points and common nodes. An important property here is
how a node can discover an access point. This can either be done proactively,
where the access points announces its presence periodically to the network,
or reactively where a node may start a discovery process whenaccess to the
Internet is needed.

• When more than one access point is available, the node shoulduse a policy to
choose the most appropriate access point. This policy can depend on either
performance or organizational aspects, or both.

• Nodes must be able to configure an address that is accessible from the Inter-
net. While a node may already have a fully functional addressfor the ad hoc
network, this address is not necessarily accessible, or allowed in the global
Internet.
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• Correspondent nodes in the Internet communicating with an ad hoc node
should regard the ad hoc destination address as any other destination address.

• The network needs to support both macro and micro mobility. Micro mobil-
ity is the case where a nodes moves from one access point to another within
the same domain. Macro mobility is the case where the node moves to a
new access point that is operated and maintained by a different entity, where
a new and different addressing policy is enforced that requires the node to
configure a new address. This mobility may require both rerouting and read-
dressing, should be as fast as possible, and be transparent to applications
running in the node.

• Nodes must be able to discover and maintain routes to the access point. This
maintenance should be synchronized between the routing process and the
mobility process. When a mobility decision has been made where a node
moves its association to a new access point, routing to and from the access
point should be updated accordingly.

• Nodes in the ad hoc network without an Internet configured address should
be able to communicate with other nodes in the ad hoc network as normal.
The ad hoc network should be configured as a normal ad hoc network, with
the extended feature of having Internet access.

• The access gateway should only forward packets destined to the Internet, and
not those packets with a destination inside the ad hoc network.

1.6 Mesh networks

Wireless mesh networks is an area that has been receiving a lot of attention within
the last few years. They can be considered as wireless networks where each node
can function both as an access point, and as a router responsible for forwarding
traffic from other parts of the network. Ad hoc networks is therefore a type of
wireless networks that is closely related to mesh networks.The main difference
between mesh and ad hoc networks is that ad hoc networks are constructed by
user terminal nodes, and these user nodes are expected to be highly mobile. This
mobility aspect has led to extended amount of research performed on the topic
of mobile routing, because as the user nodes move around in the network, the
network topology will constantly be changing. Within this topic, IETF has had a
very important role, resulting in the standardization through experimental RFCs,
of a couple of routing protocols.

While ad hoc networks are still waiting for a killer application into the commer-
cial market, mesh networks devices are already available through different manu-
factures. Mesh networks are built as cost effective wireless access networks, and
have been deployed in some cities as wireless MAN networks.
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Mesh networks are also considered a promising technology for emergency,
search and rescue operations. This is because mesh networkscan rapidly be de-
ployed and be made to need little or no configuration. With well configured mesh
devices, the only thing an emergency team needs to do to get a fully operational
access networks, is to bring the devices to a location, turn them on, and distribute
them in the area. This is especially useful in areas where very little communication
infrastructure is currently available, or where the communication infrastructure has
been destroyed.

1.7 Diversity forwarding

Diversity forwarding is a concept that tries to utilize the diversity of the network.
In multi hop networks, it is often possible to find more than one path between a
source and a destination. Sometimes it also possible to find multiple paths of the
same lengths, that can be used to create redundant routing paths. Diversity for-
warding can be seen as combination of these approaches, where the exact path
between a source and destination is not determined beforehand, but that each next
hop is determined by each forwarding node. In normal single or multi path ad hoc
routing, the path is either determined by the initiating source, or by a routing pro-
tocol with a consistent view of the network topology among all the nodes. With
diversity forwarding, the forwarding decision is made by each forwarding node
based on the current state of the available forwarding links, or the current state of
available nodes. For example, if one of the available links that is available for rout-
ing between a source and destination is in a bad state due to fading or interference,
some other link with more favorable conditions could be chosen. Similarly, if one
of the available forwarding neighbors experience high delays because of contention
or congestion, some other neighbor could be picked to forward the packet.

This concept has been discussed in a few recent papers. To my knowledge, the
first work about diversity forwarding is the Selection Diversity Forwarding (SDF)
scheme, presented in [4]. Here a node first multicasts a data packet to a set of
candidate nodes, and then the forwarding decision is made based upon responses
from the candidates. A similar and sort of reverse idea was later developed in [5]
[6], where a small probe, or RTS packet is multicasted to a setof receivers, and
the candidate that responds first is chosen as the next hop. Similary, [7] [8] first
transmits a probe, but they wait forall receivers to respond, before choosing the
candidate with the best current radio conditions.

When a diversity protocol queries the set of candidates, it may from the probe
messages not only learn which of the candidates that are available, but also the
Channel State Information(CSI). This information can enable the transmitter to
determine which of the available date rates that will be bestsuited for the current
channel radio conditions. In [9] a rate adaptive MAC protocol called Reveiver-
Based AutoRate (RBAR) is presented that changes the modulation scheme and
thus the data rate based upon the current radio conditions. In an other aspect, [10]
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presents a MAC protocol that performs power control that takes into account both
the current radio conditions, and the location of neighboring nodes. Link state
routing protocols have one significant advantage over distance vector protocols,
and that is that link state protocols have an overview of the topology of the net-
work, while a distance vector protocol only see the distanceto the final destination
through the next hop. This wider view enables a diversity forwarding protocol
to make more dynamic routing decisions, as it not only sees the shortest path to
a destination, butall paths to a destination. This wider view also enables other
protocols, such as MAC protocols, or applications to make wiser decisions.

In a diversity forwarding protocol, the task of the routing protocol is to provide
the MAC protocol with the set of candidates that it determines should be evaluated.

1.8 Dynamic Code Division Multiple Access

Many wireless systems today use different spread spectrum techniques on the phys-
ical layer in order to combat interference and noise. Spreadspectrum basically
means that the transmitted signal is spread over a frequencyband in such a way
that it occupies a bandwidth much greater than that which is necessary to send the
information. This results in the signal being much less sensitive to interference.
The bandwidth is spread by means of a code which is independent of the data that
is to be transmitted. The use of an independent code and synchronous reception
allows multiple users to access the same frequency band at the same time.

In order to protect the signal, the code used is pseudo-random. It appears to be
random, but is actually deterministic, so that the receivercan reconstruct the code
for synchronous detection, and since the receiver knows howto generate the same
code, it correlates the received signal with the code in order to extract the data.

802.11 as discussed, uses a spread spectrum technique called Direct Sequence
Spread Spectrum, DSSS. Here the digital data is directly coded at a much higher
frequency than the signal and the bits themselves. The used spreading code is pre-
defined by the 802.11 specification, and since the receiver knows how to generate
the same code, it can correlate received signals with that code in order to extract
data.

Code Division Multiple Access, CDMA, is a MAC technique thatallows mul-
tiple users to access the medium at the same time through assignment of unique
user codes. In centralized systems such as cellular networks, codes are assigned by
the network itself. In ad hoc networks, no central entity is available that can assign
codes, and many of the ad hoc and mesh solutions used today is constructed with
802.11 devices.

1.9 Thesis and contribution

This thesis presents architecture solutions and constraints that tries to optimize the
performance of hybrid multi hop access systems. Example of issues discussed in
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this thesis are how to discover an access point and configure acorrect address, how
multiple access points should be handled; when and how should a node switch from
one access point to the other? What impact does mobility haveon the system? How
should routing to and from access points, as well as within the network, be achieved
and optimized? Should the amount of traffic be considered; will the access point be
a hotspot and cause congestion in a specific part of the network? These questions
will be answered in the following chapters.

This thesis also presents MAC and routing protocol solutions that enables di-
versity forwarding by querying the state of available candidates and links prior to
the transmission of a data packet. Two link state diversity routing protocols are
presented, one on demand and one proactive. The presented MAC protocols all
support rate adaptation and power control in addition to providing diversity for-
warding support. The final decision on which next hop to forward the packet to, is
performed by the routing protocol, based on radio, MAC and network conditions.
One MAC protocol also supports the use of node specific CDMA code assignment,
with fast link adaptaion and dynamic channel assignment.

1.10 List of papers
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2. CHAPTER II

Performance Analysis of Traffic Load and Node Density in Ad hoc
Networks

2.1 Introduction

Ad hoc networks are multihop wireless networks consisting of mobile hosts com-
municating with each other through wireless links. These networks are typically
characterized by scarce resources (e.g. bandwidth, battery power etc), lack of any
established backbone infrastructure and dynamic topology. A challenging but crit-
ical task that researchers have tried to address over the past few years have been
development of routing protocols that suit the characteristics of ad hoc networks.

Several such routing protocols for ad hoc networks have beendeveloped and
evaluated [1], [2], [3]. These evaluations mainly focus their performance evalua-
tions upon determining the throughput, packet delivery ratio and overhead of the
different protocols. However, since many of the devices used in ad hoc networks
are battery operated, they also need to be energy conservingso that battery life is
maximized. Thus, when new routing protocols are being developed, these consid-
erations should be taken into account.

In the 70s Kleinrock et al. theoretically studied the performance of Packet
Radio Networks and tried to determine the optimum transmission radius. Their
results were summarized in their paper “Optimum Transmission Radii for Packet
Radio Networks” which was published in 1978 [4]. The paper provides an analyti-
cal analysis that explore the tradeoff between increased transmission radius, which
result in fewer hops between source and destination, and theeffective bandwidth
lost at each node as a result of the increase in transmission range. The paper shows
that the optimum number of neighbors for a given node is 6, andconcludes that a
node’s transmission radius should be adjusted so that it hassix neighbors.

In [5] Royer et al. explore the nature of the transmission power tradeoff in
mobile ad hoc networks to determine the optimum node densityfor delivering the
maximum number of data packets. They conclude that there does not exist a global
optimum density, but rather that, to achieve this maximum, the node density should
increase as the mobility rate of nodes increases. Their simulations were aimed at
determining the maximum throughput of the network and therefore the traffic load
upon the network was adjusted so that saturation occurred.

This paper examines how the traffic load upon the network and the transmis-
sion power affect the overall performance of the network. While increasing the
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transmission radius, i.e. the node density, does reduce theavailable bandwidth, it
may also be important to study how the optimum node density varies with differ-
ent traffic loads and mobility rates. To investigate this, the reactive Ad Hoc On-
Demand Distance Vector (AODV) routing protocol [6] is used for routing packets
in the network. It is likely that different routing protocols will have different route
characteristics, but the results obtained here can be generalized to most on-demand
protocols. To make a comparison against more proactive routing protocols, the
simulated scenarios were also run with the Optimized Link State Routing (OLSR)
protocol [7]. The remainder of this paper is organized as follows. Section 2.3
briefly describes the basic mechanism of AODV’s unicast routing. Section 2.4 de-
scribes the OLSR routing protocol. Section 2.5 describes the simulation model
and environment. Section 4.2 discusses related work and Section 5.7 concludes the
paper.

2.2 Related Work

Royer et al. performed a related study in [5]. In this work they varied the trans-
mission power in order to determine the optimum node densityfor delivering the
maximum number of data packets. Their simulations were aimed at determining
the maximum throughput of the network and therefore the traffic load upon the
network were adjusted so that saturation occurs. They concluded that there does
not exist a global optimum density, but rather that, to achieve this maximum, the
node density should increase as the mobility rate of nodes increases.

An investigation to determine the critical transmission range were performed
in [8]. In this work the authors investigate the minimum transmission range of the
transceivers that is required to achieve full network connectivity. They present an
algorithm to calculate this minimum transmission range, and then study the effect
of mobility on that value.

In [9], the authors study the problem of adjusting the transmission power in
order to find a balance between the achieved throughput and power consumption.
Algorithms are presented which adaptively adjust the transmission power of the
nodes in response to topological changes, with the goals of maintaining a con-
nected network while using minimum power. Through simulation, they show that
an increase in throughput, together with a decrease in powerconsumption can be
achieved by managing the transmission levels of the individual nodes.

2.3 Ad hoc On-Demand Distance Vector Routing

The Ad hoc On-Demand Distance Vector (AODV) routing protocol is a reactive
protocol designed for use in ad hoc mobile networks. AODV initiates route dis-
covery whenever a source needs a route, and maintains this route as long as it
is needed by the source. Each node also maintains a monotonically increasing
sequence number that is incremented whenever there is a change in the local con-
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nectivity information for the node. These sequence numbersensure that the routes
are loop-free.

2.3.1 Route Discovery

Route Discovery follows aRoute Request(RREQ),Route Reply(RREP) query
mechanism. In order to obtain a route to another node, the source node broadcasts
a RREQ packet across the network, and then sets a timer to waitfor the reception
of a reply. The RREQ packet contains the IP address of the destination node, the
sequence number of the source node as well as the last known sequence number of
the destination. Nodes receiving the RREQ can respond if they are either the des-
tination, or if they have an unexpired route to the destination whose corresponding
sequence number is at least as great as that contained in the RREQ. If these condi-
tions are met, a node responds by unicasting a RREP back to thesource node. If
not, the node rebroadcasts the RREQ. In order to create a reverse route from the
destination back to the source node, each node forwarding a RREQ also create a
reverse route entryfor the source route in its routing table.

As intermediate nodes forwards the RREP towards the source node, they create
a forward route entryfor the destination in their routing tables, before transmitting
the RREP to the next hop. Once the source node receives a RREP,it can begin
using the route to send data packets.

If the source node does not receive a RREP before the timer expires, it rebroad-
casts the RREQ with a higher time to live (TTL) value. It attempts this discovery
up to some maximum number of attempts, after which the session is aborted.

2.3.2 Route Maintenance

Nodes monitor the link status to the next hops along active routes. When a link
break is detected along an active route, the node issues aRoute Error (RERR)
packet. An active route is a route that has recently been usedto send data packets.
The RERR message contains a list of each destination which has become unreach-
able due to the link break. It also contains the last known sequence number for
each listed destination, incremented by one.

When a neighboring node receives the message, it expires anyroutes to the
listed destinations that use the source as of the RERR message as the next hop.
Then, if the node has a record of one or more nodes that route through it to reach
the destination, it rebroadcasts the message.

2.4 Optimized Link State Routing

The Optimized Link State Routing (OLSR) protocol is an optimization of the pure
link state algorithm adapted to the requirements of a mobilewireless network. The
key concept used in the protocol is that of multipoint relays(MPRs). MPRs are
selected nodes (by their one hop neighbors) which forward broadcast messages
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during the flooding process. This technique lets OLSR substantially optimize the
standard Link State algorithm in two ways:

Firstly it reduces the size of the control packets by declaring only a subset
of links towards its neighbors, the MPRs. Secondly it minimizes flooding of the
control traffic by only using the selected nodes to diffuse the control information.
All other neighboring nodes receive the information, but donot rebroadcast it.

All nodes select its set of MPRs such that the set covers all ofthe nodes that are
within two hops away. The OLSR protocol relies on this selection when calculat-
ing the routes to all the other known nodes. To achieve this, each node periodically
broadcasts information about their one hop neighbors that have chosen it as a mul-
tipoint relay node. Each receiving node then uses this information to calculate a
route to all other nodes in the network. These routes will be asequence of hops
consisting of MPR nodes between the source and destination node.

2.5 Simulation Model

The simulation platform used for evaluating the proposed approach is GloMoSim [10],
a discrete-event, detailed simulator for wireless networksystems. It is based on the
C-based parallel simulation language PARSEC [11].

In our experiments, the MAC layer is implemented using the default charac-
teristics of the distributed coordination function (DCF) of IEEE 802.11 [12]. This
standard uses Request-To-Send (RTS) and Clear-To-Send (CTS) control packets
to provide virtual carrier sensing forunicastdata transmissions between neighbor-
ing nodes. A node wishing to unicast a data packet to its neighbor broadcasts a
short RTS control packet. When its neighbor receives the packet, it responds with
a CTS packet. Once the source receives the CTS, it transmits the data packet. Af-
ter receiving this data packet, the destination sends an acknowledgement (ACK)
to the source, signifying reception of the data packet. The use of the RTS-CTS
control packets reduces the potential for the well known hidden-terminal problem.
Broadcastdata packets and RTS control packets are sent using CSMA/CA [12].

Two-Ray Path Loss with threshold cutoff is used as the propagation model.
This model uses the Free Space Path Model for near sight and Plane Earth Path
Loss for far sight. For a distancer, the Free Space model attenuates the signal as
1/r2 and the Plane Earth model as1/r4. If the received power level of a packet is
below the noise level plus the specified Signal to Noise Ratio(SNR) threshold, a
collision is detected.

The data rate for the simulations is 2 Mbits/sec.

2.5.1 The Mobility Model

The mobility model used for the simulations is the Modified Random Direction
model [5]. Each node randomly selects a direction in which totravel, where a
direction is measured in degrees. The node then randomly selects a speed and
destination along the direction and travels there. Once it reaches the destination,
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it remains stationary for some pre-defined pause time. At theend of the pause
time, a new direction and speed is selected, and movement is resumed. If a node
reaches a border of the simulation area, it is bounced back. This model avoids the
inherent problems of the popularrandom waypoint model[5, 13] and results in a
uniform node distribution as well as causing continuous changes in the topology of
the network. The pause time in the simulations is set to 10 seconds and the speed
varies between 0 and 10 m/sec.

2.5.2 Simulation Setup

Four different node mobility’s between 0 m/s and 10 m/s are modeled. The aver-
age number of neighbors in each simulation is varied by adjusting the transmission
range. This is typically done by increasing the transmission power of each individ-
ual node.

The total amount of traffic injected into the network is varied between 82kbps
and 1Mbps. This is done by varying the number of sources in thenetwork and
the number of 512-byte data packets sent per second. The typeof traffic injected
into the network is 10 short-lived CBR sources spread randomly over the network.
When one session ends, a new source-destination pair is randomly selected. Thus
the input traffic load is constantly maintained.

Each mobility/transmission range/traffic load combination is run for 6 different
initial network configurations, and the results are averaged to produce the data
points. All in all the total number of simulations run to produce the data points in
this study are around 3200. Each simulation simulates 300 seconds and models a
network of 100 nodes in a 1000 X 1000 m area.

2.6 Results

2.6.1 Delivery Ratio

The delivery ratio is defined as the ratio between the number of packets delivered
to a destination to those generated by the sources. This metric illustrates the effec-
tiveness of best effort routing protocols, such as AODV and OLSR, for delivering
packets to their intended destination.

The delivery ratio when AODV is used as the routing protocol is shown in
Figure 2.1. Four different mobility rates and their graphs are illustrated in the
subfigures. The figure shows that for small node densities andlower connectivity,
fewer data packets are delivered due to lack of a route. However, when nodes are
mobile and the connectivity increases, the delivery ratio rapidly increases for small
traffic loads, until the curves level off. For small traffic loads it is therefore possible
to find an optimum number of neighbors where almost all packets are delivered.
This optimum value does however, depend on both the traffic load and the mobility
rate. As mobility increases the optimum value shifts to the right. The faster nodes
move, the more frequently link breaks occur. Hence, even though the effective
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bandwidth seen at individual nodes suffer due to increased transmission power and
collisions, the delivery ratio still increases compared tosparser densities. This is
because link breaks are less frequent and routes are maintained for longer periods
of time.
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Fig. 2.1:Delivery Ratio vs Mean Number of Neighbors for AODV

As the amount of traffic increases, the rate of increase becomes slower until it
is almost linear. This occurs as a result due to the increasednumber of collisions,
as well as reduced channel access. For these higher traffic loads it is therefore more
difficult to find an optimum node density.

It should also be noted that when the transmission range is increased, thus
increasing the node density, the mean number of hops betweena source and desti-
nation decreases. This also have a positive effect on the delivery ratio.

Figure 2.2(a) illustrates the relationship between the traffic load and the deliv-
ery rate for different transmission ranges. Two mobility rates, 1 m/s and 10 m/s
have been used in this setup. As the transmission range of a node is increased, the
mean number of neighbors is also increased. It should be noted that the transmis-
sion ranges denoted here is the ideal transmission range when we have no interfer-
ence. As the number of neighbors increase so does the interference, resulting in
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Fig. 2.2:Delivery Ratio per Traffic Load and Transmission Range

more collisions and retransmissions at the MAC layer. The effective transmission
range is therefore lowered. These effects are studied in section 2.6.2.

In figure 2.2(a) and figure 2.2(b), AODV is used as the routing protocol. The
figures show that as the traffic in the network is increased, the delivery rate be-
comes lower. For the higher transmission ranges it is possible to sustain a very
high delivery rate up to a certain point where the delivery starts to decline. For
higher transmission ranges it therefore seems possible to find an optimum traffic
load with respect to the delivery ratio. However, for very sparse networks the deliv-
ery ratio seems to be fairly independent upon the amount of traffic in the network.
This is due to both the lower connectivity as well as the higher probability for chan-
nel access. Because of the lower connectivity, it is also harder to establish a route
and the delivery ratio is therefore quite low.

Figure 2.3 shows the delivery ratio when OLSR is used as the routing protocol.
The figure illustrate that OLSR can achieve very high delivery rates for small traffic
loads and dense networks. There are two reasons as to why OLSRperforms better
for dense networks.

Firstly, the network connectivity is higher for denser networks and the proba-
bility for an available route is therefore also higher.
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Fig. 2.3:Delivery ratio vs Mean Number of Neighbors for OLSR

Secondly, as the network becomes denser, fewer MPRs are selected. As only
MPR nodes will relay link state update messages, the controloverhead will drop
quickly.

For higher data rates the delivery ratio for OLSR is only slowly increasing.
Although fewer MPRs are being selected, the contention for channel access also
becomes greater.

Figure 2.2(c) and figure 2.2(d) illustrates the relationship between the traffic
load and the delivery rate when OLSR is used as the routing protocol. We can see
the same indications as we could when AODV were used. For higher transmission
ranges it is possible to sustain a higher delivery ratio up toa certain point, after
which the ratio rapidly drops. The difference between AODV and OLSR seems to
be that the drop comes a bit earlier for OLSR than it does for AODV. The decline
in delivery ratio is also faster for OLSR than for AODV.
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Fig. 2.4:Mean Number of collisions per delivered packet

2.6.2 Collisions

Figure 2.1 and figure 2.3 seems to indicate that denser networks have better deliv-
ery ratio. If this is correct, the optimum network design choice would be to make
the network as dense as possible. However, as we can see in figure 2.4, the number
of collisions also increases with increasing network density. Figure 2.4 shows the
mean number of collisions at the radio layer per delivered packet. This ratio is an
indication of the energy cost needed in order to deliver a packet. More collisions
at the radio layer typically means that energy has been wasted because the signal
could not be received.

Here we see that although denser networks have higher delivery ratios, the
price for actually delivering the packets becomes higher. Because more collisions
means that additional control information at the MAC layer might need to be sent,
more energy have to be spent for delivering the packets.

Because the mobile nodes in an ad hoc network are typically battery operated,
although performance can be improved with density, it is notoptimum from a
energy point of view.

There are also some interesting variations in the displayedgraphs. In fig-
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ure 2.4(c) and figure 2.4(d) OLSR have been used as the routingprotocol. For
small traffic loads the number of collisions increases up to acertain point where it
levels off and then starts decreasing. The reason for this isthe same as explained
earlier. As the network becomes denser, fewer MPRs will be selected and the con-
trol overhead will therefore be lower. As a result of this, fewer collisions occur.
But as the traffic load is increased, the contention for channel access will increase,
again causing more collisions to occur. These results are a bit surprising because
OLSR was designed to work better in denser networks. The reason for this lies in
the large number of nodes in the simulated network, 100 nodes. This means that the
size of the link state update messages will be large, as well as many due to topol-
ogy changes. The result of this is that many broadcasted RTS and update messages
will collide. Similar observations were made in [14] after the publication of our
study, where a 100 node network was also simulated. They conclude that channel
contention and routing overhead cause the MPRs to be saturated. This problem
has been further recognized by the work in [15], which is partially conducted by
one of the creators of OLSR. They propose a new mechanism to detect link dis-
connections, in combination with link buffering and packetrestoration. Here link
breaks are also detected if no CTS or no ACK is received. Aftera link break, all
routes using the broken link is invalidated, and the neighbor and routing tables are
updated. If a packet is received using an invalidated route,it is stored in the link
buffer until the route is restored through topology updates. This is similar to the
route repair procedure of AODV, and it would be an interesting future study to see
how this version of OLSR performs for the scenarios of this study.

It is interesting to see that AODV also displays variations,but for higher traffic
loads. See figure 2.4(a) and figure 2.4(b). The mean number of packet collisions
here rapidly increases with node density up to a point where it levels off or starts
decreasing. For even higher node densities the number of collisions again starts
to increase. The explanation for this can be found in the way AODV flood request
messages. When a node needs a route it broadcasts a RREQ to itsimmediate neigh-
bors. If the receiving neighbor is unaware of the requested destination address, it
rebroadcast the RREQ. However, if the neighbor does know of aroute to the des-
tination, it unicasts a RREP back to the requesting node. As the network becomes
denser, the probability for a neighbor to have an available route increases. This
is the point where the curves level off or starts decreasing.But more neighbors
also means that more packets have to be rebroadcasted, increasing the number of
collisions. At some point the positive effect of neighbors having available routes
will be drowned by rebroadcasts by other neighboring nodes.The number of colli-
sions will then again start to increase. For lower traffic loads these effects are less
distinct.

It should also be noted that the scale of the figures are different. The number
of collisions that occur when OLSR is used for routing is higher than for AODV.
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2.7 Conclusion

With the increasing popularity of mobile networking, it is important to understand
the characteristics of these networks so that they can be tuned to achieve optimum
performance. A key component for determining the network connectivity is the
transmission power. For wireless transmission, a tradeoffexists between increas-
ing the number of neighbors and decreasing the effective bandwidth available to
individual network nodes.

It has been shown that it is desirable to increase the node density and transmis-
sion power in order to achieve high delivery of data packets to their destinations.
Moreover, the optimum connectivity level of the network does not only depend
upon the mobility of the nodes, but also upon the traffic load on the network. In
sparser networks it is possible to achieve high delivery rates up to a certain point
where it starts to decline. When the transmission power of the individual nodes
is increased, the delivery rate will also increase in a rate that is dependent upon
the traffic load in the network. For lower traffic loads the increase in delivery is
quite fast. As the traffic gets higher, the rate of this increase becomes slower. Al-
though denser networks can generally achieve a higher delivery ratio, the cost will
also be higher as more collisions occur which consume more power and channel
bandwidth.

The conclusion we can draw from this study is that when the behavior, capacity
and performance of a wireless ad hoc network is to be determined, the amount of
traffic expected in the network, as well as the node density needs to be taken into
account.
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3. CHAPTER III

Internet Connectivity for Mobile Ad hoc Networks

3.1 Introduction

The future Internet is likely to be fundamentally differentthan the Internet today
because it will be dominated by mobile devices with diverse computational re-
sources. Today, the number of mobile devices is growing veryrapidly, and in the
future the mobile population of the Internet is expected to contain well over several
billion wireless devices. Current research in ad hoc networks is likely to further en-
hance the options for connectivity available to mobile wireless Internet devices.

With the continued growth of interest in ad hoc networks, it is inevitable that
some of them will at least occasionally encounter nearby potential points of at-
tachment to different type of networks, including the global Internet. With today’s
wireless hot spot technologies, for instance, IEEE802.11 [1], Bluetooth [2] will be
enhanced with newer technologies such MIMO and mesh network(e.g. 802.11s),
and will be become very familiar in our everyday life and enable Internet access
from many locations within urban areas. Most such hot spots support IP address-
able devices and should be enhanced to enable the construction of a wireless ad hoc
network, perhaps in support of 3rd Generation Mobile Telecommunications (3G)
services, future 4G services, and the Intelligent Transport System (ITS). 3G is a
global development of communication standards and technologies, and ITS com-
prises an advanced information and telecommunications network for users, roads
and vehicles. Since both services are or will be closely related to our daily life,
they highlight the importance and necessity of global connectivity for mobile ad
hoc networks. Because ad hoc networks do not have to rely on preestablished in-
frastructure, they can be deployed anywhere, for example, conference premises, in
emergency areas and near network-reachable hot spots, wherever participants need
to form a (often temporary) data communication network.

The point at which the attachment is to be made (i.e. the IP node with access
to the global Internet) is called theInternet Gateway. The Internet Gateway (in
this chapter, often shortened to justgateway, since no other kind of gateway will
be important for our purposes) can offer global addressability and bidirectional
Internet connectivity to every node in the ad hoc network that has a suitable path
to the gateway. We would like to avoid placing any restriction on the mobility of
the nodes in the ad hoc network and certainly avoid any restrictions engendered
by addressability. This can be done in such a way that mobile wireless nodes can
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migrate between wireless access points that have direct access to the wired Internet
and wireless ad hoc networks that are isolated and do not haveany such access to
the infrastructure.

The Internet Protocol (IP) [4] and other associated protocols [5] have served
the world very well even during the explosive growth that hastaken place over the
years of their existence. To support possibly billions of Internet-accessible nodes
(e.g. cell phones, automobiles and PDAs), a protocol changeon the network layer
to IP version 6 (IPv6) [6] is under way. IPv6 will enable cost-efficient availability
of permanent IP addresses for all these devices, and many more not yet imagined.
Manageable and scalable support for routers that are themselves mobile is useful
for maintaining the robustness provided by dynamic IP routing and for providing
support for general network configurations that are not easily handled otherwise.
Thesemobile routerscan provide access to arbitrary network topologies with no
specific restrictions on the depth of forwarding paths or on their connectivity to
fixed and/or mobile parts of the routing fabric.

Problems identified inrouter mobility (packet routing with mobile routers in
mobile networks) can be considered as special cases of routing by nodes in ad
hoc networks, which are being standardized by the Mobile Ad hoc Networking
(Manet) working group [7]. Currently, theManet working group have released
AODV [8], Dynamic Source Routing (DSR) [9], Optimized Link State Routing
(OLSR) [10] and Topology Broadcast Based on Reverse-Path Forwarding (TBRPF)
[11] as experimental RFCs to be used as base routing protocols in with ad hoc net-
works. Although these are all IPv4-based protocols, they are all easily extended
to support IPv6. For the purpose of this paper, we describe how such reactive and
proactive protocols can be considered, under the assumption that the IPv4 address
fields are simply expanded to be long enough for IPv6 addresses. For the partic-
ular case of AODV, we rely on the already existing specification for the AODV
for IPv6 (AODV6) [12] for detailed experimentation with theoperation of our
proposals with IPv6-based ad hoc networks. A comparison between AODV and
AODV6 shows that the protocols are not quite identical, but the major change is
that the fields in the message header have been rearranged forbetter alignment.
Such changes have no effect on address autoconfiguration procedures or gateway
discovery. We expect that our recommendations in this paperwill be immediately
useful for these other base routing protocols just mentioned, once their IPv6 ver-
sions are specified.

Dynamic routing protocol solutions for ad hoc networks (including those men-
tioned above) meet requirements such as

• multihop forwarding capability;

• loop freedomfor all routing paths;

• elimination of thecounting to the infinityproblem, avoiding nonconverging
metric-based routing scenarios in distance vector protocols [13];

• low processing and memory requirements and
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• self-starting operation without the need for user intervention.

These requirements are relevant when a dynamic routing protocol must operate
in arbitrary, rapidly changing network topologies. Routing protocols considered
within Manet also fit related applicability requirements. Our solution for Internet
connectivity works with the variousManet protocols, but there are certain differ-
ences that depend on the choice of base protocol. As a simple example, the choice
of protocol will affect the names and message formats of various routing control
signals.

Whenever any node of a mobile ad hoc network (called aManetnode) comes
into contact with a node that has connectivity to the global Internet, cooperation
between these two nodes can provide global connectivity forevery other node in
the ad hoc network. The cooperative node that has global connectivity is called
the Internet Gatewayand is treated by every node within the ad hoc network (i.e.
everyManetnode) as a default router. This conforms well with standard treatment
for default routers, especially if the model for the ad hoc network routing protocol
determines next hops for the various ad hoc host and network destinations. This
much can work even if the gateway node does not run any other routing protocol
except the ad hoc routing protocol (which is needed so that itcan answer requests
for its own address). In our discussion, since the gateway node also runs the base
ad hoc network routing protocol, it is also considered to be aManet node.

If, in addition, nodes in an IPv6 ad hoc network need to receive packets from
the global Internet as well as transmit them, then the gateway has to take steps so
that it will be a forwarding node along the path for packets transmitted from within
the Internet toward a Manet node as destination. This means that the gateway node
might have to provide reachability information for the addresses of every other
Manet node. In the Internet, reachability information is given by way of routing
protocols such as Open Shortest Path First Protocol for IPv6(OSPFv6) [14] Rout-
ing Information Protocol (RIP) for IPv6 (RIPng) [15] or Border Gateway Protocol
for IPv6 (BGP) [16]; the gateway node has to be assigned a routing prefix, and
it has to have the ability to forward packets toward any node whose address has
that routing prefix as the leading bits of its address. For allManet nodes that have
addresses conforming to the routing prefix(es) advertised by the gateway, this will
work fine. Our method enables Manet nodes to autoconfigure addresses that con-
form to IPv6 infrastructure routing requirements.

However, some Manet nodes must receive packets that are sentto addresses
that do not conform to the set of prefixes advertised by the gateway. The gateway
node should not advertise reachability for those topologically incorrect addresses.
Otherwise, host routes for those particular nodes would have to be injected into the
distributed database consisting of the routing tables for the Internet infrastructure
routers, an approach that is known to be unscalable, unmanageable and difficult
to secure. Instead, the Manet nodes acquire topologically correct addresses that
conform to the advertised prefix and use the acquired addresses to enable reception
of the packets delivered to the topologically incorrect address.
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Fig. 3.1: Internet reachability from an ad hoc network.

Such persistent (‘always-on’) IP-address reachability is a very desirable prop-
erty for Internet connectivity. Previous developments [17, 18] provide to wireless
devices the same level of possibilities for Internet connectivity as wired computers,
including such persistent connectivity wherever the physical links are available.
This enables mobility regardless of the wireless link layer, and with all transport
and application protocols. These solutions do not require any modifications to
the network-layer routing infrastructure, in order to maintain the layered end-to-
end communication model, backward compatibility and robustness of the Internet.
Mobile IPv6 [18] provides this persistent reachability forIPv6 mobile nodes, by
hiding the movement of a host away from its home domain. This combination of
mobile node reachability and router mobility in IPv6, illustrated in Figure 3.1, is
a likely requirement for future mobile Internet devices. If, as expected, the future
Internet is mostly populated with mobile devices, scalability will be a key consid-
eration for mobility management. For many small sensor devices, computational
complexity has to be kept at a minimum to conserve battery power and avoid pro-
cessing delays. Manual configuration is unacceptable for any such high-volume
devices. Furthermore, protocol simplicity is also a requirement, since a complex
solution would be difficult to develop on all the different network platforms that
are going to be prevalent within the wireless Internet. Mobile IPv6 affords impor-
tant advantages for making such wireless attachments, especially regarding router
advertisement and address autoconfiguration.

We propose the following steps for managing ad hoc connectivity to the Inter-
net:

1. If no address is currently configured, acquire a canonicalsite-local address.

2. If an advertisement is received, configure a globally valid IPv6 address ac-



3.2. Internet Connectivity Basics 39

cording to the information received in the advertisement.

3. When accessto Internet is desired, but no globally unique IPv6 address is
yet configured, solicit for Gateway information.

4. Set up a default route to Internet, and a host route to Gateway (if desired).

5. Form a topologically correct address using prefix information from the gate-
way.

6. When accessfrom the Internet is desired, run Mobile IPv6 if the Manet
node’s persistent address is different than its topologically correct autocon-
figured IPv6 address.

These steps are effective regardless of the base ad hoc network routing protocol
in use nor on the routable scope of the address prefix advertised by the gateway.
Therefore, the gateway could advertise a sitelocal prefix instead of a global pre-
fix, without any change to the procedure; however, we typically imagine these
operations being performed for global-scope routing prefixes. Furthermore, the
addressabilityfrom the Internet for arbitrary IP addresses does not strictly depend
on Mobile IP, but that is the method most likely to offer seamless connectivity.
In this paper, we propose a method for connecting ad hoc networks to the Inter-
net by way of Internet Gateways, then describe our experiments using AODV for
IPv6 (AODV6) as the base protocol, followed by further experiments using Mobile
IPv6.

The chapter is organized as follows: We first discuss the current problems of
combining the existing IPv6 mobility protocols to allow node reachability in ad hoc
networks, in Section 3.2. We list related work in Section 3.3. In Section 3.4, we
describe our method for enabling the initial autoconfiguration of a canonical site-
local address for a Manet node that does not have any existingIPv6 addresses at
all. Then, in Section 3.5, we first present solutions for setting up node reachability
to the fixed network from a node in an ad hoc network. This includes the operation
by which nodes in the ad hoc network can acquire a default route, as described in
Section 3.5.1. We describe how to route packets accurately on discovered routes
through an Internet Gateway in Section 3.6. In Section 3.7, we discuss a solution
for using Mobile IPv6 in an ad hoc network. One candidate ad hoc networking
protocol for IPv6 is AODV for IPv6 (AODV6) [12]. It is described in Section 3.8.
We apply our ideas for Internet connectivity to AODV6 as a case study in Section
3.8, after which we provide concluding observations for thedesigns in Section 3.9.

3.2 Internet Connectivity Basics

A wireless ad hoc network (mobile or not) has no preexisting infrastructure. It is
formed on demand when two or more computers start to communicate with each
other. To be able to work efficiently, nodes participating inthe network must be
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willing to forward packets destined to other nodes. The network is typically a graph
with multiple hops between some end points owing to the limited transmission
ranges of the individual wireless nodes.

Ad hoc mobile communication with the global Internet is problematic if only
host-based routing is used. Each node, which is allowed to have an arbitrary IP ad-
dress in an ad hoc network, would require a host route propagated to every router
of the fixed network; clearly, this is an unscalable approach. A solution that hides
the state space explosion caused by host routes is needed. Since we wish to de-
sign a protocol that can support ubiquitous mobility and connectivity support for
all possible nodes and routers, including those moving to anad hoc network from
the fixed network, this IP address should be any globally routable (unicast) ad-
dress. In this paper, we do not consider multicast addresses, which usually require
specialized support from the routing protocol.

Ad hoc networks therefore should support efficient Internetconnectivity, in-
cluding mobility management. Our observation is that Mobile IP, considered as
an access protocol, reduces the need for host route dissemination. By providing
access with a topologically correct address and maintaining the address mapping
of the mobile host/router only in binding caches of correspondent nodes, Mobile
IPv6 reduces host route state maintenance to a small number of nodes.

When an IPv6 mobile node has become part of an ad hoc network, it may need
to obtain a default route that it can use to transmit packets to destinations within the
IPv6 Internet. A node in the fixed network finds a default router by means of router
discovery. In IPv6, this is accomplished by way of Router Advertisement messages
as specified in the Neighbor Discovery Protocol (NDP) [19]. Such advertisements
include all the information that IPv6 nodes need to establish viable communica-
tions to the Internet by using the link carrying the advertisement. However, NDP
cannot be used unchanged in mobile ad hoc networks since the messages used for
next-hop default router discovery, the Router Advertisements and Router Solicita-
tions, are used with link-local scope addresses and can onlyreach nodes one hop
away (i.e.neighbors).

To simplify the process enabling a node to establish connectivity through an
Internet Gateway in a multihop ad hoc network, we make some assumptions cor-
responding to some natural constraints:

• Gateways are routers located between the ad hoc network and the Internet,
to provide Internet connectivity. No special assumptions are made, except
that the gateways follow the protocol specifications in thischapter.

• The gateway advertises a topologically correct global routing prefix, so that
packets transmitted anywhere in the Internet with the destination address
belonging to that routing prefix can be routed toward the gateway. A node
in an ad hoc network is allowed (but not required!) to have a preexisting
arbitrary global IP address.

• A node that needs bidirectional connectivity to the Internet has to support a
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discovery mechanism to find a globally reachable network prefix to be used
in the ad hoc network.

• A manet node can use Stateless Address Autoconfiguration [20] for acquir-
ing a topologically correct (routable) address within the ad hoc network. All
IPv6 nodes are already required to support this procedure.

• Data forwarding within the ad hoc network, for packets initiated inside the
ad hoc network, should use nonintrusive forwarding mechanisms that do not
require any changes to nodes or routers (or routing protocols) in the fixed
network.

• Any IPv6 node sending a packet to a Manet node does not have to have any
knowledge that the node is in an ad hoc network.

Furthermore, a node that wishes to receive packets delivered to its persistent
IPv6 address (if it has one) has to perform the following operations:

• learn from the gateway how to configure a topologically correct address and

• use this address as acare-of addresswith Mobile IPv6 so that this opera-
tion substitutes the router discovery part of Mobile IPv6 operation; the lo-
cation update operations of Mobile IPv6 (using Binding Updates) remain
unchanged.

In an ad hoc network, for a node to start communicating with other nodes
in the Internet, the node must discover an Internet Gateway to obtain a globally
routable prefix. This can happen as part of the boot-time procedures or it can
happen as the mobile node migrates into an ad hoc network. Thenode makes use of
the discovered prefix information to configure its network interfaces with globally
routable IPv6 addresses. This discovery also provides IPv6addresses of gateways
and enables setting up default routes to the Internet through them, analogous to
the way that IPv6 nodes on fixed networks configure default routers and prefix
information from Router Advertisements. Gateways can unicast reply messages
that include their own global prefix and IPv6 address. It is usually also important
for gateways to discover routes toward such requesting nodes, since typically such
nodes need bidirectional communications.

If a Manet node solicits prefix information, any intermediate node that has
the requested information may supply it to the mobile node. As is typical with
route discovery operations, such a requesting node may receive reply messages
from multiple intermediate notes, each of which satisfies its request. The issues in
selecting a particular default route are much the same as with IPv6 [19, 21] there
are not yet well understood policies available to help with the decision process. For
a Manet node, the gateway that is closest (as measured by hop count) would often
be selected.

With the routing protocol in an ad hoc network running on the gateway, inter-
mediate nodes can resolve the host route for the gateway by the exchange of routing
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protocol messages. Subsequently, intermediate nodes can forward any packet to the
gateway, which then can receive the packet and route it to itsfinal destination. Care
should be taken so that each intermediate node does not independently attempt to
discover a route to the final destination address; this wouldresult in unnecessary
traffic overhead. Whether or not the final destination node exists inside the ad hoc
network, intermediate nodes that do not have a host route forthe destination would
themselves forward the packet along their default route to the Internet. Although
intermediate nodes may themselves obtain a default route bysearching for the des-
tination or for the gateways, these actions are obviously redundant. If intermediate
nodes are involved with forwarding to default routes, we require those nodes to
acquire their default route to the Internet at the same time the source node does, by
means that are a very natural extension to the typical route discovery operation.

3.3 Related Work

In Mobile IPv4, there are some existing solutions for Internet connectivity to an
ad hoc network, for example, MIPMANET [22], which includes the use of foreign
agents. Mobile IPv6, however, does not define foreign agents. To be able to reach
the Internet, mobile nodes using Mobile IPv6 need an Internet Gateway, which
routes packets from nodes in the ad hoc network to nodes that reside in the Internet
cloud (e.g. home agents and correspondent nodes) andvice versa. Lei et al. [23]
propose another solution by modifying RIP [24] to work as a routing protocol
among these nodes. RIP was not initially designed for being used in a wireless
ad hoc network. The route table management was changed to allow the gateway
node (for Reference 22, the Mobile IPv4 foreign agent) to have special status in the
route table. A specialized route table manager was built to establish cooperative
maintenance of host routes between arbitrary Manet nodes and routes to and from
the IPv4 gateway. Cluster Gateways (CGs) have been proposedas a protocol-
independent Internet access method [25]. A CG provides botha service access
point and a Mobile IP foreign agent for ad hoc networks. If theCG works as
a service access point, a gateway gives a kind of Network Address Translation
(NAT) service for an ad hoc network. Otherwise, Internet access is given by Mobile
IP operation, that is, triangle routing on Mobile IPv4. Every node in the ad hoc
network has to register with the CG gateway to obtain Internet access services.
However, they cannot get a globally routable address. Thus,both methods of CG
are not appropriate when running Mobile IPv6 over an ad hoc network owing to
the lack of a globally routable care-of address. The WINGS project [26] provides
wireless Internet gateways over ad hoc networks. This effort targeted the ad hoc
network routing protocol itself and did not initially focuson Internet connectivity
and address assignments. However, they did have demonstrations interworking
between WINGS-based ad hoc network and the Internet (for instance, by way of
a satellite link and wired routers). They also demonstratedthe WING protocol
between two WING clients running the FreeBSD and the VIC Mbone tool.



3.4. Local Address Configuration 43

3.4 Local Address Configuration

This section describes local address configuration for nodes which do not already
have an IPv6 address when they join the ad net network. As in the IPv6 NDP, a local
address can be configured whether or not router advertisements are present. We
reserve the use of a canonical site-local prefix (MANET PREFIX) that is to be used
in every ad hoc network for autoconfiguring an initial IPv6 address. This prefix
has value fec0:0000:0000:ffff, with prefix length 64, whichcan also be written as
fec0::ffff/64. We call any address formed with this specialsite-local routing prefix
a manet-local address.

Every Manet node must configure a IPv6 manetlocal address, which can be
used in further protocol operations (see Section 3.5.2). Itchooses a candidate ad-
dress from that routing prefix, which could be constructed bysimply appending
its own 64-bit IEEE address. The canonical prefix has site-local scope [27]; the
site-local limitation prevents any opportunity for packets to leak into the Internet.

Unfortunately, choosing a candidate address is only the first step because the
node already has to have a source IP address in order to check the uniqueness of
its candidate IP address. For this purpose, the node also borrows another transient
address to be used only for verifying the uniqueness of the candidate address. This
transient address is chosen from the MANET INITIAL PREFIX, which is that ob-
tained from the MANET PREFIX by adding 32 more zeroes to the former routing
prefix, that is, fec0:0000:0000:ffff::/96. The configured actual address has to come
from the part of the MANET PREFIX not overlapping with MANET INITIAL
PREFIX. The transient address will only be in use for a few hundred milliseconds
at most, so there is no significant danger of source address collisions even though
the transient source address is used without verification ofuniqueness. Any time-
out for routes toward the transient address are set to be veryshort; furthermore,
routes toward the transient address can be explicitly deleted after the uniqueness
check, if the underlying protocol provides for such a mechanism.

After selection of a source IP address if necessary, the nodeperforms a unique-
ness check for the address to be configured, using a modified version of the IPv6
Neighbor Solicitation. Generally, the route discovery messages of the base routing
protocol can be used with minimal modification to attempt to acquire a route to
the candidate manet-local address; if a path can be acquired, then the address is
already in use and must be discontinued as a viable candidate. In Reference [27],
this modified protocol message is called the Address Requestmessage (AREQ),
and there is a corresponding message called the Address Reply message (AREP).
If the selected address is already in use, then the AREQ message will be received
by the node that is already using the address. This node will then send the AREP
message in reply, causing the candidate address to be eliminated from consider-
ation. This is very unlikely to ever happen if the candidate address was chosen
wisely (or even at random), but if it does happen, a new candidate address and a
new transient source address must be chosen, and the processstarted again. We
have not designed this system to work with multicast addresses, but they are indis-
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tinguishable from unicast addresses and not used elsewherein this chapter. Anycast
group members have to defend the anycast group address sinceit may be otherwise
indistinguishable from a unicast address.

3.5 Obtaining Global Addresses

We may now presume that the Manet node has an address that has sufficient scope
for use within the ad hoc network. To send packets to the Internet, a Manet node
acquires information about an Internet Gateway and establishes appropriate routes
to this gateway. The gateway may be allowed to distribute router advertisements
periodically over the ad hoc network as a part of its NDP operation, requiring
minimal changes to the current protocol. But, in most cases,the gateway cannot
distribute the router advertisement across the ad hoc network because in wireless
networks a link is not necessarily organized as a fully connected graph, as in wired
networks. For example, consider a group of three nodes, where a Node A can
hear two other Nodes B and C, but Nodes B and C can only hear NodeA, and not
each other. This leads to the well-known hidden-terminal problem. Every node
is likely to have a different notion of the physical extent oftheir ‘link’. Nodes B
and C see two separate links, but it is reasonable for Node A tocharacterize its
communications path to both Nodes B and C as just one link.

Because link-local packets must not be forwarded, it is not acceptable to use
them for unicast in an ad hoc network, except for operations that are confined to
a node’s one-hop neighborhood (e.g. neighborhood sensing). Such operations are
not considered in this chapter. Even if such periodic on-link advertisements were
allowable, though, we would still prefer that they not be used because the cost of
broadcasting packets periodically in an ad hoc network is very high. Every node
has to process the packet and possibly to assist in its redistribution. This is ex-
pensive in terms of processing and bandwidth utilization and energy consumption.
Still, for some scenarios and applications, a proactive solution might be more ef-
fective and utilize less energy. Such scenarios will be mentioned in later chapters.

According to these considerations, and as previously mentioned, a Manet node
can request a router advertisement by some sort of solicitation and get back a reply
or a modified router advertisement. Since the default routermay now be multiple
hops away, this also resembles a typical on-demand Route Discovery operation.
The basic signaling of the global Internet access setup is illustrated in Figure 3.2.

We present two alternative solutions for requesting routerinformation from the
gateway. For both, all gateways must join the INTERNET GATEWAYS multicast
group. The Manet node can acquire the necessary informationeither by extending
the operations for route discovery that are typically present in the underlying rout-
ing protocol for the ad hoc network or by following the IPv6 Router Advertisement
model of operation. We call the first of these two alternatives ‘Gateway Request
and Reply’ and the second one ‘Gateway Solicitation and Advertisement’.

The Global Router Request and Reply in Figure 3.2 must be set to be either
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Gateway Request and Reply or Gateway Solicitation and Advertisement, depend-
ing on the solution. In Section 3.5.1, we first explain, for the gateway discovery
operations, the use of Gateway Requests and Replies. Afterwards we show the
exchange of Gateway Solicitations and Advertisements.

Following the discovery operations, in Section 3.5.2, we will see how the
Manet node creates a routable IP address, an operation that is common to both
discovery solutions.

3.5.1 Internet Gateway Discovery

When a node performs address resolution in an ad hoc network,it needs to obtain
a prefix with global (or, perhaps, site-local) scope from which to select a candi-
date IPv6 address. We describe this initial address configuration in this section,
following the autoconfiguration protocol in the Internet Draft [27].

If a Manet node has no address at all when it joins the ad hoc network, it
first configures an address as discussed in Section 3.4. Whiledoing so, the node
typically broadcasts an AREQ message, which will be received by all Manet nodes,
including the gateway nodes within the ad hoc network.

For an address within the canonical site-local range MANET INITIAL PRE-
FIX, a gateway can treat an AREQ as a request for routing information. In this case,
the gateway will return a Gateway Advertisement to the requesting node. This has
the effect of reducing the time required for the node to finishits autoconfiguration
steps. This is also true if the gateway receives a Route Request (RREQ) from a
node with an address within that site-local range.

The extensions in the following sections work for all protocols under consider-
ation within the Manet working group, as well as all others known to the authors,
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although the details are different in each case. For instance, if a backbone of nodes
is to be established for selective broadcast of routing signals, a gateway node has to
be sure it is reachable from one of the backbone nodes. If morethan one gateway
is available, a selection policy is needed to decide which gateway to use–perhaps
by the number of hops or by some other priority. This selection policy is out of
scope of this paper.

3.5.1.1 Gateway requests and replies

A node can use the route discovery mechanism of an ad hoc network routing pro-
tocol to obtain a global prefix and learn the Internet Gatewayaddress. However,
the base protocol has to be extended to allow the Internet Gateway to identify itself
as having connectivity to the Internet and to allow the node originating the search
to indicate that it is interested in finding such a gateway.

For this address resolution, we extend the route discovery scheme of the exist-
ing ad hoc network routing protocols and the NDP. For on-demand protocols, there
is typically a RREQ message used to establish a route when oneis needed. We
extend the RREQ message to be useful with the special INTERNET GATEWAYS
multicast address. Any gateway node can respond to such a RREQ by supplying a
Route Reply (RREP) message in the underlying ad hoc routing protocol.

Proactive routing protocols should be extended to allow a gateway node to mark
its advertisements with an indication that it belongs to theINTERNET GATE-
WAYS multicast group. Then, the path computation employed for selecting routes
to a destination can also be used for obtaining a path to a gateway.

After sending the RREQ, the node should wait until all the gateways return a
reply, for example, an AODV6 RREP. Getting a routing path to agateway is not the
same as getting a path to a general destination node because the request also has
to carry with it the information that the desired destination is, in fact, a gateway
and that prefix information should be included with the reply. For that case, we
have defined an Internet-Global Address Resolution flag in the RREQ and reply
messages of two on-demand ad hoc network routing protocols,DSR and AODV6.
If the Internet Gateway finds the flag in a request from a Manet node, the gateway
interprets this as the request for obtaining global prefix information and gateway
addresses. Since intermediate nodes detect the new flag, they will rebroadcast the
request over the rest of the ad hoc network. Therefore, the RREQ will reach the
edge of the ad hoc network and be processed by the Internet Gateway.

The gateway does not further disseminate this route request.
First, the gateway checks the flag setting in the route request. If set, the gateway

unicasts a RREP with the flag indicating the presence of the global prefix informa-
tion and its own IPv6 address instead of a host route for the destination node. Each
node that receives this RREP message relays it back to the source node (including
the prefix extensions).
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The INTERNET GATEWAYS multicast address is allowed to be thedestina-
tion address. The requested address of the RREQ message can also be a global
address for a subnet located outside the ad hoc network, for example, in the In-
ternet. In this case, if the node owning the global address already resides within
the ad hoc network, the requesting node is likely to receive both a default route
with prefix information and a specific host route to the Manet node with the global
address. The requesting node should, in the case of receiving two different replies,
prefer the host route in order to avoid unnecessarily traversing the gateway node.

As mentioned previously, the gateway may also interpret thereception of an ad-
dress resolution packet from a source address within the MANET INITIAL PRE-
FIX as an implicit request for prefix information. The reply is then formulated in
the same way as previously described when receiving a RREQ for a global address.

3.5.1.2 Gateway solicitation/advertisement

In this section, we describe an alternate method for acquiring gateway information,
modeled on IPv6’s Router Solicitation and Router Advertisement messages [19].
A Manet node sends an extended Router Solicitation, in orderto prompt an Inter-
net Gateway to generate an extended Router Advertisement. This advertisement
contains the necessary information to configure topologically correct addresses, as
well as auxiliary information for address lifetime and so on.

Because of the ambiguous scope of an ad hoc network link, we need some
extensions for propagating these messages over multihop networks.

We created a new Manet (M) flag for both the Router Solicitation and Router
Advertisement messages. In this paper, we call these new messages the Gateway
Solicitations and Gateway Advertisements. If a receiving node finds this flag in
either of these messages, it indicates that the message can be forwarded to a non-
link-local address. Upon receiving the Gateway Solicitation, a gateway replies by
sending a Gateway Advertisement message including its global prefix information
and its own address. Note that we could have achieved the sameresult by defining
a new Internet Control Message Protocol (ICMP) message type, instead of a new
flag for the existing message type. If our approach is ever considered for further
standardization, this alternative will no doubt get serious consideration.

A Manet node can solicit a Gateway Advertisement from available gateway by
sending a Gateway Solicitation to the INTERNET GATEWAYS multicast address.
The node may use an expanding ring search technique to disseminate the Gateway
Solicitation message to the INTERNET GATEWAYS address using appropriate
hop-limit values.

Non-gateway nodes in the ad hoc network also forward the solicitation if the
hop limit has not already been reached. In addition, the intermediate nodes may
need to set up a reverse path route to the requester, since theGateway Advertise-
ment messages will need to traverse the reverse path. This depends on the opera-
tion of the underlying protocol. DSR does not need such reverse-route setup (if the
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solicitation carries a source route), but AODV6 does.
Whether the INTERNET GATEWAYS multicast address can be usedas a

broadcast address within the ad hoc network depends on the base routing protocol.
If the node receiving a packet destined to the multicast address is not an Internet
Gateway and if the hop limit allows it, the node must propagate the request ahead
toward the INTERNET GATEWAYS address. Note that while this is a multicast
address, no special multicast tree maintenance is needed, and the interior nodes
should forward the request just as they would for any unicastdestination address.
If the routing protocol used within the ad hoc network does not support this, mod-
ifications may be needed for this to work [28]. Alternatively, the request could be
broadcast at every node.

For the Dynamic Source Routing protocol [9], the draft [29] proposes a way of
multicast and broadcast forwarding by using DSR’s route discovery mechanism.
In ad hoc networks running DSR, Gateway Solicitations and Advertisements can
be exchanged between Internet Gateways and nodes by multicast and broadcast.

3.5.2 Address Configuration

After gateway discovery has taken place, the node has learned a global prefix, and
possibly the address of an Internet Gateway serving the ad hoc network.

With this information, the node generates a global IPv6 address from the global
prefix using its 64-bit interface ID. Since the node has already performed Duplicate
Address Detection (DAD) for its Manetlocal address (as described in Section 3.4)
before setting up the global address, a global address with ahost number from
this manet-local address is also unique. Many IPv6 nodes follow an analogous
rule for link-local addresses, and we presume in this paper that all Manet nodes
do the same. In the undesirable case, which is not yet prohibited by the base
IPv6 specification, the Manet node may have to perform another DAD for this new
address at the cost of additional start-up delay. Thus, we prohibit the undesirable
behavior and require that all Manet nodes must acquire a manet-local address as
described in Section 3.4.

3.5.3 Default Route Setup

Once a node has found a route to the Internet, it should set up adefault route in its
routing table, so that it can have a route for all the global addresses that are to be
located in the Internet.
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For routing protocols that do not maintain next hop information for the de-
fault route, a route table entry for the gateway needs to be kept in the route table
along with information about the default route through the gateway. The node
should set two routes into its routing table as shown in Figure 3.3. These en-
tries should be held until the expiration of the lifetime provided in the reply to
the global address resolution request and the router advertisement by the Internet
Gateway. Before this lifetime expires, the node should refresh these routes and
rerequest global Routing table prefix information from the Internet Gateway. This
refreshment should be done periodically, either by the nodeindividually or by the
gateway for all such nodes collectively. The node can unicast the refreshment
request to a specific gateway, or alternatively broadcast the request to the whole
network again. The former method can allow the node to updateits current Inter-
net Gateway status and minimizes network congestion. The latter enables the node
to quickly discover all Internet Gateways in an ad hoc network, some that may not
have been previously available.

For routing protocols that can maintain just the next-hop default router, the
information about the gateway may soon become inactive. After that point, the
node only needs to keep the default route information (i.e. the next hop toward the
gateway). No periodic refresh is needed.

If the node goes through an extended period during which Internet access is
unnecessary, the default route to the Internet Gateway may expire. Whether or
not the base routing protocol maintains the default route asa next hop, when the
information is needed, it can once again be established on demand.

3.6 Internet Access Methods

When a Manet node has access to the Internet, the method for determining a route
to a destination node could depend on whether that node is in the ad hoc network
or it is reachable only by way of access to the general Internet. In the latter case,
use of the default route is clearly needed, but otherwise it is likely to be better if
a specific host route is available. Unfortunately, when a node wishes to send data
to a destination, there may not be any good way to make the distinction. In fact, if
the Internet Gateway (or some other Manet node!) is also serving as a home agent
(see Section 3.7), even addressability within the ad hoc network is not enough to
determine whether a host route to the destination can be obtained.

This section describes how to send packets on routes discovered through an
Internet Gateway.

3.6.1 Route Discovery Algorithm

Whenever a Manet node is about to send a packet, it first refersto its routing table to
obtain an appropriate route for the destination. If a default route or a route through
the gateway to the Internet is obtained, then the Manet node has to decide whether
a shortest route is required.
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If the node gets the default route instead of host route, the node sends RREQs for
the destination, because the destination node might be located in the same
ad hoc network.

If the node gets the host route, the node sends packets toward the destination ac-
cording to its host route.

If the node cannot find any route in the routing table, it starts gateway acquisition
operation as described in Section.

If no gateway is found (i.e. no default route is available), thepacket is dropped.

destaddr := destination_address;
route := rte_lookup(destaddr);
/* search route table */
if (route == null) {

initiate_gateway_discovery();
route := rte_lookup(destaddr);
if (route == null) {

drop_packet();
return();
}

}
if (route == default) {

if (shortest_route_required) {
route := route_discovery(destaddr);
}
send_packet(route);

}
else { /* ASSERT: route is host route */

send_packet(route);
}

The above algorithm shows how to determine a route to the destination. If
the node finds a host route during the route table lookup, it can start transmitting
packets to the destination. The destination is typically located in the same ad hoc
network. If the node does not find any routes (not even the default route), the node
should start the Gateway Discovery operation as described in Section 3.5.

If the route table search returns the default route, and it isimportant to have the
shortest route to the destination, the node should start theroute discovery mech-
anism by sending RREQs for the destination address. If the node does not get
any route replies, it proceeds as if the destination were on the Internet, external to
the ad hoc network, and sends packets along the default routetoward a gateway.
Intermediate nodes should already have the default route orroute to the gateway
owing to some previous route discovery operation, so they will not send RREQs or
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Route Errors (RERRs) for the destination. If the node does receive a RREP, it sets
a host route for the destination and sends packets accordingto the received route.
Note that the route may be a route to a particular subnet in thead hoc network, in
case the underlying protocol supports subnet addressability and route discovery for
subnet prefixes.

3.6.2 Sending Data via Internet Gateway

Once the Internet Gateway has been discovered, the Manet node has a default route
to the Internet. The exact nature of the default route depends on whether the un-
derlying base routing protocol supports next-hop forwarding. When we propose
that a routing header should be used specifying the gateway’s address as an inter-
mediate routing point toward the destination. DSR is such anunderlying protocol;
the proposed technique is a natural extension of the way thatDSR already uses
source routing, however, and does not place additional burden on the base routing
protocol. As mentioned previously, we do not consider in this paper the problem
of selecting from several possible default routes, when there are several gateways.

If the underlying protocol supports next-hop forwarding tothe default router,
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the node sends the packets to the global IPv6 destination address and relies on the
next-hop routing in intermediate nodes. The sender node will not have to specify
an explicit route to the Internet Gateway. Each intermediate node can decide inde-
pendently how to route the packet efficiently out of the ad hocnetwork. The source
of the packet in the ad hoc network does not typically requirethe address of the
gateway, only the assurance that one of its neighbors is on a good path toward any
of the possibly several gateways; either the first or the shortest path could be used.

When the routing protocol does not support such next-hop forwarding, the des-
tination node should use an IPv6 routing header to make sure that the gateway node
is listed as an intermediate routing point along the way to the destination. Using the
routing header, packets are routed to the gateway as the firstdestination. For this to
work, a node needs more information (the IPv6 address of the gateway) and exerts
more control over the communication path. The sending node puts the gateway’s
address in the destination address of the IPv6 header and thefinal destination ad-
dress in the routing extension header. When the gateway receives the packet, it will
retrieve the actual destination from the routing header andinsert it into the desti-
nation IP address field of the IPv6 header. More general formulations are possible
for the routing header but are not covered within the scope ofthis paper.

As shown in Figure 3.4, the source node has a default route to the Internet
Gateway. The steps in the figure are as follows:

1. The Manet node sends a packet through the Internet Gatewayusing a routing
header. The gateway is typically then the overt destinationof the packet.

2. If the Internet Gateway finds a host route for the destination that is faced
toward the packet’s incoming interface, the gateway returns a routing control
signal to the source node, which we call a Route Update Request. This
could be a routing protocol message, like the RERR message inDSR or
AODV6, or the Gratuitous RREP in AODV6, which notifies the sender node
that the destination node is located inside the ad hoc network and that the
node should try to find a host route instead of using the default route for the
node. Alternatively, the gateway could also send a ICMPv6 [30] Redirect
Message [28].

3. Typically, the Internet Gateway will find a usable route for the final desti-
nation, so it forwards the packet toward the destination. Note that if the
gateway were configured for operation within some larger domain that nev-
ertheless did not offer Internet connectivity, this step could fail. In such
cases, an ICMPv6 Destination Unreachable should be returned to the source
Manet node.

4. When an Internet Gateway receives a packet from the Internet destined to a
Manet node, this node can be reached without any special operation. The
node already has a topologically correct global IPv6 address and the Internet
Gateway routes the packet to the node along the host route or asource route
maintained by ad hoc network routing protocols.
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Suppose the destination is located within the ad hoc node network but that the
source Manet node reaches the destination via a next hop serving as its default
route toward the Internet. In this case any intermediate node that knows the host
route for the destination may route the packets to it directly, without the knowledge
of the source node. The source node should be notified that itspackets are routed
directly, instead of using the default route toward the gateway. For this purpose, if
supported in the underlying ad hoc routing protocol, the intermediate node should
send the source node a gratuitous RREP. This message indicates the current route
table information at the intermediate node and enables the source node and each
upstream node along the way to create an appropriate route table entry for the
destination.

If the routing header is used, on the other hand, every packetis explicitly routed
to the gateway. When the gateway detects that the destination is located inside the
ad hoc network, it may optionally send a Route Update Requestcontrol message to
the source. In either case, after receiving the control message, the Manet node may
send a RREQ for the destination address and learn a new, more direct host route.

3.6.3 Route Examination/Determination

During communication, the network topology may change owing to node move-
ment. To help update inaccurate routes, we present two methods for detecting the
availability of a route. This subject is revisited in Section 3.7.2, after discussion of
Mobile IPv6.

A gateway manages host routes in the routing table for the nodes in its ad
hoc network because the gateway must often possess routes tonodes that need to
receive packets from the Internet. When a packet arrives from the Internet, the
gateway searches its routing table for the destination address of the packet’s IPv6
header. If no route is found, and the underlying routing protocol is table-driven,
then an ICMPv6 Destination Unreachable message is returnedto the source of the
packet. For on-demand protocols, the gateway initiates a route discovery operation
for the destination. If no route is found, again an ICMPv6 message is returned to
the sender.

From the other direction, whenever the gateway receives packets on its ad hoc
network interface, it again searches its routing table for the destination address of
the packet’s IPv6 header. If a host or network route is found,which is routable
within the ad hoc network, then the destination belongs to the ad hoc network.
Therefore, the Internet Gateway can send a Route Update Request control message
to the source node. Since this searching of the routing tableoccurs anyway during
general forwarding operation on Internet Gateways, the extra overhead should be
minimal. When the source node receives the routing control signal, it can initiate a
new route discovery operation if needed.

A Manet node that receives ICMPv6 Destination Unreachable messages after
sending packets to a destination based on a host route entry must invalidate that
host route entry. If needed, the node can then discover the route by initiating a new
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route discovery operation. If the node receives ICMPv6 Destination Unreachable
messages when the default route is used, the node should retry route discovery
for the destination. If the node still does not receive any route replies, the node
should discontinue route discovery and cease sending packets and RREQs for the
destination for a while. This typically involves sending a signal (e.g. Destination
Unreachable) to the application. The previous informationabout the route to the
destination may nevertheless remain useful for some purposes, and so should be
maintained temporarily if called for by the base routing protocol even if the route
table entry is invalidated.

3.7 Mobile IPv6 Operation

If the mobile node has a persistent IPv6 address, it can be used as a Mobile IPv6
home address to provide always-on reachability from the fixed Internet. In this
section, all Manet nodes are considered to be also mobile nodes running Mobile
IPv6. Using the protocols we have defined, in conjunction with Mobile IPv6, the
node’s IP address remains accessible even when the mobile node moves between
ad hoc networks connected to different points of the fixed network. Thus, mobility
becomes transparent to applications, so that they can continue work without any
modification. DNS name records do not need to be updated with new IP address
information, so that the mobile node maintains its well-known identity from the
point of the view of the rest of the Internet.

Mobile IPv6 does this by providing a means for any fixed network IPv6 ad-
dress, the home address, to be reachable when the owner of theaddress, the mobile
node (MN), is in a topologically incorrect place. When the mobile node arrives
at a network other than its home link, it configures a care-of address for network
access. The mobile node uses a Binding Update to register this address with its
home agent (HA), a specialized router on the mobile node’s home link. This agent
then acts as a proxy for the home address of the mobile node, capturing packets
sent to this address and encapsulating them for delivery to the registered care-of
address (Figure 3.5).

Mobile IPv6 also provides route optimization by which a mobile node directly
informs its communication end points, the correspondent nodes, about its location
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by sending a Binding Update, similar to that sent to the home agent.
Route optimization allows for direct data communication between the mobile

node and its correspondent nodes. The binding update maps the care-of address
to the home address and establishes a binding cache entry forthe mobile node
into the correspondent node. Knowing this, the correspondent nodes can insert a
routing header with a home address to data packets destined to the mobile node so
that normal IPv6 routing will forward these packets directly to the care-of address
of the mobile node. The mobile node can then easily supply thepayload to its
application, which is awaiting the data at a transport end point anchored with the
home address.

Data packets originating from the mobile node contain a homeaddress option
specifying that these packets should be considered originating from a transport
end point with the home address rather than the careof address in the IPv6 source
address field of these packets.

3.7.1 Mobile IPv6 Operation on Ad hoc Networks

In Section 3.5, we have presented methods for enabling Manetnodes to configure a
globally routable address. Once a globally routable address is configured, the node
can initiate typical applications such as web browsing and DNS queries.

Mobile IPv6 uses neighbor discovery as part of its movement detection with
the acquisition of a globally routable address. A mobile node uses the address built
from the locally advertised prefix as its care-of address when performing a home
registration. For a Manet node, the Internet Gateway replaces the local router and
a Gateway advertisement replaces the Router Advertisement. The address con-
figured from the Manet routing prefix from the Gateway advertisement is usable
as a care-of address. When the base routing protocol is an on-demand protocol
such as AODV6 or DSR, any Manet node using Mobile IPv6 should not expect
to receive periodic Router Advertisements (or Gateway Advertisements), since for
large ad hoc networks this periodic flooding is too expensive. For this reason,
we expect that movement between separate ad hoc networks to be somewhat more
time-consuming than movement between points of attachmentto the fixed Internet.

If the prefix of the acquired address matches the statically known home net-
work, a mobile node considers itself to be at home. Otherwise, if the prefix does
not match the home prefix, the node performs a home registration using the global
IPv6 address as the care-of address. If no home registrationis needed, because the
locally advertised prefix matches the routing prefix from theManet node’s home
address, then we can say that the mobile node is at home in the ad hoc network.
The mobile node would send packets to its home agent by way of ahost or network
route, just as it would with any other destination known to reside within the ad hoc
network.

If a statically configured mobile prefix is known, dynamic home agent dis-
covery may be necessary before the home registration. The home agent anycast
address [18] can become routable within the ad hoc network byusing the same
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sort of route discovery actions as would be used with any other unicast destination
in the ad hoc network.

It is a matter of policy, which should be selectable by the application [31],
whether a mobile node should use its care-of address or home address for estab-
lishing its end-to-end communications with another application end point. Either
of these addresses can be host-routed within the ad hoc network. Since the care-
of address is topologically correct, packets to that address are more likely to stay
within the ad hoc network. On the other hand, the home addressis (as always)
more likely to remain available to the communications partner, for example, if the
mobile node moves back to the Internet or even to another mobile ad hoc network
connected to the Internet at some other location.

3.7.2 Route Examination for Mobile IP

After a home agent forwards a packet to a mobile node by means of encapsula-
tion, the mobile node normally sends a binding update to the correspondent node
(i.e. the original sender) to create or update a binding cache entry associated with
the mobile node’s home address. Before this binding update is sent, the mobile
node compares its network prefix value with the source address of the incoming
packet. The mobile node can in this way learn whether the source node is located
in the same ad hoc network. If this source node is local, the mobile node sends
a RERR to force the sender node to discover the host route for the home address,
instead of sending a binding update. The RERR message sent bythe mobile node
instructs the source node to get a new host route and establish a reverse-route path
in intermediate nodes.

This operation could also be performed by the home agent. Upon receiving a
packet from the correspondent source node, the home agent compares the prefix
of the mobile node’s care-of address with the incoming packet’s source address. If
the prefixes match, the mobile node is located in the same ad hoc network as the
sending node. The home agent can then send an ICMPv6 Unreachable Message or
ICMPv6 Redirect Message to prompt the correspondent sourcenode to update its
route.

3.8 AODV6 Case Study

In previous sections, we have presented methods by which Manet nodes can con-
figure topologically correct addresses and use them for access to the global Internet
via Internet Gateways. As a case study we have implemented our ideas using one
of the existing ad hoc routing protocols, AODV6 (Ad Hoc On Demand Distance
Vector protocol for IPv6). We begin this section by explaining the basic mechanism
of AODV, which is exactly the same for both IPv4 and IPv6. The specific message
formats for AODV6 are also presented. Afterwards, we explain the changes needed
in the AODV protocol for providing Internet connectivity.
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Fig. 3.6:Ad hoc On-Demand Distance Vector protocol.

3.8.1 AODV Description

AODV is an on-demand routing protocol that uses repeated route discovery to es-
tablish routes. A node that needs a route to some destinationbroadcasts a RREQ
packet across the network. When either the destination or anintermediate node
receives the RREQ, it responds by sending a RREP unicast backto the node as
shown in Figure 3.6. Once the source node receives the RREP, it can begin using
the route for data packet transmissions.

Routes in AODV are considered to be temporary and are marked as active
during the time they are in use and seem to be capable of transporting data. When
a route is no longer in use, it will expire and eventually be expunged from the
route table, governed by the value ACTIVE ROUTE TIMEOUT (a few thousand
milliseconds). In this way, the route table is modeled as a cache for routes. The
improved delay characteristic of AODV is largely due to its careful maintenance
of the cached route information. AODV does not often supply astale route when
one is needed for a new application between two Manet nodes. It is more likely
to initiate the process of route discovery instead of using stale routes. Routes that
have very recently been useful, however, are still kept available until a short time-
out expires.

The route discovery operation itself (using RREQ and RREP asshown in Fig-
ure 3.6) requires that the node sending the RREP have a route back to the source of
the RREQ. This reverse route could be cached at a large numberof Manet nodes,
since the RREQ is often flooded to every node in the ad hoc network. Such re-
verse routes have a much shorter time-out (REVERSE ROUTE TIMEOUT, on the
order of a few hundred milliseconds) before they are expunged. Route mainte-
nance in AODV makes use of RERR messages. When a link breaks inan active
route, the node upstream of the break sends a RERR to each upstream neighbor
(precursor) that was using that link to reach the destination. The RERR message
lists each destination that is now unreachable owing to the loss of the link. When
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a source node receives a RERR, it may reinitiate route discovery if it still needs
the route. AODV requires that such routes be maintained evenafter being invali-
dated, for long enough (DELETE PERIOD) to avoid supplying erroneous RREP
information. The DELETE PERIOD is selected to be long enoughto handle prob-
lems caused by Manet node reboots and other ways that protocol messages can go
unanswered.

3.8.2 Internet Connectivity for AODV6

When a node issues a RREQ for validating a candidate global address, it can use
an arbitrary address of scope larger than link-local from one of its interfaces as the
source address in the IPv6 header. This can be a persistent, already allocated global
address or a temporary address created with the MANET PREFIX(i.e. the manet-
local address; see Section 3.4). For AODV6, Manet nodes takespecial action when
installing reverse routes for a node initiating autoconfiguration. Such autoconfigu-
ration packets will appear to emanate from a node with the source IP address within
the address range MANET INITIAL PREFIX. Routes toward such autoconfiguring
nodes should never be marked as active routes. Their lifetime should be initialized
to the value REVERSE ROUTE LIFETIME.

The AODV6 node broadcasts the RREQ to the INTERNET GATEWAYS ad-
dress. Figure 3.7 shows the modified AODV6 message formats. We have defined a
flag, the Internet-Global Address Resolution flag (I), for the RREQ and RREP [28]
messages. This flag indicates that the message is used for gateway discovery.

When an Internet Gateway receives a RREQ, it checks its routing table and
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updates the reverse route to the node with the source addressin the RREQ. If the
Internet Gateway finds the I flag in the RREQ, the Gateway constructs a RREP
with the I flag set, the prefix length used by the gateway, and its own IPv6 address
and unicasts the RREP back to the requesting node. The IPv6 header field is built
as in normal AODV6 operation. The global prefix information is derived from the
Destination IP Address and Prefix Size fields in the RREP.

After a node acquires a topologically correct global IPv6 address, it deletes its
temporary address that was formed from the MANET INITIAL PREFIX (see Sec-
tion 3.4). A gratuitous RREP could be broadcast to create reverse routes toward
the newly addressable Manet node in the intermediate nodes,but we have not im-
plemented this. The Internet Gateway also updates its routing table entry with the
address of the new Manet node.

If the node sends a packet to an Internet destination withouta routing header,
some intermediate nodes may generate RERRs, as specified by the AODV speci-
fication, because they do not have an active route to the packet’s destination. To
avoid such unnecessary RERRs, a default route can be maintained as an active
route. When an intermediate node receives a packet for whichit does not have a
host route, it forwards the packet according to this defaultroute. The intermediate
node should also insert the previous hop as the precursor forthe default route if
it does not already exist in that list. Typically, however, the precursor list should
already have the previous hop in the precursor list as a natural result of the original
RREP message by which the default route was supplied.

If the node uses a routing header, the destination address inthe IPv6 header
should be the Internet Gateway IPv6 address. The intermediate nodes on the route
path to the Internet Gateway have this host route and intermediate nodes do not
have to generate RERRs for nonlocal outgoing packets.

3.8.3 Implementation

We have implemented AODV6 with Gateway Discovery as mentioned in Section
3.5.1, which enables global access. Our AODV6 routing daemon runs on LINUX
platforms. We have not yet implemented the extended router advertisement nor
solicitation of NDP; our Manet nodes discover Internet Gateways with extended
RREQs and RREPs.

Our testing environment consists of three wireline connected AODV6 Manet
nodes and an external correspondent node. One of the AODV6 nodes is the Internet
Gateway with two network interfaces, one for the Internet and the other for the
ad hoc network. One of the other two Manet nodes is the mobile node running
Mobile IPv6. After acquiring a default route to both the Internet Gateway and a
global IPv6 address, the mobile node sends a binding update to the home agent
and to the correspondent node for route optimization. Manetnodes addressable
using the gateway’s advertised routing prefix can communicate with nodes in the
Internet without Mobile IPv6. Since our AODV6 implementation uses a routing
daemon running from user address space, while the routing table is maintained in
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the kernel, we defined a new raw socket for interactions between the kernel and
the daemon. If the kernel does not have an appropriate route for a destination, the
kernel notifies the daemon through the raw socket to send RREQs across the ad
hoc network.

Movement detection of Mobile IPv6 is triggered whenever theAODV6 dae-
mon receives the new global IPv6 routable address. An IPv6 header includes the
Home Address option and a Binding Update if it is needed. For implementations
using a routing header, this requires use of two destinationoptions after the routing
header; more recently, the Binding Update has been modified to fit within a new
header called the Mobility Header, but we have not yet implemented that new spec-
ification. Most current IPv6 and Mobile IPv6 implementations on Linux cannot
carry two destination options after the routing header owing to an implementation
limitation. We therefore extended the LINUX IPv6 implementation to store both
options after the routing header in the IPv6 header.

3.9 Conclusion & Future Work

We have discussed the problems that we have encountered while attempting to
connect nodes in an ad hoc network to the Internet with mobility support in IPv6
networks. We have presented solutions for address resolution, showed ways to gain
Internet access by next-hop routing or by use of a routing header and have briefly
described Mobile IPv6 operation in ad hoc networks. These problems include the
following:

• site-local address acquisition and Duplicate Address Detection;

• acquiring a routing prefix from an Internet Gateway;

• establishing a default route and a host route toward the gateway;

• formulating a globally unique and topologically correct IPv6 address using
the acquired routing prefix;

• soliciting gateway information whenever needed;

• when it is unknown whether a destination is present in the ad hoc network,
determining whether to acquire a host route or using the default router;

• using the globally unique IPv6 address with Mobile IPv6;

• modifying the IPv6 ICMPv6 Router Solicitation and Advertisement mes-
sages to work across multihop networks;

• extending the route discovery mechanisms for on demand routing protocols
to enable gateway discovery.
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In most cases, we have discovered that the necessary extensions are quite nat-
ural. We have been able to formulate solutions for the above problems that work
with the principal candidate routing protocols that are under consideration within
the [Manet] (mobile ad hoc networks) working group of the IETF.

In our proposal, a Manet node with a need for global communication con-
tacts an Internet Gateway by either sending a modified RouterSolicitation, called
Gateway Solicitation, or relying on a routing protocol route discovery functions.
When the gateway receives one of these messages, it unicastsa response back to
the requesting node, specifying its globally routable prefix and IPv6 address. The
node then uses this information to configure an address that is globally reachable
throughout the Internet. With Mobile IPv6, the mobile node can use this address
as its care-of address and make a Binding Update to its Home Agent.

When sending packets to the Internet, the node can either usea routing header
specifying the Internet Gateway as the first destination andrely on ordinary ad hoc
routing to route the packet to the gateway or send the packetsthrough the default
route, relying on intermediate nodes to forward the packet toward the destination.

Our AODV6 routing protocol implementation uses an extra flag, called the
Internet-Global Address Resolution flag, so that the node-gateway signaling can
work as efficiently as possible. Along the way we fixed certainparts of the Linux
IPv6 implementation, work that may be useful in many other contexts. We have
shown that it is possible to implement connectivity betweenad hoc networks and
the Internet, with only slight modifications to the existingspecifications.

In the future, we would like to revisit the problem of selecting between mul-
tiple Internet Gateways. In fact, it may be better to use multiple gateways simul-
taneously, depending on which one offers a shorter path to a particular Internet
destination. This will require per-destination (or at least per-prefix) signaling. This
is merely one instance of service selection for ad hoc networks, when a Manet node
has the choice of several nodes offering a needed service.

We would also like to investigate ways to mark ad hoc networksas domains
so that a mobile node could more easily distinguish between different ad hoc net-
works. This may involve borrowing some relevant ideas from OSPF. Finally, we
would like to consider the possibility of using an ad hoc network as a transit net-
work for foreign traffic, where both the source and the destination nodes are al-
lowed to lie outside the ad hoc network.
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4. CHAPTER IV

Routing in Hybrid Ad hoc Networks using Service Points

4.1 Introduction and Background

Mobile ad hoc networks (or multihop packet radio networks) consist of mobile
nodes that communicate with each other over multihop wireless links. Each node
in the network also acts as a router forwarding data packets for other nodes.

Table-driven or proactive protocols can become expensive in terms of control
overhead, because each node in the network must maintain routing information
for every other node, although the node only occasionally handles traffic destined
for some of the nodes. To address the scaling problem of table-driven routing,
on-demand routing protocols have been proposed for ad hoc networks. Nodes
running such protocols set up and maintain routes to destinations only if they are
active recipients of data packets. However, when routing information between
only a few sources and destinations is constantly being maintained on-demand, it
might be more attractive to use the proactive approach for these nodes, while on-
demand routing is used between less accessed nodes. Similarly, if a large number
of nodes frequently wants to exchange information with a fewnodes, if might be
more effective to proactively maintain these routes. This motivates the interest in a
more hybrid approach to routing in ad hoc networks.

Recently a node-centric approach for routing in ad hoc networks was pre-
sented [1]. The idea here is that in many practical scenarios, certain nodes provide
special services that are being requested throughout the network. For example,
when ad hoc networks are wireless extensions of the Internet, these nodes may act
as DNS servers, Internet Access points, web proxies or AAA servers. Services can
also be local, for example locally stored data or database information. These nodes
that host special services, and therefore have a higher likelihood of communicating
with the rest of the network, are callednetmarks.

The landmark hierarchy [2] is another node-centric routingapproach that has
been designed for proactive routing in large networks. Packets are not routed to-
wards the destination address, but rather towards an area, the landmark radius, in
which the destination is located.

Existing dynamic routing protocols for ad hoc wireless networks can be classi-
fied into two categories according to their design philosophy: proactiveor reactive
depending on how routes are computed and maintained. Proactive protocols main-
tain routes to every other node in the network independentlyof any data traffic
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pattern. This has the advantage that when packets need to be sent, a route to the
destination is typically available. Reactive or on-demandprotocols, create and
maintain routes only on a “as needed” basis. Thus, when a route is needed, some
sort ofQuery/Replysearch procedure is employed. When a route is no longer used,
it eventually times out and is removed from the routing table.

Homogeneous ad hoc networks has been seen to suffer from poorscalabil-
ity because most of the bandwidth is consumed by forwarding packets. Proactive
protocols do not scale well because of the imposed control overhead. Reactive pro-
tocols are expected to behave better for larger networks. The use of route caching
and local repair reduce the impact of flooding route requests, but there is still an
overallØ(N) cost per-node.

LANMAR [3] is an interesting protocol that solves some the problems incurred
by scalability. In LANMAR the problem of scalability is addressed by assuming
that nodes normally move as a group. The network is grouped into logical subnets
in which the members have a commonality of interests and are therefore likely to
move as a group. A landmark is dynamically elected in each logical subnet and
the route to the landmark is propagated throughout the network using adistance
vector mechanism. Local routing within the group uses the proactive FSR [4]
routing protocol.

In this paper we propose a novel hybrid routing approach thatcombines the
reactive and proactive routing paradigms with node-centric and landmark routing
by relying on netmarks for routing purposes. As in [1], we make the assumption of
netmarks that provide special services being frequently requested throughout the
network. Routes to and from the netmarks are therefore proactively maintained
by all common nodes in the network. This is accomplished by letting common
nodes run an advanced neighbor protocol that, in addition tomaintaining links
to neighboring nodes, also has the functionality of a service discovery protocol.
This way, the services provided by the netmarks can be propagated throughout the
network. Once a netmark has been found, nodes affiliate with the closest available
netmark, and proactively maintain a route to this node.

The detailed solution is presented in Section 4.3, while Section 4.4 evaluates
the performance of our approach, and Section 4.5 concludes this work.

4.2 Related Work

In [5], Xu et al propose a hierarchical extension to LANMAR bydeploying a mo-
bile backbone. This backbone is formed by introducing backbone nodes with pow-
erful radio capabilities. This minimizes the number of hopsin the network as well
as lowering the performance bottleneck.

Hong et al proposes in [6] a solution to LANMARs problem of handling split-
ted groups. Because LANMAR is using an addressing scheme that consist of a
Group ID and Host ID, a method is needed to dynamicly determine the Group ID.
In this solution, a source unicast queries to landmarks to learn a destinations group
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ID. It is still unclear how the performance of this scheme is affected when the group
mobility assumption fails. Simulations are only made with group mobility and thus
the need to do a group lookup is minimized.

[7] is yet another extension to LANMAR that enables the election of multiple
landmarks in a group. This extension enable groups to be larger in size and thus
minimizes the problem the original LANMAR had with isolatednodes.

ZRP [8] is another hybrid routing protocol that look upon thenetwork in zones.
Here each node maintains a zone, with a radius R. Routes to nodes within R hops
is proactively maintained, while other routes is found on-demand.

4.3 Overview of Netmark Overlay Hybrid Routing

4.3.1 Netmark Overlay Routing

Netmarks announce their presence through periodic advertisements. This is an
efficient way for common nodes to obtain internet connectivity from netmarks pro-
viding internet access. The affiliation process performed by common nodes can
then be seen as a registration for Internet connectivity, and to become accessible
from outside the local ad hoc network. Another objective of this protocol is scal-
ability and good performance in networks with a large numberof mobile nodes.
An example where our approach might be applicable is a large metropolitan ad
hoc network with a few special access points to Internet Services. Because mobile
nodes will change their affiliation when a closer netmark becomes available, our
protocol will also provide micro mobility functionalities.

The basic idea behind the routing part of the protcol, referred to as theNetmark
Overlay Routing Protocol(NORP), is that the union of all the netmarks’ routing
tables covers every single node in the network. This is accomplished by not only
letting the common nodes maintain routes to the netmark, butalso by letting the
netmark maintain routes to the common nodes. This information can then be used
to locate and learn to which netmark a certain destination node is affiliated.

A virtual infrastructure is built to form an overlay networkon top of the nor-
mal physical network to achieve efficient communication between netmarks. Each
link in the virtual infrastructure can be viewed as a unicasttunnel in the physical
network. All end to end data communications is made in the underlying physical
network, while all control signaling is made in the overlay.The overlay can also
be seen as an entity containing information about the approximate location of all
common nodes, that is, their affiliated netmark.

In NORP, we let each netmark also perform the role of a landmark. When a
node needs to send a packet to a destination for which no routeis known, the node
uses a simple discovery procedure to query the different landmarks. First alocation
request(LREQ) is unicasted to the affiliated netmark of the sending node. When
the netmark node receives the LREQ, and the destination is unknown, the request
is broadcasted in the virtual overlay to the other netmarks in the network. Once
the request reaches the netmark to which the destination is affiliated, a location
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reply (LREP) that includes the destination netmark is issued and unicasted back to
the requesting node. The requesting node is now able to use the landmark routing
approach, and route packets toward the netmark where the destination is affiliated.
If a node is unaffiliated or no netmark is available, the protocol becomes a pure
reactive protocol and routes are found on-demand.

If nodes are equipped with GPS devices, this protocol is easyto modify so that
it can provide GPS coordinates through its locations services. This would enable
the protocol to rely on geographical forwarding, rather than landmark forwarding.

To achieve landmark routing between different netmarks, each node in the net-
work has a topological table,TT, containing every landmark in the network. The
TT structure is a simpledistance vectortable including the destination landmarks,
the next hop, the hop count and a sequence number timestamp. This table is peri-
odically broadcasted to all one-hop neighbors, making the topological information
eventually available throughout the network.

Creating a virtual infrastructure over a flat network reduces the number of
nodes involved in routing, resulting in better energy consumption. Furthermore,
because only routes to frequently accessed nodes are being maintained, while
routes to other nodes are found on-demand, the control overhead is reduced and
becomes more scalable.

The primary objectives of NORP are:

• To proactively maintain routes to frequently accessed service nodes.

• To broadcast discovery packets only when necessary.

• To disseminate information about changes in local connectivity to those
neighboring mobile nodes that are likely to need the information.

• To distinguish between local connectivity management and general topology
maintenance.

• To be scalable and perform well in networks with a large number of mobile
hosts.

NORP exhibits some similarities with LANMAR but the main difference is
that no assumption is made about group mobility. Neither does NORP rely on a
specific addressing system. Because the basic routing process is completely flat,
any type of addressing scheme can be used. In addition to that, NORP has been
designed to optimize the performance between common nodes and netmarks, due
to the special role of the latter.

4.3.2 Proactive Route Maintenance to Netmarks

Neighbor protocols for ad hoc networks are designed to exchange node informa-
tion for determining which nodes are “alive” and reachable.One common type
of neighbor protocols are periodic broadcast protocols. Inthese type of proto-
cols,Hello packets are broadcasted with some, possibly variable, frequency. The
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frequency may vary depending on network load, node mobilityor some other crite-
ria. Hello packets can be further extended to convey information aboutthe locally
known one-hop neighborhood, which allows each node to buildits own two-hop
neighborhood.

In NORP, a periodic neighbor protocol is used to create and maintain routes
between netmark and common nodes. Hello packets contain anetmark fieldstating
which netmark the advertising node is affiliated with.

Hello packets also contain the topological table,TT. However, the whole table
is not transmitted in every update. What entries that are included depends on how
far away they are from the broadcasting node; that is, they are included by using
fisheye principles [4].

Netmarks, as well as common nodes, send Hello packets to inform their neigh-
bors about their presence. When a node receives a Hello packet, it assumes the
presence of a netmark in its neighborhood, and creates a route towards the netmark
by indicating the sending source as the next hop. At the routing layer, if a node
does not receive a Hello packet for some predefined interval of time, then the node
can assume that the link to this neighbor is down. Because allcommon nodes in
the network are announcing their affiliated netmarks, everynode will also know
about the path to a netmark.

By adding a netmark field to the Hello packet we achieve the goal of having
routes between common nodes and netmarks. But it does not suffice that a common
node have a forward path to the netmark. In order to accomplish the location
search procedure described in section 4.3.1, netmarks alsoneed reverse paths to the
common nodes. In order to achieve this, nodes also include their next hop towards
the netmark and a list of all the other nodes that is relying onit for forwarding
packets towards the netmark. This list is called thedownstream tree.

In Fig. 4.1, the downstream tree ofb consists of nodec, d, eandf. These nodes
will therefore be included in theneighbor fieldof b’s Hello packets.

When a node receives a Hello packet from a neighbor, it checksthe netmark
field to determine if this neighbor is affiliated with the same netmark as the node
itself. If it is, it also checks thenext hopfield to determine if this neighbor relies on
the node for forwarding packets towards the netmark. If thisis the case, the node
adds the list of neighbors indicated in theneighbor fieldto its downstream tree.

Consider Fig. 4.1 as an example on how the downstream forwarding tree is
built:

1. Netmarka will start the process by sending a Hello indicating itself as a
netmark.

2. Whenb learns of the netmarka, it advertises information about this netmark
in its next Hello packet.

3. c andd learns about netmarka through the Hello advertisement sent by com-
mon nodeb. They can now start using the paths c-b-a and d-b-a respectively
to reach netmark nodea.
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Fig. 4.1:Source Tree at Netmark

4. c andd now respectively re-advertise reachability to netmarka and that their
next hop on this path is nodeb.

5. e will learn about the path to the netmark usingc as a next hop.e will be
using the path e-c-b-a.

6. Similarly, d will learn about a path throughb, using the path d-b-a, but also
about the alternate path d-f-g-a withf as a next hop.d chooses the path
throughb as it is of smaller length.

7. Future Hellos from nodee will now indicate that it is using netmarka with
c as next hop.

8. Future Hellos from nodec will now indicate that it is using netmarka with
b as next hop, and nodee in its downstream tree.

9. After a few more updates,b announces that is uses Netmarka with a as the
next hop, and that its downstream tree includesc, d, e andf . When Netmark
a receives this update, it will know about and have a route to all these nodes.

4.3.3 Link Breaks and Path Maintenance to Netmarks

Mobility of nodes not lying along an active path between a common node and a
netmark does not affect the netmark routing, i.e. the size oftheir downstream trees
are zero. These are typically the downstream leaf nodes. However, when a link
break is detected by an intermediate node with an active downstream tree, a repair
procedure is started. A link is deemed broken if a node has notreceived any Hello
messages within a predefined amount of time.

The repair procedure algorithm operates in the following way:



4.3. Overview of Netmark Overlay Hybrid Routing 73

��
��
��
��
��

��
��
��
��
��

Netmark, a

g

h

b

e

c d

f

Fig. 4.2:Node d repairs path to netmark a

1. The repair procedure is initiated by letting the repairing node search its list
of neighbors. Each neighbor entry in this list contains information about its
next hop, the hop count and its netmark affiliation.

2. If a neighbor is found to be affiliated with the same netmarkas the repairing
node, this neighbor is marked as a candidate for being elected as the new
next hop towards the netmark.

3. If this candidate is not using the reparing node as a next hop towards the
netmark, the candidate is marked as valid. However, if this candidate is
using the reparing node as its next hop, choosing that neighbor would create
a loop. In that case, the candidate should be marked as invalid.

4. Once all neighbors have been searched and evaluated, the valid candidate
with the smallest hop count is elected as the new next hop, seeFig. 4.2.

Fig. 4.2 illustrates the process of repairing a path betweena node and a net-
mark:

1. Noded starts the repair procedure upon detecting a link break betweend and
b.

2. After searching its list of neighbors,d finds two candidates,f andg.

3. Because nodef is usingd as a next hop,f is marked as invalid.

4. Noded choosesg as the next hop towards the netmark.

In the case when a node can’t find any valid next hop neighbor, the node de-
clares the netmark unreachable and revert to the topological table,TT for finding
a new netmark. TheTT search procedure works in much the same way as for the
neighbor table. If an entry is found during the search phase that is not pointing
towards the old netmark, nor the broken next hop towards the old netmark, it is
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marked as a candidate. When the whole table has been searched, the candidate
with the smallest hop count is elected. The major differencebetween this search
and the initial one is that we are searching the topological table instead of our list
of neighbors.

If a new netmark has been elected, a Hello packet with the new information
is broadcasted. Even though a new netmark has been elected, downstream neigh-
bors are still using the old netmark. These downstream nodesneed to be updated
with the new information, otherwise they will continue sending packets upstream
towards the old netmark where the link break occurred.

A neighbor upon receiving an update indicating it as next hopfrom a node that
it self is currently using as its next hop, mark the old netmark as invalid and puts
the initiating neighbor in its downstream tree. The neighbor also mark the new
netmark as the current one and looks in theTT to find the new next hop. After this
stage, the new information is immediately rebroadcasted ina new Hello packet.
Eventually the new information reaches the new netmark, creating a forward and a
reverse path between the netmark and the repairing node.

4.3.4 Mobility and handover between netmarks

As nodes are mobile and move around in the network, they will learn of netmarks
closer in location than the one they are currently affiliatedwith. The next hop link
towards a nodes’ netmark might also break, and a new route to the current netmark
can not be found. In both cases it is necessary for the node to change its affiliation
to a new netmark.

A node only changes its netmark affiliation if the newer netmark is 2 or 3 hops
closer (a configurable parameter) than its current one, or the next hop link breaks
and a new route can not be found. If a node changes its affiliation as soon as it
learns of a closer netmark, the system can become unstable. This is due to both the
mobility of the nodes and the unstable nature of the wirelesschannel, i.e. fading,
collisions etc. Under these conditions links may temporarily go down or become
unavailable. If a node changes it affiliation too soon, an oscillation between the
two netmarks may occur.

When a mobile node make the decision to change its affiliation, it does so by
sending an update message to both the previous and the new netmark. It also im-
mediately broadcasts a Hello message containing this new information. When the
previous netmark receives the update message it creates a soft binding for this node
with information about the new location of the node. Any subsequent LREQs ar-
riving at the previous netmark is processed as normally but the transmitted LREPs
will indicate the new netmark. After a few seconds the soft binding is timed out
and is removed.

The update messages sent to the two netmarks also include themobile nodes
downstream tree. This is done because all the downstream neighbors will be af-
fected by the handover, and they will automatically be affiliated with the new net-
mark. That is the reason why the previous Hello packet was broadcasted. When a
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downstream neighbor receives the Hello message, it immediately changes its affili-
ation and rebroadcasts the message. All downstream nodes will in this way change
their affiliation in an efficient way.

4.4 Performance Evaluation

GloMoSim [9] is the simulation platform used for evaluatingthe proposed ap-
proach. GloMoSim is a discrete-event, detailed simulator for wireless network
systems. In our experiments, the MAC layer is implemented using the default char-
acteristics of the distributed coordination function (DCF) of IEEE 802.11 [10].

The mobility model used for the simulations is the Modified Random Direction
model [11] and simulations are run for 600 simulated seconds. In this model,
each node randomly selects a direction in which to travel, where a direction is
measured in degrees. The node then randomly selects a speed and destination along
the direction and then travels there. Once it reaches the destination, it remains
stationary for some pre-defined pause time. At the end of the pause time, a new
direction and speed is selected, and movement is resumed.

The following metrics are used to evaluate the performance:(i) Packet delivery
fraction - the ratio between the number of data packets delivered to the destination
and those originated by the sources. (ii)Control overhead- the total number of
control packets transmitted by each node. Each hop-wise transmission is counted
as one packet. (iii)Normalized routing load- the number of routing packets “trans-
mitted” per data packet “delivered” at the destination.

4.4.1 Netmark Traffic model

We introduce the NetMark, NM, traffic model for performance evaluation. This
traffic model, which simulates the client server behaviour between the common
node and a netmark, is more realistic than plain CBR traffic. It consists of se-
quences of FLOWOFF and FLOWON periods where the OFF periods corre-
spond to the user’s think time, while the ON period representuser activity. Both
the FLOWON and FLOWOFF period is exponentially distributed with a mean
value of 5 and 20 seconds respectively. During the FLOWON period,requestsare
generated with an exponentially distributed mean of 1.5 seconds. When the server,
(in this case the netmark), receives arequestit generates areply with a pareto dis-
tributed mean of 3000 bytes. The pareto distribution was chosen because of its
heavy tailed properties. Thisreply is then fragmented and sent back to the client.

In our experiments, common nodes have continuous flows of NM traffic with
the netmarks as specified above. In addition to that, 10 localshort-lived CBR
sources transmitting 4 packets per second are spread randomly over the network.
When one session ends, a new source-destination pair is randomly selected. Thus
the input traffic load is constantly maintained.
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4.4.2 Simulations

In these experiments, we evaluate the performance of our approach. The terrain
size is set to 1000m x 1000m and the network is composed of 100 nodes. The rate
of mobility is varied and the pause time is set to 10s. The transmission range is 250
meters unless stated otherwise.

Although the number of netmarks affects the performance, itis also important
to comment on the deployment of the netmarks. Since the netmarks are special
service providers, it is not just any common node that can be elected as a net-
mark. In this paper we assume that netmarks are predefined andthat a netmark
remains being a netmark for the whole duration of the simulation. We leave the
case where a netmark can be elected among a set of nodes for future work. There-
fore, the simplest method would be to preassign netmark nodes and scatter them
uniformly within the terrain area at initialization time. However, this means that if
the netmarks are fully mobile, some netmarks might group together in one part of
the network and thus lower the performance. We have simulated two cases where
netmarks are either immobile or have full mobility.

Figure 4.3(a) illustrates how the delivery fraction varieswith the number of
netmarks. Except for the netmark density of 1 %, the deliveryis more or less
the same for the specified setup. We can see that the transmission range is more
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important than the mobility of the netmarks.
Figure 4.3(b) shows how the normalized routing load varies with the netmark

density. The reason for an increase in overhead as the numberof netmarks grows
is that more control packets are being generated in the netmark overlay. When a
destination needs to be found, the LREQs are sent to different netmarks. More
netmarks means more LREQs.

In Figure 4.3(c) we can see that NORP can deliver packets using much less
control overhead than the other protocols. Here we also see that reactive AODV
generate many control packets because of the large number ofnodes, but also be-
cause of the bursty nature of our traffic model.

Figure 4.3(d) illustrates how the delivery ratio varies fordifferent protocols as
the rate of mobility increases. We can see that NORP sustainsa very high delivery
rate for all mobility speeds. Because of the large number of nodes, the high traffic
load, proactive OLSR have trouble delivering packets during mobility.

4.5 Conclusions

In this chapter, a new routing scheme is proposed, Netmark Overlay Routing Pro-
tocol (NORP). NORP proactively maintains routes tospecial service providing
nodes in the network. These nodes are called netmarks. This is achieved through
an extensive neighbor protocol that creates a bidirectional routing tree with the root
attached to the netmark. In addition, NORP reactively searches for nodes by query-
ing the different netmarks about the locatation of a destination node. Data packets
are then routed using landmark routing towards the netmark closest to the desti-
nation node. As the data packet comes closer to the destination netmark, it will
eventually arrive at node within the routing tree of destinations netmark, where it
will be routed to the destination.

When netmarks provide internet connectivity the protocol also provide micro
mobility functionalities. Simulations show that NORP achieves very high delivery
rates in dense networks and under high traffic loads. In addition, it has been shown
that NORP performs excellent under mobile conditions and has scalability proper-
ties. We have also evaluated how the performance is affectedwhen the number of
netmarks in the network is increased. To conclude, NORP is a service providing
routing protocol that scales well with the size of the network.



78 4. Chapter IV



BIBLIOGRAPHY

[1] Soumya Roy and J.J Garcia-Luna-Aceves. Node-centric hybrid routing for
ad hoc wireless extensions of the internet. InProc. IEEE Global Telecommu-
nications Conference (GLOBECOM), Tapei, November 2002.

[2] P. Tsuchiya. The landmark hierarchy : A new hierarchy forrouting in very
large networks. InACM Sigcomm, 1988.

[3] G. Pei, M. Gerla, and X. Hong. Lanmar: Landmark routing for large scale
wireless ad hoc networks with group mobility. InProceedings of IEEE/ACM
MobiHOC 2000, Boston, MA, 2000.

[4] Guangyu Pei, Mario Gerla, and Tsu-Wei Chen. Fisheye state routing: A
routing scheme for ad hoc wireless networks. InICC (1), pages 70–74, 2000.

[5] Kaixin Xu, Xiaoyan Hong, and Mario Gerla. An ad hoc network with mobile
backbones. InIEEE ICC 2002, New York, NY, 2002.

[6] Xiaoyan Hong, Nam Nguyen, Shaorong Liu, and Ying Teng. Dynamic
group support in lanmar routing ad hoc networks. InProceedings of the
Fourth IEEE Conference on Mobile and Wireless Communications Networks
(MWCN 2002), Stockholm, Sweden, 2002.

[7] Xiaoyan Hong, Mario Gerla, and Li Ma. Multiple-landmarkrouting for large
groups in ad hoc networks. InProceedings of MILCOM 2002 Military Com-
munications Conferences, Anaheim, CA, 2002.

[8] Z. Haas. A new routing protocol for the reconfigurable wireless network. In
Proc. of the IEEE Int. Conf. on Universal Personal Communications, october
1997.

[9] Lokesh Bajaj, Mineo Takai, Rajat Ahuja, Rajive Bagrodia, and Mario Gerla.
Glomosim: A scalable network simulation environment. Technical Report
990027, 12, 1999.

[10] IEEE Computer Society LAN MAN Standards Committee.Wireless LAN
Medium Access Protocol (MAC) and Physical Layer (PHY) Specification,
IEEE Std 802.11-1997. The Institute of Electrical and Electronics Engineers,
New York, 1997.



80 Bibliography

[11] E. Royer, P. Melliar-Smith, and L. Moser. An analysis ofthe optimum node
density for ad hoc mobile networks. InProceedings of the IEEE International
Conference on Communications, Helsinki, Finland, 2001.



5. CHAPTER V

Micro Mobility and Internet Access Performance in Ad hoc Networks

5.1 Introduction

Today, many laptops, PDAs, handhelds, and other portable computing devices
include wireless connectivity as a standard feature, and more people are carry-
ing computers when they travel to access the Internet anytime, anywhere. More
and more of these devices now use the Internet Protocol (IP) together with IEEE
802.11 [1]. In addition, broadband wireless access networks based on IEEE 802.11
are emerging, and the existing wireless technologies are moving towards an all IP
infrastructure.

However, a big problem with IP is that it was never designed tosupport mobil-
ity management. One of the most widely known Mobility solutions for IP networks
is the IP Mobility Support protocol, commonly referred to asMobile IP [2]. With
Mobile-IP, nodes are able to communicate independently of their current point of
attachment to the Internet. Mobile-IP can handle both local-area and wide-area
movement in both wired and wireless networks. However, mobile nodes must re-
port their change of access point to their home networks. These location updates
incur a long latency of registration processes and cause a large amount of control
overhead over the Internet. The concept of IP Mobility has therefore been divided
into two main categories, Macro Mobility and Micro Mobility. Macro Mobility is
the management of IP nodes at a larger global scale. Once a node enters a cellular
or wireless network domain the Mobility management is localto that network; the
node is allowed to move within the network and be controlled locally by the micro
mobility management protocol while the mobility management from a global scale
remains unchanged.

In ad hoc networks, an infrastructure is not needed for the network to suc-
cessfully operate, but an ad hoc network can enable the coverage area of access
networks to be extended and deal with situations where it is either not possible
or too expensive to deploy cell-based mobile network infrastructures. Combining
Mobile-IP with ad hoc networking enables roaming between different ad-hoc net-
works while still being able to access the Internet. In this chapter, a solution is
presented, and evaluated for TCP connections, that enable mobile nodes in an ad
hoc network to have internet connectivity. Here, ad hoc networks are regarded as



82 5. Chapter V

Fig. 5.1:The simulated scenario. A mobile multihop ad hoc network is connected to an
access network that supports Mobile IP and micro mobility. Nodes in the wireless
network are communicating with correspondent hosts on the Internet.

subnets of the Internet, that creates an integrated environment that supports both
macro and micro IP mobility, see Figure 5.1.

The solution is based on Mobile IP, which enables the macro mobility capabil-
ities. From the mobile IP perspective, foreign agents service ranges are no longer
limited to hosts within a single wireless hop; the use of Manets lets mobile hosts
immediately utilize available Internet services without concern about disconnec-
tion. This provide mobile nodes with the ability to form and enter ad hoc networks,
while still being able to access the Internet. When several base stations or access
points are available, the node is able to roam around in the adhoc network, switch-
ing to new access points when needed. Micro mobility within the access network
domain is supported by HAWAII [3], as explained below.

5.2 Related Work

In [4] a solution is presented that interconnects ad hoc networks with infrastructure
networks. For micro mobility, the Cellular IPv6 [5] protocol is utilized on the edge
of the Internet. AODV is used as the routing protocol within the ad hoc network.
Performance is measured mainly with regards to control overhead and delivery
ratio, when the mobility speed is varied.

In MIPMANET [6], the authors integrate AODV with Mobile IP. Their solution
utilizes IP tunneling for separating the ad hoc network fromMobile IP. Nodes in
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the ad hoc network send their packets to a correspondent nodein the Internet by
encapsulating the packet into another IP packet, which is destined to the Mobile IP
foreign agent. A Mobile IP care-of-address is used to provide appropriate routing
from the Internet to the mobile node.

In [7] a Mobile IP micro mobility architecture is presented with OLSR as the
routing protocol both in the ad hoc domain as well as the access network. The work
focuses on integrating Mobile IP with OLSR in order to support both micro and
macro mobility. This work was later implemented and experimentally evaluated
with UDP traffic in [8].

As far as we know, this is the first work that considers micro mobility ad hoc
networks with respect to TCP traffic for different routing protocols.

5.3 Protocol Descriptions

5.3.1 Mobile IP

Mobile IP is a proposed standard for location independent routing. It makes mobil-
ity transparent to applications and higher level protocolslike TCP and UDP. Mobile
IP allows mobile nodes to have seamless access to the Internet while roaming be-
tween different networks. In order to maintain existing transport layer connections
while roaming, every mobile node is assigned a home address.The home address
enables the mobile node to always be able to receive data as ifit was on its home
network, i.e. the network to which its home address belongs.

When the mobile node is attached to a network other than its home network,
it uses a care of address. The care of address is an IP address valid on the foreign
network that the mobile node is visiting.

In Mobile IP, the basic mobility management procedure is composed of two
parts : the movement detection performed by the mobile node and the registra-
tion to the Home Agent (HA). The home agent is a dedicated router on the mobile
node’s home network that forward packets through tunnelingto the foreign net-
work. This enable the mobile node to receive packets throughthe care of address.

• Movement detection latency : this is the time required by themobile node to
detect that it has changed its IPPOA.

• Registration latency : as the home agent can be located anywhere on the
Internet, this process can take a long time and sometimes be impossible to
complete. This is obviously, by far, the main expected part of the total han-
dover latency.

In the case of a quickly moving mobile node which changes its IPPOA rapidly,
the registration process will become totally inefficient. Moreover, this mechanism
produces a lot of control traffic inside the local domain and across the Internet.
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5.3.2 Micro mobility and HAWAII

In order to minimize the movement latencies that occur when Mobile IP is used,
where the home agent is located far from a mobile nodes current location, and
the mobile is moving at a high speed frequently changing its point of attachment,
a micro mobility protocol is used. Micro mobility protocolsuses a concept of
domains, which is an area consisting of several base stations (access points) in
which they cooperate. When a mobile node first connects to a domain, it obtains
a care-of-address as in normal Mobile IP operation. This care of address however,
remains valid for the whole duration of mobile node’s stay inthe same domain.
The mobile node will thus make only one home registration (registration with the
home agent) at the time it connects to the domain. The users movements inside the
domain are then managed by the micro mobility protocol.

HAWAII [3], Handoff-Aware Wireless Access Internet Infrastructure, is a nat-
ural extension to Mobile IP to efficiently support micro-mobility in wireless net-
works. After the first connection of a mobile node to a domain and its home regis-
tration, the mobile node will perform local registrations only. A common approach
for allowing mobility to be transparent to correspondent hosts is to divide the net-
work into hierarchies. HAWAII uses a similar strategy, segregating the network
into a hierarchy of domains, loosely modeled on the autonomous system hierarchy
used in the Internet. The gateway to each domain is called thedomain root router.
Each mobile node is assumed to have an IP address and to have a home domain to
which it belongs. While moving in its home domain, the mobilenodes retains its IP
address. Packets destined to the mobile node reach the domain root router based on
the subnet address of the domain and are then forwarded over special dynamically
established paths to the mobile node.

When the mobile node moves into a foreign domain, HAWAII revert to tradi-
tional Mobile IP mechanisms. If the foreign domain is also based on HAWAII, the
mobile node is provided with a care-of address from the foreign domain. While
moving within the foreign domain, the mobile host retains its care-of address un-
changed, and connectivity is maintained using dynamicallyestablished paths.

A mobile host that first powers up and attaches to a domain sends a Mobile
IP registration request to the nearest base station (BS). The base station is some-
times also called the access router, as it also has routing capabilities in addition
to providing fixed network access. The BS is responsible for exchanging Mobile
IP messages with the mobile host’s home agent, in order to register the current
location of the mobile host. The base station also sends a path setup message to
the domain root router, which is the gateway between the micro mobility access
network and the Internet. This has the effect of establishing a host specific route
for the mobile host in the domain root router. Each intermediate router on the path
between the base station and the domain root router also addsa forwarding entry
for the mobile node, when forwarding the path setup message.Thus, the connec-
tivity from the domain root router to the mobile hosts connected through it forms a
virtual tree overlay.
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The mobile node infrequently sends periodic registration renewal messages to
the base station to which it is currently attached in order tomaintain the registration
and the host based entries, failing which they will be removed by the base station.
The base station and the intermediate routers, in turn, sends periodic aggregate
hop-by-hop refresh messages towards the domain root router.

5.3.3 Other micro mobility protocols

Hierarchical Mobile IPis a natural extension to Mobile IP to efficiently support
micro-mobility. After the first connection of a MN to a domainand its home
registration with the address of the Gateway Foreign Agent (GFA) as Care of
Address, CoA, the MN will perform Regional Registrations only. This type
of registration is sent by the mobile node to the GFA each timeit changes FA
(i.e. of IPPOA). The registration contains the new ”local” CoA of the MN:
the address that can be used by the GFA to reach the MN while it remains
connected to the same FA. The routing with Hierarchical Mobile IP is then
very simple. A packet destined to the MN is first intercepted by the HA and
tunneled to the GFA. Then, the GFA de-capsulate and re-tunnels it towards
the current local CoA of the MN.

Cellular IP aims to replace IP inside the wireless access network. A Cellular IP
domain is composed of Mobile Agents (MA) and one of them acts as a gate-
way towards the Internet and as a Mobile IP FA for macro-mobility. Each
MA maintains a routing cache that contains the next hop to join a MN (one
entry per mobile) and the next hop to join the gateway. This allows the MA
to forward packets from the gateway to the MN or from the MN to the gate-
way. The routes are established and basically maintained bythe hop-by-hop
transmission of two special control packets, beacon and route update. Upon
receiving one of these packets the stations are triggered toupdate their rout-
ing cache.

The solution presented in this chapter is based upon HAWAII.It should be
pointed out that the focus of this chapter is on the multi hop access portion of
the ad hoc network. Basically, the results presented here should also be valid if
Hierarchical Mobile IP or Cellular IP are used in the access network, as the specific
operation within the access network is not the most important performance factor.
If, in the future, it is determined that it would be of interest to evaluate and compare
the performance of ad hoc access networks with other micro mobility protocols, it
should be fairly easy to extend this study.

5.4 Mobile Ad hoc Internet Access Solution

In this solution base stations, which are also acting as Homeand Foreign agents
advertise their services by periodically sendingAgent Advertisementmessages.
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These messages are broadcasted to the wireless ad hoc network, and their dis-
semination are limited by theTime To Live(TTL), set to an appropriate value that
depends on the size of the network. Alternatively, the mobile node may broad-
cast anAgent Solicitationmessage, requesting mobile IP services. This is typically
done by mobile nodes that are located outside of the base stations broadcast radius,
the radius created by the specfied TTL value. When a base station receive anAgent
Solicitation, it update itsnetwork sizevariable to enable theAgent Advertisements
to propagate further and to also cover the new mobile node.

When a currently unregistered mobile node receives an advertisement, it uni-
casts aRegistration Requestto the advertising agent, the Base Station (BS). The BS
answer this message by sending aRegistration Reply. If this is the first registration
sent by the mobile node inside this domain, HAWAII, the micromobility protocol,
sends path setup power-up messages in order to establish a routing path within the
domain hierarchy toward the mobile node. The mobile node nowalso attains its
care of address which is then registered with the home agent of the mobile node.
Note that the mobile node will retain this care of address throughout its stay in the
current domain.

Packets between the home agent and the mobile node are routedtoward the
wireless network based on the network id part of the care of address. Thedomain
root router of the HAWAII domain is the root of the access network. It is also
the gateway router between the local domain and the Internet, and to which the
network id belongs. As the mobile node moves within the ad hocnetwork, from
base station to base station, it will continue to be accessible from the Internet; only
the local path within the lower hierarchy of the domain will be updated.

5.4.1 Internet host determination

When an on-demand routing protocol, such as AODV is used within an ad hoc
network, a node cannot expect to have routes to all hosts reachable within the
network. This is because routes are only set up when they are needed. The fact
that we do not have a host route to a host does not necessarily mean that it is not
reachable within the ad hoc network. Thus, the route discovery mechanism of the
routing protocol has to search for the destination within the ad hoc network,before
it can decide whether the destination node is located in the network or not. Because
the route discovery process of AODV repeatedly searches forthe destination within
an increasing radius, the time it takes for AODV to determinethat the destination
is unreachable is quite significant. This problem has been solved in our solution by
letting the base stations send proxy route replies.

When a base station receives a route request from one of its registered nodes, it
searches its registration list, (also called visitor list within the Mobile IP terminol-
ogy), for a match with the requested destination. If a match is found, a normal route
reply is generated. If a match is not found, a special proxy route reply indicated by
an ’I’ flag is generated. This proxy route reply will also establish a route path be-
tween the requesting node and the requested destination. Itis therefore important
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that the base station receiving the request also check that the requesting node is
registered. If this is not done, and another base station than the one the requesting
mobile node is currently registered with answer the request, an asymmetric route
will appear. An asymmetric route will, among other things, render transport layer
enhancements such as Snoop [9] useless.

Another thing that needs consideration when using proxy route replies is what
sequence number to use in the reply. In a normal route reply, adestination indicates
its own sequence number in the reply. If the node processing the request is not the
destination, it specifies its last known sequence number to the destination. In our
case however, the base station processing the request do notknow the destination
sequence number, because the destination is located in the Internet. If an unknown
sequence number is used as is normally done in route requests, it will be hard to
keep the routes fresh. In this solution, proxy route repliesuse the sequence number
indicated in the request, plus one. The replying base station then remembers the
sequence number used, and any subsequent replies for this destination will now
indicate this number plus one, or if the sequence number in the request is higher,
this number plus one. The ’I’ flag still indicates that it is anInternet route, and that
a normal direct route should be preferred.

5.4.1.1 OLSR operation

If a proactive protocol such as OLSR is used for routing in thead hoc network,
things are a lot easier. If a node does not have a routing tableentry for a specific
destination, the destination is normally not located inside the network. When a mo-
bile node wishing to transmit a packet fails looking up a destination in the routing
table, it tunnels the packet to the base station to which it iscurrently registered.

A base station receiving a tunneled, IP within IP encapsulated packet, untun-
nels the packet and forward the packet using normal IP routing mechanisms.

A note to consider when configuring an OLSR base station is to ensure that
no routes from any wired interfaces are announced in the OLSRupdate messages
being transmitted on the wireless interface.

5.4.2 Handover

As a mobile node moves inside the ad hoc network it will eventually come into
communication range of new and closer base stations. The mobile node may also
move out of the communication range of its current base station. The question then
arises when it is time to switch to a new base station and perform an handover.

Since the mobile node is moving inside a multi hop network, a natural criteria
for performing a handover would be to perform a handover as soon as the mobile
node learns of a closer base station. This might be a good criteria but it do have
a few drawbacks. When the mobile node learns of an other base station with the
same distance as the one it is currently registered with, it will continue to use its
current one. It will continue to use its current base stationuntil the registration
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times out, or the route toward the base station breaks. Both of these cases are bad
from a performance perspective, and will lead to throughputdegradation and in the
absolutely worst case, loss of its active connections. A mobile node will therefore
perform handover as soon as it learns of a new base station that is closer or as close
as the one it is currently registered with. In order to avoid registration oscillation,
the node remembers its previous base station and only perform a new handover to
the previous base station if: 1) the distance becomes lower than the distance to the
current base station 2) the registration with the current base station times out 3) the
route towards the current base station times out.

When a mobile node determine that a handover needs to be performed, the
handover procedure is initiated. This is done by sending aRegistration Request
to the new base BS that includes information about the previous BS. When the
new BS receives this message it replies by sending aRegistration Replyas normal.
The HAWAII micro mobility protocol at the new BS now also sends path update
messages to the local micro mobility domain and a handover notification is sent to
the old BS. The old BS thus removes the mobile node from its registration list and
updates its routing table accordingly.

The decision to perform handover is always made upon information received
in Agent Advertisements. When the handover is initiated, and theRegistration Re-
questis sent, the mobile node updates itsPending Registrationflag. When this
flag is set, the mobile node can not send anyRegistration Requests. This is be-
cause during the time interval when the registration is pending, it is possible for
the requesting node to receive newAgent Advertisementsfrom other base stations
or other neighboring nodes forwarding the same advertisement. ThePending Reg-
istration therefore have the dual purpose of preventing unnecessary registrations,
but also to prevent the mobile node from registering to two different base stations
within the request reply time interval. When aRegistration Replyis received, the
handover procedure is considered completed and the mobile node now updates its
registration information about its current base station, previous base station, regis-
tration lifetime, distance to the new base station and resetthePending Registration
flag to false.

When theRegistration Requestis first sent, a timer is also started that will
check whether a reply was successfully received. If a reply has not been received
when the timer expires, the mobile node may either send a newRegistration Re-
questor decide that the base station is unreachable and wait for a new advertise-
ment.

If a proactive routing protocol such as OLSR is used, a handover can only
be performed if the mobile node have a valid routing table entry towards the new
base station. BecauseAgent Advertisementsare broadcasted, not unicasted, it is
possible for a mobile node to receive information about a base station before a
route has been completely setup. In order to avoid setting unnecessary timers and
Pending Registrationflags, the mobile node checks whether a valid route to the
base station exists,beforesending aRegistration Request.

Once the handover and registration procedure has been successfully completed,
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the mobile node is reachable from the internet through the registration in the new
base station. If a reactive protocol such as AODV is used, anyactive routes within
the ad hoc network toward Internet hosts will still point towards the old base sta-
tion. AODV therefore generate new route requests as described above. In order
to prevent intermediate nodes between the mobile node and the base station from
replying to the request, the ’D’ flag of the AODV route requestmessage is speci-
fied. The ’D’ flag specifies that only the destination node may reply to the request,
assuring that the message will propagate all the way to the new base station so that
a new route reply and route can be established.

5.5 Distance Update Procedures

An important metric in the handover determination procedure is the distance in
hops between the mobile node and its current base station. Some considerations
have to be taken as to when and how this distance is determined. A mobile node
have the capability of determining the number of hops anAgent Advertisementhas
traversed when it is received by looking at a newdistancefield. This field is cur-
rently taken from the reserved bits of the Mobile IPMobility Agent Advertisement
Extensionheader.

A naive method of determining the distance to a base station would be to simply
look at the distance field and update the mobile nodes registration information with
this value. But as a mobile node can receiveAgent Advertisementsfrom many dif-
ferent neighbors reporting different distances, this would cause the distance value
to oscillate, and would not reflect the shortest path available. This could also lead
to handover oscillations, because the mobile node may determine that some other
base station is closer and perform handover to it, and later receive another adver-
tisement causing it to switch back to the original base station because that is now
again the closest.

When a mobile node receive an advertisement about is currentbase station,
it updates the its distance information only if any of the following conditions are
valid:

• the advertisement was received from the next hop neighbor onthe route to-
ward the mobile nodes current base stationor

• the advertisement was received from the current base station or

• the advertised distance is closeror

• the route towards the current base station is brokenor

• the route towards the current base station broke down withinthe last adver-
tisment period

If the advertised distance is closer and AODV is used as the routing protocol,
the mobile node checks if the advertisement message received was from its next



90 5. Chapter V

hop neighbor toward the base station. If the check fails, a new route request is
issued for the base station, and for any active destinationsthe mobile node might
be communicating with on the Internet. This is because although the received
advertisement indicates a better route toward the base station, the new route toward
the base station might not yet be updated. If this procedure is not followed the
mobile node might continue using the older and longer route,or the bidirectional
route might be become asymmetric. If a proactive protocol such as OLSR is used,
routes are updated periodically and the new route should be found automatically.

5.5.1 Link Breaks

When a link break is detected by the routing protocol, a checkis performed that
determine whether this was the link the mobile node was currently using to reach
the base station. If it was, the mobile node will take this into account when the
nextAgent Advertisementis received. If the routing protocol hasn’t reestablished
the route, and the advertisement received indicates a new base station, a handover
will be performed. If the route has successfully be reestablished, the distance in-
formation is updated.

5.6 Performance Simulations

This paper aims to investigate the performance of micro mobility movement in a
hybrid ad hoc network as described above.

The presented solution have been evaluated in two popular network simulators,
NS-2 [10], and GloMoSim [11].

Glomosim is a discrete-event, detailed simulator for wireless network systems.
It is based on the C-based parallel simulation language PARSEC [12]. In our glo-
mosim experiments, the MAC layer is implemented using the default characteris-
tics of the distributed coordination function (DCF) of IEEE802.11b [1] with a data
rate of 11Mbps. The data transmission range is approximately 250m.

The NS-2 simulator is a discrete event simulator widely usedin the networking
research community. It was developed at the University of California at Berkeley
and extended at Carnegie Mellon University to simulate wireless networks. These
extensions provide a detailed model of the physical and linklayer behavior of a
wireless network and allow arbitrary movement of nodes within the network. In our
NS-2 experiments, the MAC layer is implemented using the default characteristics
of the distributed coordination function (DCF) of IEEE 802.11 [1]. The data rate
for the simulations is 2 Mbits/sec.

The simulations conducted aim to analyze the performance ofTCP flows dur-
ing internet connectivity and during handover. The currentInternet host implemen-
tations contain a variety of TCP flavours. In order to investigate the differences and
effect on micro mobility between these, various TCP versions have been selected
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Fig. 5.2:TCP throughput in kbps for different mobility speeds

and analyzed. These are TAHOE, NEWRENO, VEGAS and ATCP [13].The im-
pact of mobility and ad hoc routing protocols and the relation between the two
during handover have a big impact on the performance. It is also so that the differ-
ent versions of TCP behave differently in this mobile environment.

5.6.1 NS-2 simulations

The NS-2 simulated scenario mainly consist of two parts, an access network con-
sisting of base stations connected by wired links, and a wireless ad hoc network,
see Figure 5.1. The access network is also the micro mobilitydomain and consists
of 4 base stations connected in a three-level network hierarchy of in total 6 routers,
excluding the base stations. Connected to the top domain router is a correspondent
wired host that will be communicating with nodes in the wireless ad hoc network.

Figure 5.2 shows the throughput of a TCP Vegas connection between the cor-
respondent host in the wired domain and a mobile node in the adhoc network. The
mobile node moves in parallel with the base stations at different mobility speeds,
and as it learns of new and closer base stations, performs handovers. The hop dis-
tance between the mobile node and its associated base station varies between two
and three, depending on the connectivity of the network. Thehop distance is never
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Fig. 5.3:TCP throughput in kbps for a static upload and download scenario

shorter than two, because the distance between mobile node and the base station is
such that, at least one intermediate node is needed for connectivity. The periodicity
of base station advertisements is 1 second.

In Figure 5.2(a) we see the throughput when the node is movingat 20 m/s. The
node is able to sustain a fairly high throughput, but it dropsfor a short duration dur-
ing handovers. One reason for this can be found in the way mobile nodes decides
when it is time to perform a handover. When a node learns of a new and closer
BS, it switches to it. The mobile node also switches to a new BSif the registration
of the old one timed out, and there is a certain latency beforea new connection
can be established. Another reason is that the next hop link towards the BS in
the ad hoc network breaks, and the route repair mechanism of AODV is invoked.
This is typically detected through a packet drop. If it was the next hop towards the
base station that was broken, a check is performed to see if a handover is needed.
The link break and packet drop in combination with TCP’s window behaviour may
cause the throughput to momentarily drop to a lower level. Figure 5.2(b), 5.2(c)
and 5.2(d) shows the same scenario for speeds at 30 ,40 and 50 m/s respectively.
We can see here that as the mobility speed increases, the dipsfrequently becomes
wider and deeper. At 50 m/s it takes about 1 second for the connection to regain its
throughput, but only for a short time before a new handover takes place. It should
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Fig. 5.4:TCP segment number and acks for two window sizes

be noted that 50 m/s is a very high speed, it corresponds to 180km/h or 112 mph.

The fact that the wireless environment itself is unreliablehas a big impact on
the performance. This can be observed in Figure 5.3, that illustrates a static sce-
nario between the mobile node and the correspondent host. The distance between
the mobile node and its base station is 5 wireless hops. As canbe seen from the
figures the throughput is fairly poor, and is significantly lower than the ones seen
in Figure 5.2, even though those figures refer to a mobile scenario. One of the
reasons for this is the exposed node problem [14], which 802.11 doesn’t address.
This problem basically means that a node is prevented from transmitting when it
is either: within the range of a sender but not the receiver, or within the range of
the receiver but not the sender. Another factor is that thesenodes operate under
half duplex, where a node has to wait for it own packet to be transmitted by the
next hop, before it can transmit the next packet in sequence.The result here is that
the throughput is lowered for each additional hop, see below. Another problem
is the window behaviour of TCP. The different figures in Figure 5.3 all show the
behaviour of TCP Tahoe, a fairly aggressive flavour of TCP. When Tahoe is used
with a large maximum window size, TCP will start transmitting packets with an
exponential increase in the window size for each received acknowledgement. This
means that the sender transmitts packets in fast order, causing collisions and inter-
ference to intermediate wireless nodes, with the result of packets being dropped.
TCP will therefore timeout, the window lowered and the packets retransmitted,
again in fast order. The same thing will happen again, causing the throughput to
oscillate, as seen in Figure 5.3(c).

We can also see a distinct difference in performance betweenthe download and
upload scenario in Figure 5.3(a) vs 5.3(c). The is because our network is hetero-
geneous, and the wired sender has a different sending behaviour than the wireless
one. The wired sender will rapidly start sending packets, the wired link have a
higher bandwidth, and when they reach the base station buffering will take place.
Because of the lower bandwidth and the unreliable nature of the wireless channel,
packets will be dropped. This can observed in Figure 5.4(a) that show TCP seg-
ment numbers and acks. The throughput of this scenario is theone seen in Figure
5.3(a). Because of the lower bandwidth at the wireless sender in the upload sce-
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nario, the same amount of packet drops doesn’t take place, see the corresponding
throughput in Figure 5.3(c).

A way to cope with this problem, and to make the transmission process less
aggressive, is to lower the maximum congestion window size.When the win-
dows size is lowered from 32 to 4 segments, the difference between the upload and
download throughput disappears, see fig 5.3(b) and 5.3(d).

Yet another factor that impact the performance is the size ofthe packets. Fig-
ure 5.4(c) show the increase of the segments number for a downlink TCP Reno
connection. The fastest segments number increase in this figure is those with a
packet size of 512 bytes. The slowest increase is achieved when the packet size
is 1460 bytes. The reason for this is quite simple; the longerthe transmission of
packet takes on the wireless channel, the higher the probability for interference to
cause an unsuccessful reception.

Throughput (kbps) Upload Download
Vegas 20m/s 429.3 391.4
Vegas 30m/s 424.0 386.0
Tahoe 20m/s 442.0 382.8
Tahoe 30m/s 439.8 374.8
Reno 20m/s 423.5 370.1
Reno 30m/s 421.9 346.6

Tab. 5.1:Mean Throughput for various TCP flavors during upload and download

Table 5.1 shows the corresponding throughput for various flavors during upload
and download. We can see here that Tahoe achieves the highestthroughput during
upload for both 20 and 30 m/s mobility. This is because Tahoe accesses the wireless
channel more aggressively than Vegas, as was explained above. However, this
aggressiveness is less advantageous in the download case where Vegas achieves
the highest throughput. It should be noted that no congestion in the normal sense
occur in this scenario, which is the reason why Reno perform worse than Tahoe.

Another issue with TCP flows in ad hoc networks is unfairness.This can ob-
served in Figure 5.5. Here we can see that the ongoing TCP download connection
is completely shut down by a short lived local connection. When the local flow
terminates, the previous connection can be resumed, but only until another local
flow starts. The reason for this is a complicated interactionbetween the 802.11
MAC layer and TCP that forces the MAC layer into exponential backoff. This is
a problem that has been discussed before [15], but for TCP Reno, so this situation
is still somewhat different. In our case, the old flow interprets the increased con-
tention as congestion and lowers the congestion window, which enables the new
flow to more easily grab the channel. When a 802.11 flow fails tograb the channel,
it is left in exponential backoff. The Internet TCP flow in this example has a higher
delay, which translates into a higher bandwidth delay product, which basically will
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Fig. 5.5:TCP Unfairness during a static download scenario with a competing local flow
inside the ad hoc network. TCP Vegas.

translate into a larger congestion window. While Vegas is more sensitive and can
proact to congestion, it still operates with a slow start procedure similar to that
of Tahoe/Reno. This enables our local flow to initially push harder and grab the
channel, more often leaving the other flow in exponential backoff. A similar thing
also happens with Reno and Tahoe flows, except that the congestion window will
always increase for every acknowledgement. This problem has been addressed in
[15], where an extra delay is scheduled before a packet is given to the MAC layer.
The solution operates on principles similar to those used inthe Vegas congestion
detection algorithm. The duration of extra the delay is calculated by observing the
difference between the queue output rate, and the ideal output rate based upon the
physical layer transmission rate, if no contention is experienced. The higher this
difference is, the higher the delay. This enables lower throughput flows to more
easily grab the channel, and be less likely to become stuck inexponential back-
off. This proves to be very effective and fairness is greatlyimproved. As that
work was conducted upon the observation of TCP NewReno flows,the question is
how effective this solution is for TCP Vegas. Will the Vegas congestion detection
mechanism and the MAC delay mechanism work in combination, with the expo-
nential backoff? Another question is how the delay should becalculated when the
data transmission rate is dynamically adjusted. This is left as future but interesting
work.

During the course of our investigation, we also observed that the throughput
and delay clearly depends on the distance between a mobile node and its corre-
sponding base station. As the number of hops increases, the throughput decreases
while the delay increases, see Figure 5.6. We can see here that the throughput dur-
ing upload is around 475 kbps when the distance is 2 hops, but only around 150
kbps for 10 hops. The decrease is faster in the beginning and seems to be exponen-
tially declining. The main reason for this is probably the exposed node problem,
and that nodes are prevented from transmitting because the next to next hop node is
transmitting. The upload throughput is also always higher than during download,
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Fig. 5.6:TCP throughput and delay for different gateway distances, for the static scenario

as has been discussed above. The increase in delay seems to bealmost linear with
the number of hops, at least during upload. For 2 hops, the delay is around 25ms,
but for 10 hops it has been doubled to around 50-60ms. As each additional hop
introduces additional processing time, this makes perfectsense.

5.6.2 Glomosim simulations

The glomosim simulated scenario mainly consist of two parts, an access network
consisting of base stations connected by wired links, and a wireless ad hoc net-
work. The access network is also the micro mobility domain and consists of 6 base
stations, 300 meters apart connected in a three-level network hierarchy with in total
10 wired routers. Connected to the top domain router is a correspondent wired host
with an emulated long delay WAN link, that will be communicating with nodes in
the wireless ad hoc network. The number of wireless nodes in the ad hoc network
is 30.

The first set of simulations show the performance of FTP downloads at differ-
ent mobility speeds and for different TCP flavours, see Figure 5.7. In this scenario
a mobile node is moving along a straight line, such as freewayor some other open
road, in parallel with base stations. The mobile node frequently performs handover
while the TCP connection is maintained active. The distancebetween the mobile
node and the base station is minimum 2 hops, but depend on the present network
topology and radio conditions. AODV and OLSR is used for routing in the ad hoc
network. Figure 5.7(a) show the FTP throughput for AODV and Figure 5.7(b) show
the throughput for OLSR. As can be expected, the throughput generally becomes
lower with increasing mobility. The highest throughput is achieved by ATCP for
both AODV and OLSR at speeds around 5-10 m/s. The difference between the
various TCP flavours is small but TCP Vegas always achives thelowest through-
put. The reason for this is that Vegas is very good at performing congestion con-
trol, but the main factor affecting TCPs performance is actually link breaks. That
link breaks is the main TCP performance bottleneck can be observed by studying
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Fig. 5.7:FTP Download at different speeds

the difference between AODV and OLSR in Figure 5.7(a) and 5.7(b). The TCP
throughput is declining faster for OLSR than for AODV. The reason for this is that,
when a route breaks, AODV will try to repair it, while OLSR will have to wait for
a new route to be established. It is also illustrated by the fact that ATCPs ability to
freeze the transmission window and go into persist mode doesn’t have much of an
effect, because link breaks have a greater impact on performance than actual packet
loss. Although the throughput is declining faster for OLSR with increased mobil-
ity, OLSR produces a higher throughput than AODV for lower mobility speeds.
For very high mobility speeds AODV performs better.

Figure 5.7(c) and 5.7(d) show the delay for the same set of simulations. We
can see here that ATCP always have the highest delay, while TCP Vegas have the
lowest. An interesting observation here is that the declining trend of the delay
figures of OLSR look very similar to those of the throughput for OLSR. OLSR
therefore seems to deliver more packets on slower routes forthe higher speeds, and
less packets on faster router for slower speeds, but the throughput is still becom-
ing lower as more link breaks occur. Less packets being delivered translates into
packets being delivered faster. The delay for AODV on the other hand, seems to be
more or less independent upon the mobility. The route repairfeature of AODV is
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effective enough and manages to quickly repair a route that breaks. However, for
ATCP, Tahoe and NewReno, the delay is always higher for AODV than for OLSR.

We can therefore make the following conclusion as to the choice of the routing
protocol. If the mobility is low, OLSR is to be preferred as itachieves a higher
throughput and lower delay for most of the TCP flavours. For higher mobility
speeds, AODV would be the better choice. There is an extension to OLSR called
Fast-OLSR [16] that dynamically tunes theHello frequency to the perceived mo-
bility rate. With this extension in place, OLSR might a choice also for the higher
mobility rates. This could be evaluated in future studies. Similarily AODV may
use proactive link management strategies by monitoring thesignal strength to ac-
tive next hop neighbors, in order to repair the route before the link breaks.
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Fig. 5.8:TCP throughput of two competing FTP connections

TCP Vegas capability of producing connections with lower delay needs a few
comments. The first is that although TCP Vegas produces connections with lower
throughput, it is better suited for delay sensitive applications. The second is that
the smoother throughput and lower delay of Vegas suffer a newkind of unfairness,
see Figure 5.8. This unfairness is different than the unfairness described above in
section 5.6.1. Here, the unfairness is caused by differences in the flavour of TCP.
The figure show the throughput of two competing FTP connections for different
Tahoe Vegas combinations. It simulates what happens when a new concurrent
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FTP download connection starts at a neighboring node 5 seconds after the first
one. The ideal bandwidth delay product of the two flows are thesame. When
Tahoe is used together with Tahoe, or Vegas together with Vegas, they are able to
share the available capacity fairly well, with the originalconnection receiving the
higher throughput. However, when a new Tahoe connection is started after a Vegas
connection, see Figure 5.8(c), Tahoe lowers the throughputof the Vegas connection
down to a much lower value. The reason for this is the lower delay and smoother
congestion window behaviour achieved by Vegas. The result is that Vegas will have
a lower transmission window with lowered throughput. When two connections
such as FTP are competing and trying to transmit packets as fast as possible a
few issues arise at the MAC layer. For example, contention for a busy channel
causes the contending node to exponentially backoff, leading to well known unfair
behaviours. The increased delay caused by the contention isinterpreted by Vegas as
congestion. What is interesting in this special scenario, is that (data) packet drops
didn’t actually occur at either the wireless medium nor in any of the buffers. The
unfair behaviour is a result purely from the different delaycharacteristics causing
TCP Vegas to lower its transmission window. Further simulations conducted show
that by using smaller buffers, and thus force congestion to occur, actually lowers
the unfairness and increases the throughput of TCP Vegas, due to Tahoes reaction
to the congestion. This is something that should be studied more in future work.

5.7 Conclusion

This chapter have presented a solution that provide Internet connectivity and micro
mobility to ad hoc networks. The solution relies on the AODV or OLSR routing
protocols for establishing multihop paths between a mobilenode and a base sta-
tion. For micro mobility, the solution is based on HAWAII, a domain based micro
mobility scheme.

The transport layer performance of the proposed solution has been evaluated
using simulations. The simulations indicate that a fairly high throughput can be
achieved, even during very high mobility speeds. However, the characteristics of
the wireless environment itself, as well as inefficiencies of the 802.11 MAC layer
protocol, lowers the performance when the number of hops increases. By using a
less aggressive version of TCP such as Vegas, or lowering themaximum window
size, the throughput can be somewhat increased.

TCP Vegas produces connections with lower delays due both toits ability to
avoid congestion and overflow as well as it being more resilient to random packet
loss.

Simulations also show that the main factor of concern to the throughput of TCP
connections are link breaks, rather than flavour and window behaviour.

If the mobility is low, OLSR is to be the preferred routing protocol as it achieves
a higher throughput and lower delay for most of the TCP flavours. For higher
mobility speeds, AODV would be the better choice.
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The unfairness problem needs to be considered when multipleTCP flows are
to be supported.

Different aspects and considerations have been discussed that have importance
when trying to implement a micro mobility ad hoc network. This include criterias
for determining when handover to a new base station needs to be performed, and
how these criteria should be maintained and updated.
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6. CHAPTER VI

Diversity forwarding in Ad hoc and Mesh Networks

6.1 Introduction

In wireless networks, Medium access control (MAC) protocols decide what device
should be allowed access to the physical medium, at a given time. In a wireless
environment, if two nodes transmit at the same time, they will cause interference
which may result in loss of data. A common solution to this problem is to only
allow a single node to transmit at the same time, thus enabling successful transmis-
sions and preventing collisions from occurring. The most popular wireless MAC
layer protocol used today is the IEEE 802.11 DCF [1] [2] that is being used in al-
most in every laptop computer as a wireless LAN technology. IEEE 802.11 can be
used in both infrastructure mode to gain access to the Internet, or in ad hoc mode
for easy communication between peer nodes without the need for an access point.

Recently there has been work that considers the current interference situation
when setting up access to the wireless medium [3].If we know the current interfer-
ence situation at our intended destination, we can make moreintelligent decisions
on whether we should transmit or not. If we also know the gain or path loss be-
tween the transmitter and the receiver it will be possible toperform power control;
we could set the power level to a value such that a certain SINR(Signal to Inter-
ference and Noise Ratio) threshold is achieved. What would be even better is if we
could coordinate the different transmitters and their power levels. If they transmit
at the same time and at the appropriate power level, throughput could be improved
and interference can be controlled.

Another popular research topic is that of multi path routing. If we setup mul-
tiple paths between a source and a destination, it is easy to switch to a new path
if the old path breaks. This will also enable the possibilityfor load balancing be-
tween different routes, and to distribute the load in the network. A special type of
multi path routing is non-disjoint multi path routing. In this type of routing, every
source and intermediate node on the path towards the destination has one or more
next hop candidate nodes. This is in contrast to node-disjoint routes where a source
has multiple paths to a destination, but no paths share any nodes. In the same way,
link-disjoint routes don’t share any links. By having a non-disjoint routing scheme
we can let each forwarding node make a forwarding decision based on the best cur-
rent channel conditions. If the signal strength on a link to one next hop neighbor is
in a current bad state due to fading, it may be possible to choose another next hop,
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that is currently in a better fading situation. The different next hops are therefore
queried before a decision is made about which next hop to choose. This is called
diversity forwarding.

6.2 related work

To my knowledge, the first work about diversity forwarding isthe Selection Di-
versity Forwarding (SDF) scheme, presented in [4]. Here a node first multicasts a
data packet to a set of candidate nodes, and then the forwarding decision is made
based upon responses from the candidates. A similar and sortof reverse idea was
later developed in [5] [6], where a small probe, or RTS packetis multicasted to
a set of receivers, and the candidate that responds first is chosen as the next hop.
Similary, [7] [8] first transmits a probe, but they wait forall receivers to respond,
before choosing the candidate with the best current radio conditions.

When a diversity protocol queries the set of candidates, it may learn from the
probe messages not only which of the candidates that are available, but also the
Channel State Information(CSI). This information can enable the transmitter to
determine which of the available date rates that will be bestsuited for the current
channel radio conditions. In [9] a rate adaptive MAC protocol called Reveiver-
Based AutoRate (RBAR) is presented that changes the modulation scheme and
thus the data rate based upon the current radio conditions. In an other aspect,
[2] presents a MAC protocol that performs power control thattakes into both the
current radio conditions, and the location of neighboring nodes in order to allow
parallel transmissions.

6.3 On Demand Multpath Link State routing

In this chapter, we present a cross layer solution where the MAC protocol can
perform power and interference control by querying a numberof possible candidate
terminals. Each candidate is a possible next hop forwarder toward the destination,
as determined by the upper layer routing protocol.

For this scheme to work successfully we need a routing protocol that can setup
multiple non-disjoint paths to destinations. The routing protocol should also be
able to provide the MAC layer with information about possible candidates.

We are using a hybrid on demand scheme that consists of two parts: the route
setuppart and the routecalculationpart. The route calculation part consists of cal-
culating the cost toward different destinations using a link state database. The link
state database can be created either by listening on other nearby data transmissions
and overhearing or forwarding routing messages. It could also be created in a more
proactive way as is in OLSR [10] or Fisheye State Routing [11].

While multiple non-disjoint routes can be calculated usingthe link state database,
this calculation can not ensure that loops will not exist when packets are transmit-
ted and forwarded by intermediate nodes. When a packet arrives at an intermediate
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node, where multiple next hop candidates exist, the forwarding node can not be
sure that this packet has not already passed through one of the candidate nodes.

One way to avoid this is by using greedy forwarding, where a packet is only
forwarded to a candidate whose distance to the destination is less than the mini-
mum distance from the current node. A problem with this approach when diversity
forwarding is applied, is that the minimum distance on the short time scale is not
the same as the distance on the long time scale. The long time scale is the dis-
tance information available from the link state database. The short time scale is the
information learned through the querying of the different candidates. When both
time scales are taken into consideration, the result might be that the candidate with
the shortest distance, has a long term distance higher than the current nodes mini-
mum long term distance. This is especially true if buffer queue size and contention
information are taken into consideration when calculatingthe short term distance.
The result is that the shortest path for this packet might be very different than the
average shortest path. This means that loops can be created as a forwarding node
has no knowledge of the previous path. This problem can of course be solved by
only querying candidates with a lower long term distance.

Another way of solving this problem is to use source routing.However, since
source routing is performed at the source node based on information included in
the link state database (or in the routing cache), which is not updated frequently
enough to include the channel state information, source routing can never be chan-
nel dependent. Yet another solution to the loop problem would be to include a
record route option, where each hop is recorded. Each intermediate node can then
make sure the packet is not forwarded to the same node twice.

In our solution, we use an on demand route setup phase that create loop free
routing table entries. Loop freedom is ensured during the setup phase while still
enabling diversity forwarding. When a node is about the senda packet to some
destination, it first searches its routing table. If an entrycan not be found, the
node searches the link state database to see whether it can calculate one or more
paths to the destination. If it can’t do this either, it issues aRoute Request, RREQ,
message. This enables the protocol to fall back and behave asa normal on demand
routing protocol such as AODV [12], but where each rebroadcasting node also adds
the previous link to the RREQ packet. Each forwarding node adds this previous
link information, plus any link information it finds included in the RREQ packet.
This information will thus update the link state database ineach of the forwarding
nodes.

If the node do find a path in the link state database, it unicasts aRoute Enforce,
RENF message to each of its neighbors that it determines can be used as a next hop
forwarding node towards the final destination. Each of thesemessages include the
link state information of each forward hop as perceived by the sending node. Each
node that receives this RENF message creates a forward and backward routing
table entry, between the source and the destination. The node then forwards the
message along the path toward the destination as specified inthe RENF. Similar
to the source node, each forwarding node also consult its ownlink state database
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(a)

Fig. 6.1:Reuse of routes. A has a loop-free redundant route to destination E. If C were to
reuse this route, it can not use B as next hop.

,creates and then sends a new RENF message to each of its own neighbors that it
determines can be used for reaching the destination. Note that each RENF message
associated between a source and destination setup can only be forwarded once.
Any subsequent RENF messages from the same source destination setup phase are
dropped. This prevents loops and enables each intermediatenode to have unique
but multiple routing table entries toward a destination.

Each entry in the routing table maps the source of the route tothe destination,
and possibly a multiple number of next hops. This differs from a normal routing
table, which only routes according to the destination and through a specified next
hop. The source address of the route is needed in order to simplify the loop freedom
criteria, as the originating source node has reserved multiple routes towards the
destination. While it may be possible to create routing table entries that are loop
free without using the source address, which can later be reused by other nodes,
this will create less multiple paths. This is because when the route is being setup,
the path doesn’t allow a packet to visit a previous node again. This means that
any intermediate node that wishes to reuse the route also will not be able to visit
these nodes, thereby limiting the number of multiple paths.An example of this is
shown in figure 6.1(a). Here, A has a redundant route to E, where node B can use
diversity forwarding to either C or E. If C were to reuse to this route to E, it can
only use D as a next hop. By setting up its own route to E, C can forward packets
to either B or D.

This is also in contrast to normal shortest single path routing schemes where the
shortestpath is the most important objective. Here, we wish to createredundant
routes that can be used in case the link of the shortest next hop goes into a bad
fading phase. Another important selection criteria besides the shortest path, is the
state of the linkafter the next hop. If for example the buffer of one next hop
candidate is queued up by three packets, choosing another next hop that is 1 hop
further away can still be a good choice if its buffer is empty.

Since this is an on demand routing protocol, routing table entries will time
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out if they are not being used. Because multiple redundant routes are used, this
protocol is not so sensitive to ”link breaks” as normal single path protocols. Also,
since the MAC protocol performs power control, link breaks will only occur when
the link destination is no longer reachable. Also, this protocol has no route repair or
local repair feature as for example AODV does. Even though routes are redundant,
they need to be refreshed every now and then. This is done by issuing a new RENF,
controlled by a refresh timer. The timeout value of this timer should depend on the
mobility of the node, and the network in general, but how to determine this value
is out of scope of this work.

6.4 Multipath Power and Interference Control

So far we have only described how a routing protocol can setupmultiple paths to
a destination that enables each intermediate node to make anindependent relaying
choice. However, in order for this scheme to allow us to make channel dependent
forwarding decisions, we also need a MAC protocol that can evaluate the state of
the channel towards the different next hop candidates. To make this possible we
need to exchange information across layers. The MAC protocol needs information
about different candidate next hops. The routing protocol also uses information,
provided by the MAC protocol during receptions and transmissions, about the sta-
tus and capacity of the different links. This information isincluded in the link state
database.

6.4.1 Diversity and Relaying Node Selection

In our scheme, the MAC layer performs both Medium Access Control procedures
and take the relaying decision. By evaluating different candidate nodes, as de-
scribed below, in a query-reply evaluation procedure, the protocol is able to de-
termine the best possible next hop. Not only do this allow us to determine the
candidate with the best channel conditions, but it also allows us to perform power
control, and implicitly interference control.

Please consider Figure 6.2. Here we see a simulated example of the signal
variations in a Rayleigh fading channel when the terminal ismoving at 2.5 m/s. The
small circlets indicate packet reception instants and we can see how large the signal
variations are for this simple scenario. When we are in a deepfade it will not be
possible to receive even at the lowest rate, while at good instants it will be possible
to receive at the maximum rate. If one candidate is currentlyin a deep fade, one
can argue that some other candidate might be in a more advantageous situation
due to the channels being independent. If the candidates areplaced about a half a
wavelength apart, it is generally enough to create independent radio channels (less
than 0.1 meter for 2.4GHz).

Consider this fading situation in a single path scheme. If the channel towards
our next hop is in a bad fading state, it may not be possible to transmit to that node
at all, until the channel comes into a more favorable phase. If we instead use a
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Fig. 6.2:Packet reception for a Rayleigh fading channel at 2.5 m/s mobility at 2.4 GHz

multi path scheme as we are proposing, we might be able to choose a better next
hop, and perhaps even transmit at a higher rate, and lower power.

6.4.2 Extended Multi Path Power Control Mac Protocol

In standard 802.11 DCF, a terminal may use a simple RTS-CTS cycle to inform its
neighbors about its intended transmission. RTS stands for Request To Send and
CTS stands for Clear To Send. This makes all neighbors defer their transmissions
for the duration of the scheduled transmission. In our protocol, MPPOW, we extend
this cycle by including two new messages, DTS and ATS. These abbreviations
stand for Determine To Send (DTS) and Acknowledge To Send (ATS).

In MPPOW, whenever a node wants to send a packet, it multicasts a RTS mes-
sage by indicating which two or more destinations that it wishes to transmit to. It
also includes information about the power level used to transmit the RTS, and how
many more users that are used to transmit in parallel,Nusers.

When a neighbor indicated in the RTS receives this message, it calculates the
current path gain to the transmitter. This is done by comparing the transmit power
level as indicated in the RTS to the power level at which the RTS was received.
The ratio between these levels is the gain, G:

G =
Prx

PRTS
(6.1)

The node then uses this gain to calculate the data power level, Pdata, which
the actual data packet will use. When calculating this powerlevel, the node takes
into account the needed SINR target ratio,µ∗, which depends upon the current data
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rate. It also takes into account the current noise level, andthe estimated interfer-
ence level as described below. By using these values, the node is able to calculate
the minimum power level,Pmin needed to achieve the SINR target ratio. This
calculation is performed in the following way:

Pmin =
µ∗Pnoise

G
(6.2)

While Pmin is the minimum transmit power needed by the transmitter for the
receiver to successfully receive the packet at this time instant, the data power level,
Pdata, that the node will propose will include an additional interference budgetξ:

Pdata =
µ∗ξPnoise

G
(6.3)

This is done both to compensate for other interferences and noise that may
start during the transmission, but also to allow for an extrabudget that enables
other nodes to transmit in parallel. By having this budget weincrease the level of
interference the receiver can tolerate during the transmission. In fact, it can tolerate
an additional interference level ofPai:

PAI =
G

µ∗
(Pdata − Pmin) (6.4)

So, if we allowN transmissions to run in parallel in addition to our own, the
maximum tolerable interference,Pmti we can accept is:

PMTI =
PAI

N
(6.5)

This value,Pmti is a constraint put on each possible parallel transmitter. When-
ever they are about to schedule a new transmission they have to make sure that the
amount of received interference at the already scheduled receiver does not exceed
Pmti. It should be noted that this type of power control scheme is very close to the
one used in [2].

Initially, each of these power calculations are performed with regard to the
SINR target ratio,µ∗, of the highest physical layer rate. If, during these calcula-
tions it is found that eitherPdataor Pmin is higher than the maximum transmit
power, the target rate will be lowered to the next highest rate, andµ∗ is updated
accordingly. This means that the power control procedure tries to maximize the
link rate under a given maximum power constraint, and only updates the power
levels accordingly. It is possible to design other schemes that for example consid-
ers a certain power level that a node wishes to use, and instead modify the data rate
accordingly. This would also make sense, because a higher rate typically translates
into higher power, because theµ∗ is higher for the higher rates. It is also possible
to design and define other non linear cost functions that takes more parameters and
aspects into account. This could for example be maximum forward progress, or
remaining battery lifetime.
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Each destination that receives an RTS replies by sending a CTS in the order
they were listed in the RTS. For example if node 1 transmits anRTS 1→2,3 to
destination nodes 2 and 3, node 2 will first send a CTS, and thennode 3 will send
a CTS. Just as with the RTS, the CTS include the power level used for transmit-
ting the CTS. In addition to this, the CTS include the power level Pdatathat was
calculated as described above.

RTS(i→ j, h) = {i, j, h, Prts, Pmap,Nusers, PayloadSize,DataRate}
(6.6)

CTS(j → i) = {j, i, rr,Nusers, Pmap, Pdata, Pmti, Pcts, duration, rate}
(6.7)

DTS(i→ j) = {i, j, Pdata, Pdts, duration, dataOffset, rate,Nusers}
(6.8)

ATS(j → i) = {j, i,Nusers, Pmti, Pats, duration, dataOffset, rate}
(6.9)

In one version of the protocol, the CTS will also include the current queue
size of the receiving node. In the next hop selection procedure described below, a
buffered packet will be regarded as an additional hop. The reasoning behind this is
that if the packet is transmitted to a node, and then have to wait in the buffer while
another packet is transmitted, this has the same effect on the delay of the packet as
if it were transmitted over two hops. If an other metric besides hop count is used,
the buffer length should be converted into that metric in a similar way. A note of
caution should be made here though. If a random access contention scheme similar
to that of 802.11 DCF is used, consideration should be taken about the creation of
contention, or possibly interference between loaded nodesthat try to route packets
based on buffer lengths. This means that although a packet might be routed to
a node with an empty queue, it might still have to wait for a buffered packet it
was trying to avoid. A solution to this is to apply abuffer marginbetween the
considered candidates. For example, suppose a node A has twocandidates B and
C it can use for diversity forwarding, where B has the best channel conditions. If a
buffer marginof 2 is used, and B has 3 buffered packets and C has none, the cost
through B would be increased by 1. The total cost of routing through B (or C),
would then determine which candidate that will be chosen. Onthe other hand, if B
would have had 2 buffered packets, the cost would not have been increased and B
would be chosen.

When the initiating node has received all the CTS messages itexpects, or they
have timed out, it chooses an appropriate destination, setsits corresponding power
level Pdata, pick an appropriate transmissionrate and calculates theduration. In
addition to this, it also calculates thedataOffset, the time inµs until the transmis-
sion is scheduled to start. The node transmits a DTS that includes these values;
Plevel, rate, duration, dataOffsetas well as the power level used to transmit the
DTS. This informs neighboring nodes about the scheduling ofthe transmission,
and allows them to determine the start and end time as well as how much interfer-
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ence the transmission will cause them. When the receiving node receives the DTS,
it replies by sending an ATS. This ATS includes in addition tothe information
contained in the DTS, the valuePmti that states the Maximum Tolerable Inference
that it can accept before it will be unable to successfully receive the packet. Other
neighboring nodes that wish to transmit in parallel may do so, as long as they
don’t exceed this value at the scheduled receiver. The ATS isneeded because there
might be possible interferers close to the receiver that didnot receive the DTS, and
therefore needs to receive the ATS to learn about the scheduled transmission.

6.4.3 Next hop selection procedure

A very important step of this cross layer solution is the selection of the next hop
forwarding node. This decision is based both upon the information gained by the
MAC protocol during the RTS-CTS-DTS-ATS signaling phase, and information
provided by the routing protocol. This means that the selection of the next hop
is based on information gained from two different time scales, a short MAC time
scale and a longer average routing time scale.

After the MAC signaling phase, we now have enough information to choose the
next hop depending on the quality of the links. But even if we choose the perceived
best linkand forward the packet to that next hop, it does not necessarily mean that it
is thebest pathto the destination. The link to the next hop candidate might be very
good, but if conditions after that hop seems to be unfavorable according to the link
state of the routing protocol, it would still be a bad choice.This is how the protocol
operates on the two timescales as seen by the two layers. The decision flow can
be seen as first coming from the network layer with a set of candidates, then going
to the MAC layer for candidate evaluation, then back to the network layer for the
final next hop decision, then again down to the MAC layer for transmission of
the packet. This is not to be seen as if the packet is being passed back and forth
between the layers. The packet is only “passed” once, but thetwo layers have
callback functions into each other in a very cross layer manner.

We determine the best next hop relaying node in the followingway:

1. Determine what candidates to include in the MAC signalingphase by evalu-
ating the link state database. This database has been updated by the routing
protocol. The candidates with the least cost will be used in the evaluation.

2. Perform the MAC signaling evaluation.

3. Determine the short term cost,CST i to each next hopi based upon the MAC
evaluation.

4. Determine the average long term cost,CLTi to each next hopi based upon
the link state database.

5. Determine the routing cost,CRCi to the final destination through each next
hop i based upon information in the link state database.
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6. Determine the current path cost, C to the final destinationthrough each next
hop by subtracting the long term cost from the short term costand adding
this difference to the routing cost:C = ((CST i − CLTi) + CRCi).

7. Choose the next hop relaying node with the least current cost, C.

Another important question here is how we determine the actual cost of each
link, ie. the metric. In most routing protocols for ad hoc networks used today,
a simple hop count metric is used. This is a fairly simple and robust metric that
considers the fact that more hops means that more resources and capacity have to be
used for transferring a packet to its destination. This is especially true in a wireless
ad hoc network, where one transmission not only affect othertransmissions on the
same link, but all other possible transmissions operating on the same channel in the
area around the node, and around the receiver.

Other metrics and more sophisticated cost functions are also possible. In the
simulations performed for this chapter a metric was used that defined the cost of
a link as the inverse bit datarate. This makes sense if we consider the following
case: consider two links where one link has a bitrate of 1Mbpsand the other has
2Mbps. Since the data transmission duration on the 1Mbps link is twice as long
as the duration for the 2Mbps link, it makes sense that the cost of that link is also
twice as high.

Figure 6.3 shows the theoretical maximum throughput that the extended ver-
sion of the protocol is able to achieve for different 802.11 physical layers, packet
sizes and number of users. Here we can clearly see that the packet size used for
each transmitted packet is a very important parameter. Whenthe packet size is
small, the signaling overhead induced is simply more than the protocol can handle,
and standard 802.11 will always be more efficient. However, the reason that the
difference between MPPOW and 802.11 is larger for 802.11b, is the long preamble
size. 802.11b uses a preamble that takes144µs to transmit, while 802.11a uses
a 16µs preamble. Since this time is added to every frame transmitted, i.e. RTS,
CTS, DTS etc, this translates into a lot of overhead, reducing the performance of
the protocol.

When the packet size is larger, MPPOW becomes more efficient than 802.11,
both from a system wide view as well from an individual user’sperspective, when
the number users transmitting is either two or three or more.If only one node is
transmitting the overhead is simply too much, and we can’t reach any improvement
in throughput. It should be pointed out that these figures only show the maximum
throughput on a single link, and doesn’t consider the multi-path and power control
features provided by the protocol. The conclusion that can be drawn from these
figures, is that if the packet size isn’t too small, throughput especially from a sys-
tem perspective can be increased, if users are transmittingin parallel. This means
that channel contention can be used to introduce parallel transmissions, and the
throughput can increase for flows over several hops.
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(a) 802.11b with 512 byte packets
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(b) 802.11b with 1500 byte packets

1 2 3 4 5
Number of users

0.000 

1.000 M

2.000 M

3.000 M

4.000 M

5.000 M

6.000 M

7.000 M

8.000 M

9.000 M

10.000 M

T
hr

ou
gh

pu
t (

M
bp

s)

System MPPOW
System 802.11
User MPPOW
User 802.11

Maximum Throughputs
PHY: 802.11a Packet SIze: 512 bytes Rate: 54 Mbps

(c) 802.11a with 512 byte packets
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Fig. 6.3:Maximum Throughput for MPPOW and 802.11 DCF for different 802.11 PHYs
and packet sizes. The number of users trying accessing the channel either in
parallel or in alteration is also shown.

6.4.4 Lite Multi Path Power Control Mac Protocol

As we saw in the previous section, the MAC protocol describedin section 6.4.2
relies on a quite heavy signaling phase that takes place before each packet is trans-
mitted. If two nodes wish to transmit in parallel, the RTS-CTS-DTS-ATS phase
will be performed twice. This means a lot of overhead. Still,we may gain from
this if two packets are transmitted in parallel, so that one transmitter does not have
to wait for the other to finish. But, the overhead is also heavily dependent upon
the type of physical layer used. In 802.11b for example, which is used for simula-
tions in this study, the preamble and physical layer headersis always transmitted at
1Mbps, even though the data payload can be transmitted at a higher data rate such
as 11Mbps. This means that the 192 overhead bits in 802.11b, can be regarded as
2112 overhead bits with the 11Mbps datarate. If we also consider that these bits
will be used for each of the RTS-CTS-DTS-ATS signaling packets, the overhead
can be quite significant. In fact, as we discussed above, if weconsider two par-
allel transmitters with 1500 bytes payload operating at 11Mpbs, we will not gain
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anything and only slightly for 5.5Mbps, but more for 2Mbps and 1Mbps. If an
other type of physical layer is used, such 802.11a or 802.11gin ”g-only mode”, the
situation is different.

For this reason we also have a light weight version of our protocol. In this
version, only RTS and CTS messages are exchanged, and transmissions are not
scheduled in parallel. We still perform the candidate evaluation procedure as de-
scribed above, because the RTS is still multicasted and multiple CTS messages are
received. We still also perform the power and rate control, and other nodes are still
actually allowed to transmit in parallel. This is done by using information from the
CTS, and as long as they do not interfere with an ongoing transmission, the parallel
transmission is allowed. They are however, not scheduled inparallel through the
full multiple RTS-CTS-DTS-ATS phases. The light version ofthe protocol is used
for some of the simulations that will be presented in the nextchapter.

6.5 Simulations

The protocols described in this paper were implemented and evaluated in the Qual-
net simulator [13]. Qualnet is a discrete event network simulator that includes a
rich set of very detailed models.

6.5.1 Packet Capture and Interference calculation

The packet capture and interference calculation method presented in this section
has been used for all simulations in this and the following two chapters.

Computation of interference and noise at each receiver is a critical factor in
wireless communication modeling, as this computation becomes the basis for the
SINR or SNR (Signal to Noise Ratio) that has a strong correlation with PER
(Packet Error Rate). The power of interference and noise is calculated as the sum
of all signals on the channel other than the one being received by the radio plus
the thermal noise. The resulting power is used as the base of SNR, which deter-
mines the probability of a successful signal reception for agiven frame. For a
given SNR, Qualnet uses the BER (Bit Error Rate) signal reception model. The
BER based model probabilistically decides whether or not each frame is received
successfully is based on the frame length and the BER deducedby the current SNR
and modulation scheme used at the receiver.

Fig. 6.4:A signal being received is affected by an interfering signal
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An important question in network packet simulators are how interfering signals
are treated, see figure 6.4. In Qualnet, when a new signal arrives that interferes
with the current reception, a new SINR is calculated and the resulting BER is
determined. A new PER is then calculated and a “coin is tossed” to determine if
the packet can be received or not. If it is determined that thepacket can not be
received, the receiver cancels the current reception and goes into sensing mode.
In standard Qualnet, this procedure is performed regardless of the duration of the
interfering signal. For example, if the duration of the interfering signal is very
short compared to the signal being received, simply lookingat the SINR may not
be ideal as bits lost due to interference may be recovered using the system applied
error correcting codes.

Fig. 6.5:A signal being received (red) is affected by several interfering signals (blue, yel-
low). The total interference energy is: T2*(R2-R1) + T4*(R2-R1) + T5*(R3-R1)
+ T6*(R2-R1).

So, when we have one or more interfering signals, it instead makes sense to
study the interference energy rather than the interferencepower, see figure 6.5.
This is achieved by both looking at the cumulative interference power, as well as
for how long each individual interferer makes an interference contribution. Now,
the SINR is calculated by looking at the received signal energy compared to the
received interference and noise energy. A simple method forcalculating these
energies is to divide the reception time into different periods. Whenever a new
interference period starts or ends, the energy of the previous period is calculated
and added to the cumulative interference energy. Whenever asignal event occurs
within the simulator, the energy level is updated where the signal event can be
one of the following: a new signal is received, a signal beingreceived ends, an
interfering signal start, or an interfering signal ends. The time of these events are
recorded in order to determine the duration of each period, see figure 6.5. I have
implemented the energy and SINR calculation within Qualnetas described in the
CalculateInterference method below.

After this study had been conducted, a similar interferencecalculation method
was described in [14]. Here each parallel signal that occursduring a signal recep-
tion is recorded in an interference list associated to the received signal. After the
signal being received ends, this list is evaluated to calculate the resulting interfer-
ence. While the end result in this approach is the same as havebeen described, it
requires more memory resources.
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Calculate Interference(e)
{

if (e.EventType == SignalReceive){
SignalReceiveStartTime = NOW
SignalReceivePowerLevel = e.SignalPower
}
else if(e.EventType == InterferenceStart){

if (InterferencePowerLevel == 0)
InterferencePeriodStartTime = NOW
InterferenceEnergy = 0
InterferencePowerLevel += e.SignalPower
}
else{

InterferencePeriod = (NOW - InterferencePeriodStartTime)
InterferenceEnergy += (InterferencePeriod * InterferencePowerLevel)
InterferencePowerLevel += e.SignalPower
InterferencePeriodStartTime = NOW
}
}
else if(e.EventType == InterferenceEnd){

InterferencePeriod = (NOW - InterferencePeriodStartTime)
InterferenceEnergy += (InterferencePeriod * InterferencePowerLevel)
InterferencePowerLevel -= e.SignalPower
InterferencePeriodStartTime = NOW

}
else if(e.EventType == SignalEnd){

SignalReceiveEndTime = NOW
InterferencePeriod = (NOW - InterferencePeriodStartTime)
InterferenceEnergy += (InterferencePeriod * InterferencePowerLevel)
SignalReceivePeriod = (NOW - SignalReceiveStartTime)
SignalReceiveEnergy = (SignalReceivePeriod * SignalReceivePowerLevel)
ThermalNoiseEnergy = (SignalReceivePeriod * ThermalNoisePowerLevel)
SINR = SignalReceiveEnergy/(InterferenceEnergy + ThermalNoiseEnergy)
}
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Another important factor in network packet simulators is how physical layer
capture is modeled. This refers to what happens when two signals of different
signals collide at a receiver. Which signal should be received? In Qualnet this
depends on which signal arrived at the receiver first. If the first signal is stronger
than the second, the second is treated as noise for the reception of the first. If
the second is stronger, the current packet being received ismarked as received in
error. This is done irrespective of how strong the second signal is, or how weak the
first signal is. What we need is a capture and reception model that considers the
behaviour of a correlation detection circuit when a new and stronger signal arrives
that cause interference with the ongoing reception process. In cases where the
energy of the new signal is sufficiently higher than the initial signal, then there is
a possibility that the correlation detector will be “reset”by the increase in energy.
This capture model has been described in [15] where they point to results that
indicate that if the new signal is 3 to 5dB stronger, the initial signal is dropped.
This model have been used in the current simulations with a threshold value of
5dB.

6.5.2 Network Setup and Results

1

2

3

4 5

(a)

Fig. 6.6:Network setup used during the simulations.

Figure 6.6 describes the network setup used for the simulations in this study.
The traffic used in the simulations are UDP Constant Bit Rate (CBR) 275kbps data
flows between node 1 and node 5. This is a fairly simple networksetup, but it still
provide intermediate node with multiple next hop candidates at several nodes, i.e.
node 1,2 and 3. It allows the possibility for parallel transmissions, for example
node 1 and node 3 can transmit in parallel to node 2 and node 4 respectively. Each
of the available links fades according to the Ricean distribution, see figure 6.2.
This means that although the independent distances betweeneach of the nodes
never changes, the signal strength still varies a lot. This can be compared to a
situation where the whole network is moving with a certain speed through the
environment, although the network topology never changes.This technique allows
us to completely specify the network topology as we wish to, while still having
fading links as if the nodes were moving through a variable environment.

Our ODMLS routing protocol combined with the MAC used the extended
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MAC version of MPPOW. RTS and CTS messages were transmitted at 15dBm
at 1Mbps. The physical layer used in all the simulations were802.11b, and the
routing protocols used for comparison were AODV [12] and OLSR [10]. AODV
and OLSR used the 802.11 MAC protocol.

Figure 6.7 shows the instantaneous delay during 8 seconds for both
ODMLS/MPPOW (full MPPOW) and AODV/802.11. In figure 6.7(a) Ricean fad-
ing with a K-factor of 1 is used and in figure 6.7(b) a K-factor of 6. In 6.7(b) where
fading is less severe we only see a significant difference in delay between AODV
and ODMLS during two half a second long periods, at 8.5s and 9.5s. During these
periods, the link AODV uses goes into a bad fading phase. For the duration of
such a phase, AODV will experience several unsuccessful packet transmission at-
tempts over the link, which increases the packet end-to-enddelay. During periods
like these, ODMLS/MPPOW is able to avoid the bad links through the next hop
diversity selection. When fading becomes severe, i.e. a lower K factor, the bad fad-
ing phases comes more rapidly and longer. Longer in this casefor AODV, in fact
longer than the interarrival time of packets, causes a buildup of the queue length
resulting in longer queuing delays. Although AODV might be triggered to believe
the link is broken, and to start a route repair procedure, it still takes a long to repair
the route. Even if the route repair is successful, the new link will soon become bad
again. Here we clearly see the benefits of diversity forwarding, where bad links
can be avoided on a per packet basis.

(a) Ricean Fading K=1 (b) Ricean Fading K=6

Fig. 6.7:Realtime delay during a 8 second interval for various protocols

In figure 6.8 the light version of the MAC protocols is used, and we see the
average end-to-end delay instead of the instantaneous delay for different proto-
cols, but here also for OLSR and different K-factor velocityspeeds. The main
observation here is that during the faster fading case of K=0(Rayleigh Fading,
figure 6.8(a)), delay increases for OLSR at higher mobility.This stands in direct
relation to the rate of the topology updates sent by OLSR to update its link state. As
the mobility increases, the OLSR link state database will become more and more
inaccurate. For AODV it is actually the direct opposite; as the mobility increases
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AODV will more and more often believe the link to be broken, causing it to repair
the route. The reason that the AODV performance increases with higher velocity,
even though it is not mobility in terms of topology movement,is that when the
route is first setup, the first RREQ that is received at the destination will determine
the route. This route may not be the most optimal route. As thefading velocity in-
creases, AODV will more often believe the route to be broken,and therefore repair
the route. The chances that a good path is eventually chosen therefore increases.
ODMLS/MPPOW maintains a low delay as long it manages to find new valid and
good next hop relays, which it does.
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Fig. 6.8:End-to-end delay during different fading factors and mobilities for various proto-
cols

In figure 6.9 we can see the same improving trend for AODV as we did for
the delay. The reason for the low throughput for AODV during the faster fading
(K=0) is packet drops. For the slower fading situation (K=5,fig 6.9(b)), there
is no significant difference between AODV and ODMLS for the higher speeds.
Here, AODVs repair procedure is effective enough, giving ita high throughput,
but at the price of a higher delay as we saw in figure 6.8(b). ODMLS/MPPOW
in this case maintains a high throughput and low delay regardless of the fading
velocity. We also see two different curves for two versions of ODMLS; ODMLS-
COH and ODMLS. The difference between these is that ODMLS-COH includes
an extra feature where a failure to receive an ACK after data transmission is first
regarded as a transmission failure due to fading. This meansthat the transmitter
will wait for a duration of one and half times the coherence time of the channel,
before retransmitting. In the simulations this value is preset and fixed based on a
known channel coherence time and gives a slight throughput improvement, mainly
for K=0.

However, this comes at the price of a slight increase in delay, which can be
seen in the lower part of figure 6.8(a) at close examination. While the gain of
doing this isn’t very high, the gain in our simulations is still roughly a 7% increase
in throughput for K=0, but less than 1% for K=5.
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Fig. 6.9:Throughput in kbps during different fading mobilities and Ricean K factors for
various protocols

The channel coherence time is a parameter that could be provided by the phys-
ical layer. It could for example be determined by looking at the time difference
between the events where the signal crosses a certain reference level. Other meth-
ods that depend on the type of physical layer used is also possible.
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Fig. 6.10:Delivery Ratio for various protocols and different Ricean Kfactors

Figure 6.10 confirms that packet drops cause the lower throughput for AODV
and OLSR. If we compare Figure 6.10 and figure 6.9 we can see theclose relation
between delivery ratio and throughput; when the packet delivery increases, so does
the throughput, as expected. ODMLS manages to deliver a highnumber of packets,
but without the coherence time feature (retransmission hold-off), the packet drop
ratio is around 10% for K=0. For K=5 almost all packets are delivered.

6.6 Discussion and conclusion

We have presented a cross layer solution that defines and specifies a MAC and a
routing protocol that interact in order to create efficient diversity forwarding. The
routing protocol (ODMLS) is semi reactive and operates by setting up routes on
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demand, but maintains a link state database that is continuously updated by using a
promiscuous mode operation, as the one specified in 802.11, and listening to other
data and control traffic. The routing protocol setup multiple non-disjoint paths be-
tween a source and destination and presents the MAC layer with a set of candidate
next hop forwarding nodes. The MAC protocol evaluates the candidates presented
by the routing protocol, and performs power, rate and interference control in ad-
dition to implementing the diversity forwarding capabilities. The MAC protocol
also has the ability to dyanmically schedule neighboring parallel transmissions, as
long as they don’t interfere with each other. Both protocolsare involved in the pro-
cess of routing a packet, but they operate on different timescales and on different
horizons. The routing protocol operates on information that is provided by the link
state database, which is averaged and filtered over time. TheMAC protocol oper-
ates on a shorter timescale and tries to determine the statusand condition of a link
with a ms resolution. The routing process is truly cross layer, and the final routing
decision is actually made the MAC protocol, by using the routing table created by
the routing protocol in combination with its own fast link evaluation. This faster
link evaluation is what enables it to adapt to bad fading situations. Even though
power control is performed which improves performance, it is the link diversity
and the fading awareness that improves performance the most. This has been con-
firmed by a control experiment, where the power control feature was turned off.
The gain was still very high, although slightly less than with power control, and it
therefore confirmed that the highest gain is accomplished through link diversity.

Simulations show that the end to end delay can be significantly reduced.
The presented solution indicates that significant performance gains may be

achieved, as has been indicated through a set of simulationsin a 5 node network
topology.
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7. CHAPTER VII

Urban Mesh and Ad hoc Mesh Access Networks

7.1 Introduction

Wireless mesh networks is an area that has been receiving a lot of attention within
the networking community the last few years. They can be regarded as wireless
networks where each node can function both as an access point, and as a router
responsible for forwarding traffic from other parts of the network. Wireless ad
hoc networks are another type of wireless networks that is closely related to mesh
networks. The main difference between mesh and ad hoc networks is that ad hoc
networks are constructed by user terminal nodes, and these user nodes are expected
to be highly mobile, while mesh nodes are expected to more static and have a more
permanent power supply.

The mobility aspect has led to extended amount of research performed on the
topic of mobile routing, because as the user nodes move around in the network, the
network topology will constantly be changing. Within this topic, IETF has had a
very important role, resulting in standardization throughexperimental RFCs, of a
couple of routing protocols.

While ad hoc networks are still waiting for a killer application into the commer-
cial market, mesh networks devices are already available through different manu-
factures. Mesh networks are built as cost effective wireless access networks, and
have been deployed in some cities as wireless MAN networks.

Mesh networks are also considered a promising technology for emergency,
search and rescue operations. This is because mesh networkscan rapidly be de-
ployed and be made to need little or no configuration. With well configured mesh
devices, the only thing an emergency team needs to do to get a fully operational
access networks, is to bring the devices to a location, turn them on, and distribute
them in the area. This is especially useful in areas where very little communication
infrastructure is currently available, or where the communication infrastructure has
been destroyed.

This chapter focuses on both ad hoc and mesh networks, and on acombination
of the two. We investigate how well these types of networks can expected to be
operational in a typical city environment, and a type of suburban environment. As
far as we know, this is the first simulation study of ad hoc/mesh networks in an
urban setting, that takes into account fading and the propagation effect of walls
of different buildings, in combination with different wellknown routing, MAC
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and physical layer protocols. We also present and analyze a new MAC and a new
routing protocol, are more sensitive to the current radio conditions. A well known
problem in urban city environments is the effect multi path propagation has on the
received signal strength. While the effects this fast fading has on the physical layer
is well known, and is taken into account by most physical layer protocols, it has
not yet been properly addressed on the network layer. The traditional view of a
network link is that either it is up, or it is down, and this must be handled properly
by the routing protocol. The wireless routing protocols proposed by the IETF take
into account that links can rapidly appear or disappear as nodes move around in
the network. What they do not address is that the quality of links over a wireless
fading channel, fluctuates heavily. This means that while a link may be unusable
due to heavy fading, it may be so for only a few milliseconds. The failure of a data
packet over a wireless link may therefore be the result of thechannel being in a
deep fade, not the link being unavailable.

This chapter therefore also present a type of forwarding called diversity for-
warding. It is based on the idea that if one link is currently unavailable due to
fading, it may be possible to use another available link witha currently better com-
munication channel.

We therefore also analyze mesh networks that use standard routing and MAC
protocols, in an urban setting with fading channels and compare them with our
newly proposed protocols. We also analyze a combination of mesh and ad hoc
networks, where user nodes connect to the mesh network over several hops. This
means that user nodes need to use ad hoc routing in order to reach the mesh access
network.

7.1.1 Related Work

The performance of mesh networks has been studied previously, although not in ad
hoc and urban scenarios. In [1], the authors investigate theperformance of VOIP
traffic in mesh networks and study the number of supported calls. By using packet
aggregation and header compression, they increase the number of supported VoIP
calls to about 30 for 1 hop and 10 for 3 hops. [2] analyzes interference and the
performance throughput of CBR connections in mesh networks.

Another very active research area is that of multi channel protocols for wireless
and ad hoc networks. This topic has been presented in many papers, and these
differ mainly on how they control access to the different channels, comparisons on
some of the schemes can be found in [3] and [4]. These are most often designed
as scheduled access protocols, where the MAC scheme controls which channels
can be used and when. Some schemes are more opportunistic or use physical or
virtual carrier sensing [5], [6] and [7] to determine the channel, while some use
busy tones [8], or channel hopping [9].

Several papers have recently discussed the topic of diversity forwarding. One
of the first protocols written on this subject was the 2001 paper “Selection Di-
versity Forwarding” (SDF), by Larsson et al [10]. This scheme works by first
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letting a node broadcast the data packet to a subset of potential relay nodes, listed
in priority order. These nodes send back acknowledgement messages, and based
on this information, the node takes the forwarding decision. This decision con-
sists in electing one of the potential relays as the actual relay node. This scheme
was later modified and updated in their “Multiuser DiversityForwarding” (MDF)
paper [11]. In MDF, a small probe pilot is first used that indicates potential re-
lays, which after reception of the pilot reports their perceived channel quality back
to the sender. The sender then determines the next hop based not only on the
channel state, but also picks the appropriate flow and rate. Amain difference be-
tween SDF and MDF is that in MDF the evaluation is conducted before the data
packet is actually transmitted. Several other papers have presented similar proto-
cols that specify various MAC and network layer schemes for diversity forwarding
[12], [13], [14], [15], [16] [17], [18], [19]. This chapter presents a protocol that
operates on principles similar to those used in MDF. It also uses a simple chan-
nel hopping scheme, as will be explained. The main difference between these
earlier protocols and the protocols used here, is that here diversity forwarding is
performed in combination with power control, rate control,channel selection and
in consulation with the topology of networkafter the candidate evaluation has been
performed. It is also the first study to evaluate these concepts in a city and suburban
based environment, with voice related traffic.

7.2 Urban Mesh Ad Hoc Network Types

Depending on the type of network and node architecture used,we can define a
number of mesh ad hoc network architecture types. The type ofmap we are con-
sidering is a Manhattan city grid.

7.2.1 Pure Ad Hoc Networks

The pure ad hoc network is a network that only consists of usernodes equipped
with a single wireless interface running an ad hoc routing protocol. This type of
network is typically connected through a single MAC and PHY technology oper-
ating on a single channel. If the routing protocol supports routing over multiple
channels, a multi channel solution is also possible. The advantage of this solution
is that it is very simple. All that is needed is a device with wireless capabilities,
running an ad hoc routing protocol. The disadvantage is thatin an urban environ-
ment, the network must cover a large geographical area and therefore many links.
This will put a hard strain on the available resources, but the performance may still
be acceptable for some types of applications, such as voice or text messaging. In
the future, the available bandwidth and bitrate might be sufficiently high making
this type of solution acceptable also for other type of applications.
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7.2.2 Supported Ad Hoc Networks

This architecture is very much like the pure ad hoc network, but with the addition
of some fixed and static support nodes. The support nodes are placed at strategic
locations in the network, and aid the network by forwarding routing and data traffic.
Since these nodes will be fixed, their placement can be planned in such a way as
to help maintain good connectivity throughout the network.In the pure ad hoc
network, the user nodes are all assumed to be mobile, and the connectivity of the
network can therefore not be guaranteed. The support nodes should be placed at
locations that maximize the general connectivity, or in locations that normally have
a low user node density.

7.2.3 Single Hop Mesh Networks

This is currently the most common type of mesh network. The network consists of
Mesh Points (MP) equipped with at least two wireless interfaces. The MP is con-
nected in a dedicated routed network used for the transport of user data. The MPs
maintain the mesh network using one wireless interface, while communicating with
the user nodes on another interface. User nodes in the network are equipped with
only one wireless interface, which it uses to communicate directly with a specific
MP.

If the wireless interface of the user nodes is of 802.11 type,the interface can
be made to operate in either infrastructure mode, or ad hoc mode. If the interface
of the user node and MP operates in infrastructure (association) mode, no special
software or configuration is needed. The user can then use the802.11 configuration
applications provided by all modern OS, and connect to the urban network as if it
was a normal 802.11 access point.

There is nothing that prevents the 802.11 user nodes and MPs from operating
in ad hoc mode. However, in this case some other applicationsare needed that
determine the existence and address of an MP, and accordingly configure the node
and the network interface information. In this case, the user node can also be made
to communicate with other user nodes directly. If an ad hoc routing protocol is
running, these other user nodes could also be reached over multi hop routes.

7.2.4 Urban Mesh Ad Hoc Networks

In this type of network every user node runs an ad hoc routing protocol. Every MP
also runs this protocol on at least one of its interfaces. TheMPs also run an other
routing protocol that configures the mesh part of the access network. A typical
feature here is that user nodes can connect to the mesh network through MPs over
multi hop routes, using other user nodes as relays.
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(a) Pure Urban Ad Hoc Network. (b) Supported Urban Ad Hoc Network.

(c) Urban mesh network. Nodes access
the network in a single hop.

(d) Urban Mesh Ad Hoc Networks.
Nodes can access the network through
multihop routes.

Fig. 7.1:The four network types
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7.3 Mesh Network Registration Application

Every user node runs an application that registers the user node’s address to a Mesh
Point (MP). This registration is needed by the mesh network to keep track of the
current location of user nodes in the network. Every MP maintains a list of all its
currently registered nodes, and periodically exchanges this information with the
other MPs. This allows every MP to know the location of every user node in the
network.

7.3.1 User node data transmission

When a user node has data that it needs to transmit, it tunnelsits data packets to
its currently registered MP. The packet is routed towards the MP using the ad hoc
network routing protocol used by all user nodes. When the packet is received at the
MP, the MP determines which MP the destination address belongs to, and tunnels
the packet to this destination MP. If the destination IP address is not found in the
MP registration list, and the IP address doesn’t belong to the user node subnetwork,
the packet is tunneled to the Internet Mesh Point Gateway, IMPG, if such an MP is
available. When the data packet is received at the destination MP, it is detunneled
and routed to the final destination using normal ad hoc routing.

7.3.2 Mesh Point Registration procedures

When a user node joins a mesh network, it first needs to determine a MP that it
can register with. If no local MP is known, the nodemaybroadcast aMesh Point
Searchmessage. If a MP receives the search message, it will respondby sending a
Mesh Point Search Reply. However, MPs will periodically broadcast aMesh Point
Advertisementmessage with the IP TTL or Hop Limit field set to 1. Each User
Node (UN), that receives this message will update itsMesh Point Listwith the
corresponding information about the MP: theMesh Point Address, thedistancein
hops, thelifetime of the advertisements, thesequence number, and theannounce
time(i.e. the current time). User nodes will use this list to determine the best point
of attachment (i.e. the best MP) to the network, and to determine when a handover
is needed to a new MP.

Type Mesh Point Address User Node Address
Current Distance Sequence Number

Fig. 7.2:The fields of theMesh Point Search ReplyandMesh Point Advertisementmessage
.

The purpose of the advertisements, and the search replies, are for user nodes to
learn about the existence and distance to different MPs. An important question,
when we have an ad hoc network structure, is how the advertised MP information
should be disseminated across multiple hops. One possibility is to increase the
TTL or Hop Limit to an appropriate value, and then let each user rebroadcast the
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message upon receiving it. The main problem with this approach is that every UN
that receives an advertisement needs to rebroadcast it. Forexample, if 5 nodes are
located within the one hop range of a MP, they will hear the same advertisement 5
times, possibly within a short time frame. If one of these nodes are within range of
5 additional two hop nodes, it will hear the same advertisement 5 more times, and
so on. As the network spreads over many MPs, and every advertisement with an
active TTL will be rebroadcasted, a lot of advertisements will be spread over the
network.

A simpler solution is to let each user node send their own advertisements with
the TTL or Hop Limit value set to 1, instead of rebroadcastingadvertisements from
MPs. The number of advertisments a node overhears within a time frame will then
be bounded by the node density, the number of nodes located within communi-
cation range of the node. This process can ideally be coordinated with different
neighbor discovery processes, used by many different protocols, as it provides in-
formation about the state and existence of different neighbors.

When a user node determines that it needs to register with thenetwork, it
searches itsMesh Point Listfor the MP that it determines to be the most appro-
priate, and issues anMesh Point Registration Request. How to determine the best
MP is not covered here, but any type of method can be used, suchas the MP with
the shortest hop count, as is used in this chapter. The purpose of the registration re-
quest is to let the mesh network know about the existence of the user node, and that
this user node intends to use the indicated MP as an access point to the network.
TheMesh Point Registration Requestmessage includes the following fields:

Type Mesh Point Address Current Distance
User Node Address Sequence Number Registration Lifetime
Handover Flag

Fig. 7.3:The fields of theMesh Point Registration Requestmessage
.

When the MP receives the request, it registers the node by adding it to its Regis-
tration List. The Registration List is a list that contains all the user nodes and their
most recent sequence number, currently registered with themesh network. These
lists are periodically exchanged among MPs in the network inorder for them to
know the location (i.e. their MP) of every user node in the network. The lists
are exchanged in an approach similar to that of how the Distance Vector proto-
col exchange routing information, meaning that a message containing the list, or a
part of the list, is broadcasted to all one hop MP neighbors. The MP that receives
the registration request, then transmits aMesh Point Registration Replymessage
(fig 7.3.2):The registration lifetime of the request is the period of time in seconds that the
user node wishes to be registered. If the MP accepts theLifetimevalue proposed
by the user node in the Request message, it copies this value into the Registration
Lifetime field of the Reply message. Otherwise the MP will usesome other default
or determined Lifetime value. This message will update the registration at the MP
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Type Mesh Point Address Old Mesh Point Address
Current Distance User node Address Sequence Number
Registration Lifetime

Fig. 7.4:The fields of theMesh Point Registration Replymessage
.

for the specified amount of seconds. TheHandover Flagis a special flag that a user
node can use to make a fast handover to another MP. For example, when a user node
that is already registered with an MP, determines that it needs to switch registration
to another MP, it sets theHandover Flag. This flag informs the receiving MP that
this is a new registration but that the sending user node was previously registered
with another MP. This prompts the MP to lookup the sending user node, which it
knows from theUser node Addressfield, in its Registration List. If the address is
found, the originating node is indeed registered with some other MP, and the new
MP needs to notify the previous MP about the handover. The newMP therefore
first sends aUser Node Handover Notificationto the old MP, and then aMesh Point
Registration Replyto the user node.

Type Old Mesh Point Address New Mesh Point Address
User node Address Sequence Number

Fig. 7.5:The fields of theUser Node Handover Notificationmessage
.

When the old MP receives the Handover Notification, it updates its Registration
List entry with the corresponding New Mesh Point Address and Sequence Num-
ber. Any subsequent data packets received at the old MP with adestination IP
address pointing to the User Node Address, will now be tunneled to the New Mesh
Point Address. This will in effect enable the user node to perform a soft handover
between the two MPs. Since the Handover Notification is only sent to the old MP,
and not every MP in the mesh network, it may take some time before other and
intermediate MPs learn about the registration. The tunneling of data packets, how-
ever, will prevent this from becoming a problem since the tunneled packets are
routed directly to the new MP. After a while, the periodicRegistration Listupdates
will see to that the new user node location is known by every MPin the mesh
network.

7.3.3 User Node Handover Determination

An important decision that a user node needs to make, is to determine when it
is time to switch to a new MP. When a user node has an active communication
through an MP, it will periodically send registration updates that triggers registra-
tion replies. From theCurrent Distancefield of the registration reply, it can keep
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track of the distance (in number of hops) to its current MP. When this distance
increases by one hop, it might be a good idea to initiate a handover to a new MP.
If we consider the network topology, and what event it is thatactually causes the
distance to the MP to increase by one; We then see that a link break has usually
occurred. Some of the links on the route to the MP have broken,inserting an extra
intermediate node into the route. If we consider a Manhattantopology, a likely
scenario might be that the user node has rounded a corner, thereby causing the sig-
nal strength to rapidly drop, breaking the link to the next hop towards the MP. In
this case it makes sense to start searching for a new MP on the new street. This is
also our recommended action upon noticing the increased distance. When the dis-
tance has increased by one, the node issues a new mesh point search procedure, as
described above. If a closer MP is discovered, a fast handover registration update
will be issued, also as described above.

Since we are considering the case where a user node has an ongoing commu-
nication with a MP, a link break and the following increased distance will have an
impact on the performance of the communication session. If we have an option
available from the OS that enables us to determine the signalstrength (RSSI), of
the last reception from our next hop towards the MP, we may have the option to
proactively start searching for a new MP. Most OSs used todayprovide some form
of RSSI support, and considering the interest the research community has shown
to these features, it may very well soon become a standard feature.

7.4 Fading and Forwarding in the Mesh Access Network

Fading is something that has a significant impact on the performance of wireless
networks. This is something that is especially true when thenetwork is located in
an urban environment.

7.4.1 Fading

Fading results from the superposition of transmitted signals that have experienced
differences in attenuation, delay and phase shift while traveling from the source to
the receiver. It may also be caused by attenuation of a singlesignal. A significant
result of fading is heavy fluctuations of the received signalstrength.

In mobile communication we often talk about two different type of fading:
Slow FadingandFast Fading. Slow Fading is caused by the larger movements of
a node and obstructions within the propagation path. For example, when a node
is moving in a suburban or urban environment, buildings and trees will sometimes
block the direct path between the sender and the receiving node. While the direct
path is obstructed the signal strength will drop, and when the mobile node has
moved past the obstruction, the signal strength will again increase. Fast fading
has a more complex explanation. The reason for the fast fading signal loss is the
destructive interference that multiple reflected copies ofthe signal make with itself.
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To understand how a signal can destructively interfere withitself, consider how the
sum of two complex sinus waveforms with different phases interleave.

Please consider Figure 7.6. Here we see an example of the signal variations
in a rayleigh fading channel, when the mobile node is moving at 2.5 m/s. The
small circlets indicate packet reception instants and we can see how large the signal
variations are for this simple scenario. When we are in a deepfade it will not be
possible to receive even at the lowest rate, while at good instants it will be possible
to receive at the maximum rate.
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Fig. 7.6:Packet reception for a rayleigh fading channel at 2.5 m/s mobility at 2.4 GHz

7.4.2 Diversity Forwarding and Diversity MAC

In an urban wireless setting where both the environment itself as well as the mo-
bile nodes themselves are moving, fading will affect the signal strength of every
wireless link. This means that sometimes the link will be very good and sometimes
very bad. In the wireless access mesh, it will often be possible for one MP to have
several possible routes to another MP. This means that the MPmay have several
possible MPs as the next hop. If the link towards one next hop MP is currently in
a bad fading state, one of the other possible next hops might be in a better fading
situation. So, if we have a mechanism that allows us to evaluate different next hop
candidates before the packet is actually transmitted, we could gain a lot both in
terms of performance and power consumption.

7.4.2.1 Diversity MAC

We present a MAC protocol that enables diversity forwardingand allows power
and interference control by querying a number of possible candidate nodes. Each
candidate is a possible next hop towards the final destination as determined by the
upper layer routing protocol.
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In normal IEEE 802.11 DCF, a terminal may use a simple RTS-CTScycle to
inform its neighbors about an intended transmission. Nodesoverhearing a RTS or
CTS defer their transmissions for the duration of the scheduled transmission. In
our protocol, the RTS and CTS functionality is extended to also include diversity,
power and channel information.

IEEE 802.11 specifies that a number of different channels canbe used.
802.11b/g specifies 3 concurrent channels while 802.11a specifies 8 concurrent
channels. In order to increase the efficiency of the protocol, we also provide a
simple mechanism to dynamically pick the best current channel. This means that
control information is always transmitted on a predefined control channel (let us
assume channel 1), while data traffic can be transmitted on any channel.

Whenever a node wants to transmit a packet, it multicasts an RTS message that
includes two or more destinations. The node also includes information about the
power level used when transmitting the RTS. Each destination receiving an RTS
reply by sending a CTS in the order they are listed within the RTS. Just as with
the RTS, the CTS also includes the power level used for transmitting the CTS. In
addition to this, the CTS includes the power levelPlevelneeded for this node to
successfully receive the scheduled packet. This power level is calculated based
upon thegain as perceived by the target node, and the current noise level.It is
now also possible for the target candidate to calculate the expected SINR of the
requested transmission. Based on this the target picks an appropriate datarate. The
datarate picked depends on the type of modulation and codingused by the different
available rates. Different rates use different modulationand coding schemes with
different minimum target SINR levels.

The target node also performs a multi channel carrier sense.This means that it
first senses every available data channel to determine whichchannels that are idle.
It can then randomly pick a channel among the idle ones, and specify this channel
in thechannelfield of the CTS. If no data channel is idle, the control channel can
be used. However, in our simulations, we use a simpler approach that is easier to
implement, i.e. the data channel is mapped to the destination address, as explained
below.

As each of the different channels can be regarded as independent, the estima-
tions and calculations performed on one channel can not simply be used on an
other channel. A solution to this could be to transmit a smalland short wideband
probe signal just prior to the first RTS message. This probe would be spreaded
differently than RTS,CTS or data packets, and the receiver could have a separate
receiver structure for these probes. When a RTS has been received, it could use that
receiver structure to calculate an estimate of the status ofwider frequency band,
when can then be used for picking the appropriate channel. Another alternative is
to have dedicated field within the RTS, during which the probeis transmitted. This
will be discussed more in the next chapter.

When the initiating node has received all the CTS messages itis expecting, or
they have timed out, it chooses an appropriate destination,tunes the radio to the
indicated channel, sets the corresponding and indicated power level and sets the
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data transmission rate.
An issue with this type of scheme is how to set the Network Allocation Vector

(NAV). In 802.11, the NAV is set by all nodes receiving eitherthe RTS or the
CTS, and prevents these nodes from transmitting for the duration of the scheduled
transmission. In our case, it is very hard to set the NAV for three reasons. The first
reason is, when the source node issues the RTS, it doesn’t know the duration of
the upcoming transmission. The duration depends on the datarate used, which is
determined by the receivers, as explained above. This meansthat any neighboring
node overhearing the RTS, can not set the NAV as it doesn’t know the duration.
Secondly, as the RTS is sent to multiple candidates, severalCTS responses will
also be generated. Neighboring nodes that overhear an CTS, can not determine
if this candidate will be chosen or not. This decision is madeby the initiating
transmitter, and therefore prevents neighboring nodes from correctly setting the
NAV. The third implication is that, future transmitters might try to contact a node
that is already transmitting on an other data channel. This node is then not able to
transmit to that particular target node. The result of all this is in that in our protocol,
RTS and CTS messages do not set any NAV.

While it isn’t possible to set a NAV, it doesn’t have to be too bad. Since the RTS
may be multicasted to several candidates, maybe one of the other candidates are
available. So, if one candidate is busy transmitting, some of the other candidates
may still be free to accept the upcoming transmission. The requesting node has to
consider the case that a failure to receive a CTS may be the result of the terminal
being busy in some other transmission, maybe on a different channel. This problem
of a candidate target node being busy on a different channel is commonly called
the Hidden Terminal Channel Problem. If only one candidate is used, the fact that
the candidate may be busy on a different channel, must also betaken into account
when choosing the RTS timeout value.

Another issue here is that in normal CSMA/CA operation, as defined by 802.11,
the time between consecutive RTS retries increases exponentially. A consequence
of this is that if some other neighboring node wishes to transmit to the same target
node, that node will initially start with a small random backoff value that depends
on the default minimum Contention Window, CW. Since the firstnode started with
a small value that is increased for every failed attempt, andthe second node comes
into the game at a later point in time, that node will have a smaller backoff inter-
val. The chances for the second competing neighboring node to gain access to the
target node therefore increases. In order to ease this situation a bit, consider a node
that is currently in a backoff after failed a RTS. When it overhears an RTS from a
neighboring node destined to the same target destination, it will reset its CW (reset
its backoff timeout value to the default value). However, while this helps, it is still
not enough. Some neighboring nodes close to the target, but out of transmission
range of the initiator, might still be able to unfairly win ina situation like this.

To thus make the situation fairer, we therefore propose the following two ap-
proaches: (1) increase the CW only after every 3rd failed attempt. (2) freeze the
CW for the first 3 attempts as in (1), but compensate for this byincreasing the CW
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by a power of 3 after the 3rd failed attempt.
This will make the situation fairer among terminals competing for access to a

node that is currently busy transmitting on one of the data channels. While this
is a very simple approach, the drawback is that the probability for real collisions
will be higher. If a node experiences severe problems, or if it determines that the
node and traffic density so demands, it might dynamically adjust the CW. How
to dynamically adjust the backoff procedure and set the CW has been studied in
several papers [20] [21] [22] [23]. However, this is not something that we currently
have implemented.

7.4.3 Multiple channels and planning

Most wireless technologies available on the market today provide the ability for
radios to communicate on a multiple number of different channels. The MAC
protocol, we presented above, is designed to optionally usethese channels as dy-
namically as possible. However, if a standard MAC protocol like 802.11 DCF is
used, this flexibility will not be available. This doesn’t mean that nodes in the net-
work have to operate on a single channel, at least not the MPs.Since the topology
in a mesh network is typically static, smart network planning can enable the use of
several channels.

A simple approach, which was presented in [24], use a simple hash function
to map a destination node to a specific channel. While this is not very dynamic,
it is very simple and can achieve significant performance improvements. This ap-
proach works in the following way: when a node is about to transmit a packet to
a destination node, it uses the hash function with the destination IP address and
tunes its radio to the corresponding channel. After the transmission, it tunes the
radio back to its own dedicated channel, as determined by itsown IP address. We
will evaluate this approach in our solution, in combinationwith standard routing
protocols.

7.4.3.1 Diversity Routing

A very important part in order to achieve diversity forward is how we perform
routing. This is important not only in terms of finding routesin the classical way,
but as a very important input to the MAC layer. The routing algorithm needs to
provide the MAC protocol with different candidate next hop destinations. This
type of routing also puts a new and different constraint on the routing protocol.
It needs to provide multiple non node-disjoint paths to a destination. In a normal
link state routing protocol, single paths are setup throughindependent calculations
of every node in the networks. Loop freedom is assured by the fact that every
node uses the same algorithm with the same input information. This will in effect
create a single source destination path through the network. In our case, every
intermediate node in the network will make an independent choice of which next
node to send the packet. This means that preventing loops will become much more
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difficult and complex. One might think that source routing isa possible solution to
this, but this means that only the source can take any path decisions.

One solution is to use greedy forwarding as explained in the previous chapter,
where only candidates with a lower cost are evaluated.

Another possible solution though, is to setup the route, or rather the multiple
non-disjoint paths, when needed, and in the process ensure that loops will not be
created. One solution like this is presented in [12]. That paper presents a working
protocol, but some diversity is lost in the process of ensuring loop freedom.

Another option that enable maxmimum diversity is to use someform of route
recording, either at the MAC level, or at the IP level. This would enable each for-
warding node to take the previous path into account when taking the forwarding
decision. It would also effectively prevent loops. The drawback is of course the ex-
tra overhead, but with some intelligent address compression and address planning,
the overhead can be minimized. This is the approach we currently have imple-
mented.

7.4.3.2 Diversity forwarding

The network routing protocol has to make the decision of whatcandidates to pro-
pose to the MAC layer. We do this by using standard shortest path calculations
(Dijkstra), but with the constraint that the forward path doesn’t cross the previous
path, that is, we will not allow any loops. This decision is then forwarded to the
MAC protocol, which evaluates the proposed candidates in the way we explained
above. The MAC layer will now decide the next hop based both onthe information
about the candidates it received during the RTS/CTS cycle, and path information it
received from the routing protocol. Basically, what happens is that the RTS/CTS
based information temporarily updates the network path costs. The reasoning is
that, although if one candidate may have perfect link conditions, that candidate
node may have a bad forward path. Some other candidate nodes with only average
link conditions may have a perfect forward path. We could saythat the two proto-
cols, the MAC protocol and the routing protocol, operate on different time scales.
The MAC protocol operates on a short time scale, while the routing protocol oper-
ates on a longer time scale. It is the combination of both these time scales that will
form the basis of the forwarding decision.

We believe this sharing of information across layers is verypromising. The
fast query reply probing on the MAC layer will enable us to perform diversity for-
warding that will be efficient in fading channels. As the environment normally is
constantly changing, especially in an urban environment, fading sensitive forward-
ing can be really helpful. If one of the candidates is currently in a deep fade, it
will either not respond, or it will respond and increase the path cost significantly.
Choosing another next hop in this case would make a lot of sense.
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7.4.4 User node vs Mesh node forwarding

User nodes use a slightly different type of forwarding. Firstly, they only use diver-
sity forwarding for packets routed towards an MP. Secondly,they only query two
candidates, and these two candidates must be closer in number of hops to the MP.
These candidates can be determined by listening and analyzing the routing proto-
col control traffic. When it overhears a routing control message from a neighboring
node, and determines that it is using a route to the MP the nodeis currently using,
and that node is closer to MP, it will mark that node’s addressas a possible next
hop candidate.

Another solution for a user node to determine possible next hop candidates, is
to use information that it learns from the registration application that we described
earlier. When the node forwards, or overhears a message froma closer neighboring
node, and that node is also registered or is registering withthe same MP, it will
mark that node’s address as a possible next hop candidate.

The user node can then use the diversity MAC described above.The main
difference here is that only the hop count metric is used. If the hop count to the MP
through the candidates is the same, it will randomly select among the ones with
the highest datarate. If the datarate is the same it will randomly pick one of the
available candidates.

7.5 Simulations

We have used the Qualnet simulator [25] to evaluate our proposed solutions and
architectures. Qualnet is a popular commercial event driven and scalable network
simulator.

In addition to the Qualnet simulator, we have developed a small IRT (Intelligent
Ray Tracing) [26] tool, that takes as input maps defined in Qualnet and outputs a
tile based propagation matrix. The raytracing tool considers diffraction around
corners and we use up to four reflections to calculate the multi path propagation,
although more reflections can be specified if needed. The IRT technique divids the
simulation area and all defined walls into a number of tiles. The propagation path
loss from between every source destination tile pair is thencalculated and put into a
matrix. For points within each tile we then use bilinear interpolation in order to get
a better approximation within each tile and a higher resolution. The type of map
we are considering is a Manhattan city grid, as described in the next subsection.

7.5.1 Simulation Setup and Scenarios

We will simulate the four network architectures we described earlier in section 7.2.
Each network type will be simulated in a 525 x 525m urban city area, consisting
of 100 nodes. The city is modeled according to the well known Manhattan city
topology model [27]. For the first two network types, the nodewill consist of 100
user nodes. For the second network type, only 75 of the user nodes will be mobile,
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while the other 25 are static and placed at different intersections. The third and
fourth network types consist of 75 user nodes and 25 mesh points. The fourth ad
hoc mesh network consists of 9 mesh access points, with 16 mesh relay points. A
mesh relay point only forwards mesh traffic, and operates on adifferent channel
than is used by the user nodes.

Every node in the network will use 802.11g at the physical layer. The MAC
protocol and routing protocol, will differ between the different scenarios as ex-
plained below.

While this simulation area might be smaller than what is normally used in ad
hoc network simulation studies, it should be noted that the urban simulation area
consists of 16 city blocks, where each block is a square of 100m, intersected by
25m wide streets. This area will produce a topology with an average hop-count of
about 6-7 hops, which is significantly longer than what is normally used in ad hoc
simulation studies. The suburban environment consist of the same city topology,
but here a block consists of many smaller and lower houses. Mesh Points as used
in the mesh topologies are placed above these houses, while user nodes are placed
below. This means that for the suburban environment it mightbe possible for two
user nodes to find a connecting signal path through a city block. This is not possible
in the urban environment, as the walls around the city block completely blocks the
signal path, although the signal might be reflected or refracted around corners and
thus eventually reach an other user node.

The power consumption of each individual node is measured during each simu-
lation. Different power values are used depending on whether the node is transmit-
ting, receiving, sensing or if it is idle. The power values ofthese different modes
are modeled after the Cisco Aironet 802.11 a/b/g chip [28].

In the first network traffic type we are simulating are a varying number of
bidirectional 56 kbps CBR traffic sources, modeled after theG.711 [29] codec.

A technique that can be used to predict user satisfaction of aconversational
speech quality is the ITU-T E-model. The E-Model is standardized by the ITU
as G.107 [30], and is a tool that can estimate the end-to-end voice quality, taking
the IP telephony parameters and impairments into account. This method com-
bines individual impairments (loss, delay, echo, codec type, noise, etc.) due to
both the signal’s properties and the network characteristics into a single R-rating.
This method can be used as a good quality of service measure for VoIP calls that
consider a user’s opinion about the service. The Mean Opinion Score (MOS) is
a method recommended by the ITU and the IEEE 802.20 group [31]to measure
speech quality. In this method, the users rate the call quality in a range varying
from 1 (bad) to 5 (excellent). We will apply this rating to both the G.711, and the
enhanced G.711 [32], codecs.

In these cases we are simulating a constant random load of 5, 10, 15, 20 and
25 source destination traffic pairs. By constantly random wemean, that the traffic
load on the network is constant, but that the source destination pairs are constantly
changing. Each CBR flow is one minute long, and when one flow ends, a new
flow will instantly start between a new source destination pair somewhere else in
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the network. These simulations are running for a total of 60 minutes. These traffic
scenarios are designed to roughly model voice communications between two voice
capable devices, when the network is loaded by various amount of traffic.

For each simulation scenario and network type, user nodes will move accord-
ing to the pedestrian mobility model defined in Qualnet 4.0. Here, user nodes move
along the streets to a randomly chosen street corner somewhere on the city map.
When the nodes arrive at their destination, they will randomly chose a new destina-
tion somewhere on the map. Every time they arrive at a street corner, they run a 50
% chance of having to wait for a red light before proceeding across the street. Each
pedestrian user node will move at a constant speed uniformlychoosen between 1.5
and 2.5 m/s.

Radio signals will be affected by multi path fading according to the Ricean
fading model, with a k-factor of either 0 or 1, depending on whether a direct line
of sight between each pair of hops are available or not. The multi-paths and atten-
uations are calculated by the IRT tool.

7.5.2 Pure Ad Hoc Network Simulations

Here all user nodes are mobile as described above. The first simulation setup con-
sists of user nodes running standard 802.11g DCF, with AODV as the routing pro-
tocol, on a single channel. The second setup we are considering is the same as the
first, but DIVR is used as the routing protocol, and our DIVM MAC protocol.

7.5.3 Supported Ad Hoc Networks Simulations

These simulations are exactly the same as those described insection 7.5.2. The
only difference here is that 25 nodes will be static, and strategically placed in in-
tersections.

7.5.4 Single Hop Mesh Network Simulations

In these setups, all user nodes will run the registration application defined in sec-
tion 7.3.2. Each user node will have access to an MP within a single hop.

Within the mesh, we will use AODV or our DIVR routing, with allmesh
nodes having two different interfaces running either IEEE 802.11g DCF and/or our
DIVM MAC protocol. Every mesh node has at least one interfaceusing 802.11g
DCF, which is used for communication with user nodes.

Mesh nodes, use the simple address mapped multi channel scheme [24]. No
coordination whatsoever is done by a 802.11 source before itchooses a channel,
it depends purely on the address of target node. The channel is chosen as chan-
nel=(address) mod (number of channels).

Contrary to the two ad hoc scenarios, all user nodes are equipped with a single
802.11g interface. Since the user nodes connect directly tothe MPs, no dynamic
routing protocol needs to be running on these interfaces.
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7.5.5 Mesh Ad Hoc Network Simulations

This setup considers a more sparsely deployed mesh network where user nodes
may need to connect to the MP over several hops. Mesh access points are config-
ured in the same way, and with the same protocol types, as in the single hop case.
Mesh relay points lacks the 802.11g DCF interface used to communicate with user
nodes.

User nodes on the other hand, still have a single wireless interface, but are now
also running the AODV routing protocol. Otherwise, they areconfigured as in the
previous case.

7.5.6 Simulation Results
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Fig. 7.7:Delay distributions for 5 flows

7.5.7 Discussion

First let us consider figure 7.7 that illustrates the delay distributions when we have
5 bidirectional 64 kbps UDP flows. The most obvious difference we can observe
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Fig. 7.8:Delay distributions for 20 flows

here is the significantly lower delays for the DIVR ad hoc scenarios. In fact, here
the cumulative probability starts approaching one for packet delays at around 6-7
ms. If we now also look at the 2nd and 4th tables in table 7.1 andtable 7.2, we can
see that the average delay for DIVR is around 2 ms independentof the amount of
traffic, and whether the environment is urban or suburban. So, the conclusion here
is that for the ad hoc scenarios, the delay DIVR is fairly independent of the type of
environment and the amount of traffic.

If we consider figure 7.7(c) we can see that the delay for AODV (suburban)
especially for the pure ad hoc case is significantly higher than for any of the sce-
narios and environments for 5 bidirectional flows. A look at table 7.2 reveals that
the average delay for this case is 16.7 ms. For the AODV urban ad hoc case, the
delay is (see table 7.1) 6.2 ms. With a higher traffic load, seefigure 7.8 , table 7.2
and 7.1, the effect is much more severe with a delay of 195ms and 640ms for 25
AODV urban and suburban flows.

What we see here is the effect of the environment itself, how the height of the
buildings affects the signal path and the performance. In a city environment, build-
ing walls completely block the signal from one parallel street to another, while in
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Tab. 7.1:URBAN ad hoc scenarios. Delivery ratio with standard deviation. Delay in ms
(d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score
for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours
for 1200mAh (B)

the simulated suburban environment the signal is not completely blocked but is still
affected by multi-path fading. The main difference this hason the MAC layer is
how carrier sensing are affected and hidden terminals are created. In the subur-
ban environment, carrier sensing is possible across a block, but not in the urban
environment. In the suburban environment, RTS and CTS packets will protect a
802.11 transmission from parallel transmitters, which increases the time it takes
for a packet to access the channel. But since some links now experience non line
of sight multi-path propagation fewer, packets will also bedelivered on average.

For the supported ad hoc scenarios, see table 7.1 and 7.2. When a relay mesh
node is placed at each intersection, the delay increases forlow AODV traffic in the
urban environment, while it decreases for the suburban environment. An important
factor here is the connectivity and medium contention on theroutes. In the urban
environment, the best path across a few blocks will always pass through a relay
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Tab. 7.2:SUBURBAN Ad hoc scenarios. Delivery ratio with standard deviation. Delay in
ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion
Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in
hours for 1200mAh (B)

point, which increases the contention for those nodes and therefore the delay. In
the suburban environment they increase the connectivity ofthe network, but all
routes doesn’t necessarily pass through them, resulting ina lower delay. With very
high traffic, it is more complicated. Now links, or routes, may be reported as broken
due to collisions, when in fact they are not. When the route isthen repaired and
resetup, RREQ packets are rebroadcasted by neighboring nodes. With a higher
connectivity, more packets will be rebroadcasted, increasing the probability for
collisions, and the delay. In the urban environment, the rebroadcasting collision
effect is not high enough to decrease performance and overcome the positive effect
of the higher connectivity. The delay is thus lower for the urban environment than
for the suburban environment.

If we look at the results for mesh scenarios, table 7.4 and 7.3, the biggest differ-
ence between the urban and suburban environments are the much higher suburban
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Tab. 7.3:URBAN Mesh scenarios. Delivery ratio with standard deviation. Delay in ms
(d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score
for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours
for 1200mAh (B)

delivery ratios. For low traffic rates, both AODV and DIVR manages to sustain
high delivery ratios in the suburban environment, but AODV more or less main-
tains these ratios for a higher number of flows than DIVR.

For the urban environments, the delivery ratio isn’t very high, the maximum
delivery ratio for any urban mesh scenario is 75%. In fact, ifwe compare table 7.3
and 7.1 we see that for low traffic rates, the ad hoc scenarios actually perform better,
which is not true for suburban (tables 7.4 and 7.2). We can nowalso take a look
at the different Mean Opinion Scores. To at least have some form of acceptable
VOIP experience in an urban environment, the enhanced G.711codec should be
used. We can also make the interesting conclusion, that for urban environments, it
is actually better to use the ad hoc technologies, with the supported ad hoc network
performing slightly better. If we also look at the battery lifetimes, we see that the
lifetimes are significantly longer for the ad hoc scenarios.This is an interesting, and
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Tab. 7.4:SUBURBAN Mesh scenarios. Delivery ratio with standard deviation. Delay in
ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion
Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in
hours for 1200mAh (B)

somewhat unexpected result. Even though the mesh network operate on separate
channels than the user nodes, we don’t really gain anything by using their extra
interfaces in a harsh urban environment. With a different mesh configuration, and
by using more interfaces in each mesh point, or a different physical layer with a
higher capacity, this will probably change. But for this configuration, with the same
physical layer on both user nodes and mesh nodes, we can’t seeany significant gain
for urban environments. We leave it for future work to study the needed capacity,
and the various dependent factors, for a mesh network to outperform an ad hoc
network in an urban environment.

Continuing looking at battery lifetimes, for the ad hoc scenarios we see that
DIVR achieve its longest for the suburban environment. For AODV however, the
longest lifetimes are achieved for the urban environment.

So, when looking at all the tables, we can see that the best VOIP MOS perfor-
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mances are for suburban mesh scenarios. If we limit the number of flows to 20, we
can still achieve very high VOIP performance by using an ad hoc mesh topology
instead of using a single hop mesh. We can do this by maintaining the same battery
lifetime, and with a cheaper infrastructure.

The MOS VOIP performance in the urban scenarios are always a bit lower than
for suburban. With the consideration of the higher lifetime, in combination with
comparable MOS performance, it seems better to use a supported ad hoc network
for urban environments.

In conclusion we can say that what type of protocol that is optimal for a certain
situation, depends on the environment, the type of network and the amount of
traffic.

7.6 Future work

As future work other routing protocols such as OLSR should beconsidered for
routing within the mesh as well as the ad hoc networks. The main reason for
OLSR not being part of this study is CPU processing power. Thesimulation time
for OLSR in Qualnet is significantly longer than for the otherprotocols, whose
simulation time is also very long. We would also like to studythe effect other
routing metrics besides hop count has on the performance. Finally, we are working
on a new solution that significantly increases the number of delivered packets for
the DIVM mac protocols.

7.7 Conclusion

We have described a few different type of wireless ad hoc and mesh networks, and
how they can be designed to operate efficiently in urban and suburban city environ-
ments. We analyzed how well these networks perform with standard protocols, and
with our newly proposed protocols. We saw that our new protocols deliver packets
with a significantly lower delay, although at the price of a somewhat lower delivery
ratio. A single hop mesh network can operate with mesh accesspoints set in asso-
ciation mode, enabling user nodes to connect with standard IEEE 802.11 devices
and software. By instead operating the mesh access points inad hoc mode, we
enable more flexibility and functionality to be defined in thesoftware of both the
user nodes and the mesh nodes. Our simulations show the urbanenvironment has
significantly lower performance than a suburban environment. We also see that for
a suburban environment it is better to use a mesh type of network, while in urban
environments, an ad hoc type of network is more beneficial. What type of network
configuration to choose in the different environments, depends on what protocols
we are using.
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8. CHAPTER VIII

A cross layer protocol with hybrid multi channel CDMA/OFDMA and
diversity forwarding

8.1 Introduction: CDMA and spread spectrum multiple access

Code division multiple access (CDMA) is a form of multiplexing method to enable
multiple access to a physical medium such as a radio channel.In contrast to CSMA
techniques as used in for example 802.11 [1], and Ethernet, several users can use
the medium at the same time thanks to the use of different coding sequences.

CDMA uses a technique called spread spectrum, which basically means that
the signal is spread so that it occupies a bandwidth much greater than that which
is necessary to send the information. This results in the signal being much less
sensitive to interference. The bandwidth is spread by meansof a code which is
independent of the data that is to transmitted. The independence of the code distin-
guishes this from standard modulation schemes in which the data modulation will
always spread the spectrum somewhat. The receiver of the signal then synchro-
nizes by using the code to recover the data of the spreaded signal. The use of an
independent code and synchronous reception allows multiple users to access the
same frequency band at the same time.

In order to protect the signal, the code used is pseudo-random. It appears to
be random, but is actually deterministic, so that the receiver can reconstruct the
code for synchronous detection. This pseudo-random code iscommonly called
pseudo-noise (PN) code, or CDMA code.

There are several types of spread spectrum systems, and CDMAsystems uses a
method called Direct Sequence Spread Spectrum (DSSS). Here, the digital data is
directly coded at a much higher frequency than the signal andthe bits themselves.
The code is generated pseudo-randomly, the receiver knows how to generate the
same code, and correlates the received signal with that codeto extract the data.

Since it is not mathematically possible to create signaturesequences that are or-
thogonal for arbitrarily random starting points, unique ”pseudo-random” or ”pseudo-
noise” (PN) sequences are used in Asynchronous CDMA systems. These PN se-
quences are statistically uncorrelated, and the sum of a large number of PN se-
quences results in Multiple Access Interference (MAI) thatis approximated by a
Gaussian noise process (following the ”central limit theorem”). If the signals from
all of the users are received with the same power level, then the variance (e.g., the
noise power) of the MAI increases in direct proportion to thenumber of users.
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In wireless systems, thenear-far effect is a very important problem that needs
to be taken into account. The near far effect means that a receiving mobile node
very close to another transmitting mobile node, might be drowned by noise caused
by a transmitter communicating with a mobile node much further away. This prob-
lem is in cellular networks solved by different optimized power control algorithms,
and the decreasing of the actual geographical cell size if needed.

In ad hoc or mesh network, this near-far problem is much more difficult to
solve, because there is no central entity that can perform power control. Several
CMDA protocols for ad hoc networks have been proposed [2] [3][4], that with
appropriate code assignment and spreading code schemes areguaranteed to be free
of primary collisions. Generally, these protocols are based on random channel
access, whereby a mobile node with a packet to transmit can proceed immediately
with its transmission, possibly after RTS/CTS exchange. While these protocols are
free from primary collisions, they are still subject to secondary collisions caused by
MAI from two or more transmissions that use different codes,that is, thenear-far
problem.

A few solutions to thenear-farproblem in ad hoc networks have recently been
presented. In [5] a CDMA MAC protocol is presented that uses channel gain
information overheard through RTS and CTS on a common control channel, to
perform power control that prevent MAI at receiving nodes tocause secondary
collisions. The authors in [6], solve thenear-far problem by proposing a dynamic
clustering algorithm, that creates a cell-type structure.An iterative power control
scheme similar to that of cellular networks are then used.

8.2 OFDM and Dynamic Channel Adaptation

Orthogonal Frequency Division Multiplexing, OFDM is a widely used modulation
scheme that for example is used in 802.11a/g. OFDM works by dividing a wide-
band channel into a larger number of sub-channels. By placing a subcarrier in each
sub-channel, each subcarrier may be modulated separately depending on the SNR
characteristics in that particular narrow portion of the channel. As the channel
varies over time, further adaptations can be made on each subcarrier in order to
continually optimize the data capacity of the channel.

Much research has lately gone into developing techniques toincreases the
achieved capacity of OFDM systems. This includes for example adaptive mod-
ulation, subcarrier power allocation and different codingtechniques. The basic
idea of these methods is to differentiate between good and bad subcarriers in such
a way that the data capacity is maximized. This approach is often called Waterfill-
ing, where more power and higher order modulation is put ontosubcarriers with
larger SNRs, while lower SNR subcarriers will receive less power and lower order
modulation up to a certain threshold after which the subcarrier is not used at all.

In [7] it is suggested that the RTS and CTS handshake can be used to achieve
fast link adaptation for OFDM systems. A receiving station measures channel
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characteristics when receiving the RTS frame and calculates the appropriate bit
and power-loading allocation. The results of this calculation is transferred back to
the receiver in the CTS message. The transmitter will subsequently modulate sub-
carriers in accordance with the received modulation parameters. Their simulations
indicate that for higher SNRs the increase in throughput is as much as 10 Mbps
compared to when standard adaptive bit and power loading schemes are applied.
This is further specified in [8] where a method is described toinsert a wideband
training probe into the RTS message in order to receive the needed channel state
information. In [9] it is specified how the RTS and CTS can provide channel infor-
mation used to achieve a dynamic fast adaptive Waterfilling approach.

This chapter describes a solution that achieves fast OFDM link adaptation
through a RTS and CTS handshake, in combination with a simpleCDMA code
assignment scheme that in addition is able to achieve diversity forwarding.

8.3 CDMA-codes and address hashing

In [10], a dynamic and distributed code assignment protocolis presented. Each
code is here defined as a unique channel, and in order to agree on a data trans-
mission code, RTS and CTS messages are exchanged. The code tobe used by a
transmitter is randomly chosen from a list of available code, and included in the
RTS. If the code is not available, an out of bandbusytone is transmitted.

The system and method presented in this chapter, includes a pool of predefined
and orthogonal CDMA-codes, as used in spread spectrum systems as described
above. The number of codes should be as large as possible in order to allow many
simultaneous transmitters, but a trade-off might exist between the number of codes,
the orthogonality and the resulting noise level.

The system presented specifies a common and predefined hash function, that
maps a specific node address, or node address pair, to a specific CDMA-code. This
means that the address used to identify a specific node, or theaddresses used to
identify a link, directly maps to a specific code. When a node has data that it wishes
to transmit to another nearby node, it uses the hash functionto determine a code
that will be used to encode and spread the data signal. The protocol does not rely
upon the use of busy tones, but uses network topology information to determine if
a primary collision is possible.

The address used by the system in the hash function can be any address that
identifies a certain node, but using a network address has several advantages. The
first advantage is that network addresses are generally not assigned randomly. Nor-
mally, some administration is involved when a node receivesa network address,
whether it be automated by a protocol, or manually assigned by a human admin-
istrator. As the hash-function is also assumed to be known bythe authority that
assigns addresses, it will allow the system to take into account already assigned
addresses in order to minimize code collisions. Secondly, the network itself might
be aware of where and when collisions might occur through thetopology informa-
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tion. For example, nodes in the network might know the address of other nodes in
its local neighborhood, that may have been provided by a routing protocol or some
other application.

Fig. 8.1:3 hop code collision area

The topology information needed to determine if a collisionis possible, is the
set of nodes and node identifiers within the 3-hop neighborhood. Please consider
figure 8.1. Node B,C and D are within the 3-hop neighborhood ofA. If A is trans-
mitting to B using code c, and C is transmitting to D using the same code c, B will
experience a collision as it will also receive the transmission from C.

The topology of the network can be represented by an undirected graph G =
(V,E), where V is the set of network nodes, and E is the set of links between the
nodes. If(u, v) ∈ E, then(v, u) ∈ E and nodeu andv are within transmission
range of each other and can exchange packets with each other using some code.
The nodesu andv are thenone-hop neighborsof each other, such as for example
node A and B in figure 8.1. The set of one-hop neighbors of a particular nodei is
denoted byN1

i .
Each node has available a pool of well chosen codes, for example quasi-orthogonal

PN codes,Cpn = {ck}. Each code is identified by the superscriptk = 0, 1, 2, ..., |Cpn|−
1.

When a node wishes to calculate the code to be used when transmitting to a

HASH (k)
{

h =Hash(k);
code = hmod |Cpn|
}

HASH (i,k)
{

h =Hash(i⊕ k)
code = hmod |Cpn|
}
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nodek, it uses the methodHASH(k). One implementation of the functionHash(x)
is to use an integer pseudo-random number generator that generates the message
digest from a byte-stream inputx. This integer is thenmodulod to the number of
available codes. This implementation is a good choice if addresses are assigned
randomly in the network, or if there is no administration to assign addresses. If
there is a centralized addressing authority available, this authority can assign ad-
dress incrementally in such a way that no code collision willoccur while the num-
ber of assigned addresses are less than the number of available codes. This hash
function could then be implementedx mod y, where x is the address and y is the
number of codes. If the used address consists different parts, for example as in IP
addresses, the function might need to be modified slightly totake this into account.

In these cases a receiver based code used, but it also possible to use a link based
code, as defined inHASH(i,k), where the link betweeni andk is assigned a code.
This means that each link,(i, j) ∈ E, is assigned a code.

Set Codes (i)
{

for (j ∈ N1
i )

for (∀k ∈ N1
j ∪ (

⋃
l∈N1

j
N1

l )) {
code =HASH(k)
k.TxCode =ccode

R←− k.TxCode
}

}

TheSetCodes(i)method calculates the set of codes,R to be used by a nodei
by calculating the code corresponding to each node in the 3-hop neighborhood.

Calc Collisions (i)
{

for (j ∈ N1
i )

for (∀k ∈ N1
j ∪ (

⋃
l∈N1

j
N1

l )) {
if (∃k.TxCode ∈ R, k 6= i) {

Q←− k
}

}
}

After this, nodei uses the methodCalc Collisions (i) to calculate the set of
nodes,Q, within the neighborhood that share the same code.

A node wishing to transmit data to a certain node, can therefore check if a
code collision is possible due to two or more local nodes using the same code,
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Check Collision (j)
{

if (Q == ∅)
return false

else if(∃j ∈ Q)
return true

else
return false

}
beforethe transmission takes place, by usingCheckCollision(j). If two nodes in
the neighborhood is using the same code, any node that wishesto transmit to them,
first uses a CSMA scheme in order to determine if some other node is currently
transmitting on that code. SeePacketTo TX(j).

Packet To TX (j)
{

F ←− f0;
if (Check Collision(j))
Perform Carrier Sense on: F, j.TxCode

else
Transmit RTS to j on: F, j.TxCode

F,P, R ←−Receive CTS(j)
Transmit DATA on: F, j.TxCode, using P and R
}

8.4 Pre data signaling

Before any data is transmitted, an RTS message is transmitted. This RTS has sev-
eral purposes, such as to determine if the intended destination(s) can receive the
packet, and to determine appropriate transmission parameters.

Upon receiving the RTS message, the receiver performs a number of computa-
tions in order to determine the following:

• The transmission power

• The data and coding rate

• The type of modulation to use

• The number of subtones to use in the OFDM system

• Waterfilling, in order to determine the power level of each OFDM subtone

• Bit/power loading to determine the amount of information totransmit over
each OFDM subtone.
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In order for the receiver to determine these parameters, thereceiver needs to
know the correct channel state information. This information can either be deter-
mined by transmitting a small probe signal just prior to the RTS, or by having a
specific field within the RTS that contains the probe signal. This probe signal or
field is then used to calculate the channel impulse response.

The probe signal used, can be made to spread over a very wide band, but for a
short time. This will allow the receiver to determine what subtones, or what range
of subtones, that is to be used among all the subtones available within the allocated
spectrum. The predefined code (by hashing) might be specifiedso that it can only
spread over a certain limited frequency band, and the receiver will then be able
determine the location of this band by using the probe signaland the state of the
current subtones located within it.

For example, 802.11a defines a set of up to 14 frequency channels. While a
single and unique code can be used to transmit to a particularnode, we can choose
between 14 different frequency bands to spread the signal over, effectively creating
14 different channels. This also means that although two nodes located in the same
area might be using the same code, a collision will not occur,because they will
transmit on different frequency bands.

Rx RTS (i,j)
{
G ←− Subtone Gain(i,j)
F ←− Pick Frequency Range(G,N )
P ←− Subtone Powerset(F,G,N )
R←− Rate(P, F,G,N )
Transmit F,P,R in CTS to i
}

Rx RTS (i,j)summarises the computation of the transmission parametersper-
formed upon the reception of a RTS.N is the noise power subset.

Other combinations of this scheme are possible. We can, for example, if a
lower data rate is needed by the transmitter, only use a portion of the wider fre-
quency band, and let the receiver notify the transmitter of the set of subtones to
use. Similarly, more subtones, possibly from several frequency bands, could be
allocated if a higher data rate is needed.

The response CTS message transmitted by the receiver, is using the hash-
function,HASH(i), to determine the code to use for spreading the CTS.

The receiver also includes the current size of its queue in the CTS, for the given
priority, if multiple queues are being used.
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8.5 Diversity forwarding

As has been described in the previous two chapters, we will also support diversity
forwarding.

When a transmitter has determined two or more receiver that it wishes to eval-
uate as candidates for forwarding the packet, it transmits the RTS packet to them
using a common, well known RTS code that all nodes uses to try to decode a
packet, seePacketTo TX(i,j,k).

Packet To TX (i,j,k)
{

F ←− f0;
if Check Diversity Code (i,j,k)
Perform Carrier Sense on: F, j.TxCode(j,k)
Transmit RTS to j,k on: F, j.TxCode(j,k)

else
Perform Carrier Sense on: F, 0.TxCode
Transmit RTS to j,k on: F, 0.TxCode

F1,P1, R1 ←−Receive CTS(j)
F2,P2, R2 ←−Receive CTS(k)
l, Fl, Pl, Rl ←− Pick Candidate(F1,2,P1,2, R1,2)
Transmit DATA on: Fl, l.TxCode, using Pl and Rl

}

When a node receives a RTS message where its address is specified in one of
the destination fields, it will use another hash-function todetermine a group code.
This group code will take as input parameters the addresses specified in the RTS
messages. All nodes targeted by the RTS will then listen to and use this code for
a certain specified time period when decoding packets. Within this specified time,
whenever a source node transmits a diversity RTS message, this group code will
be used to spread the RTS signal.

After this specified time period, the group code will be inactivated, and the
common code will again be used to transmit the initial RTS message.

In the same manner as when data packets are being transmitted, before a RTS
packet is transmitted, a check is made to determine if there is a collision risk when
using the defined code. This is performed inCheckDiversity Code(i,j,k). Here,
the diversity spreading code is first calculated. The set of diversity spreading codes
currently used by a node is denotedT and the set of codes used for the actual
data transmissions is as earlier denotedR. Then a check is performed to determine
whether that code is already used as either a diversity code or as a normal data code.
If it is, a CSMA carrier sensing scheme using that code is usedprior to transmitting
the RTS. The first time this lookup is performed, neither of the receiving candidates
are listening to the specified group, as they are not yet awareof this setup. The



8.6. Near-far effect and acknowledgments 161

Check Diversity Code (i,j,k)
{

h =Hash(i⊕ j ⊕ k);
code = hmod |Cpn|;
j.TxCode(j,k) =ccode;
k.TxCode(j,k) =ccode;
if (∃j.TxCode(j, k) ∈ (T ∪R))

return true;
else{

T ←− j.TxCode(j, k)
return false;
}
}

common code will therefore be used when transmitting the first RTS. After this, the
group code will be included in theT set, and candidate receivers will be listening
to the code. As nodes can not be aware of group codes used by other nodes, carrier
sensing is always performed before transmitting a diversity RTS.

It is also possible for the receiver to, in its CTS message, indicate an other
data code than the one that the hash function is pointing to. It could for example
indicate a longer code in order to increase the processing gain and the chance for a
successful delivery, but at the price of a lower achieved data rate.

8.6 Near-far effect and acknowledgments

In cellular systems, the near-far effect is a very importantproblem that needs to
be taken into account. The near far effect means that a mobileterminal very close
to a base station, might be drowned by noise caused by the basestation while
it is communicating with a mobile terminal much further away. This problem is
solved by different optimized power control algorithms anddecreasing the actual
geographical cell size if needed.

In ad hoc or mesh network, this problem is much more difficult to solve be-
cause power control is not centralized. One solution that eases this problem are
to use acknowledgments, where each data packet is acknowledged separately. If
the packet fails to be delivered at the receiver , the packet is retransmitted by the
transmitter. This increases the end to end delay but increases the packet delivery
ratio.

In this protocol, if the receiver determines that an acknowledgment might be
useful, it indicates this with an ’ack’ flag in the CTS message.

The receiver monitors the noise level both when the RTS message is received,
and after a data packet is received. It then uses these valuesto calculate a noise-
jitter that is then used to either determine whether an ACK should be transmitted,
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or if the power of the transmitter should be increased accordingly. A problem with
increasing the power level is of course, that the average power level increases, as
other nodes might need to increases its power level, in turn affecting other nodes to
turn up its power level and so on. This is something that therefore should be used
carefully. Using an ACK is a safer option unless some coordination is used.

In this protocol, the near-far effect is also mitigated through the dynamic allo-
cation of frequency bands. This means that a receiver that experiences cross-code
interference from a nearby transmitter, might be allocateda different frequency
band with less interference and noise.

8.7 The number of codes

An important question is how many codes we need to use in orderto minimize
the probability for a code collisions. We know that when we check for a code
collision, we search within our 3-hop neighborhood. Many papers that model the
connectivity of ad hoc network, including [11], model the number of nodes in a
specific area with a Poisson process:

P (n nodes in A) =
(ρA)n

n!
e−ρA (8.1)

whereP is probability of findingn nodes in areaA with density ofρ nodes perm2.

Fig. 8.2:Transmission areas for 1 and 3 hops

If we assume that a node has a transmission radius ofr m, the expected number
of neighbors a node has is simply the expected number of nodeslocated within its
transmission radius:

E(ρ, r) = ρπr2 (8.2)

The number of neighbors a node has is a nice metric that tell you about the
density of the network. Theρ density, is defined asρ = n

A
, which depends on
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the size of the network. But we can also express the density ofthe network as
dependent upon the number of neighbors:

ρ =
E

πr2
(8.3)

This means we can now express the probability, P, of findingn nodes within a
nodes 1-hop neighborhood,A = πr2, dependent upon the number of neighbors,E.

P (n,E) = (
E

πr2 πr2

n!
)ne−

E

πr2 πr2

=
En

n!
e−E (8.4)

We are now ready for expressing the probability of having a code collision. If
we havec codes available, the probability of a code collision is the same having as
at leastc nodes in our 3-hop neighborhood:

Pcodes(c,E) = 1−
c−1∑

n=0

(
(9E)n

n!
e−9E) (8.5)

For largerc andE, our used Poisson distribution becomes a normal distribution.
So, for largec andE we get:

Pcodes(c,E) = 1−
c−1∑

n=0

(
1√

2π9E
e(−

(n−
√

9E)2

2∗9E
)) (8.6)
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Fig. 8.3:Probability for code collision

As we can see fig 8.3, when the number of codes is less than 9 times the number
of neighbors, the probability for a collision is one. This means that there will
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always be more nodes in the 3-hop neighborhood, than there will be codes. As the
number codes increases above 10 times the number of neighbors, we will always
have enough codes.

8.8 Simulations

The Qualnet simulator [12] has been used to evaluate the proposed MAC protocol.
Qualnet is a popular commercial event driven and scalable network simulator.

In the simulations, the diversity solution is not tested, and a simpler version
of the protocol is used where RTS messages are broadcasted using the common
code, after performing a carrier sense. The result of this isthat RTS messages can
collide, which is also the case for 802.11g DCF, which is usedas a comparison.
The protocol is also compared against 802.11g DCF without the use of RTS/CTS
messages. Since we will have hidden terminals in these situations, this is something
that is interesting to compare with.

(a) Scenario 1. 1
TX.

(b) Scenario 2. 1
RX.

(c) Scenario 3. 2
TX.

(d) Scenario 4. 2
RX.

(e) Scenario 5. 1
TX 1 RX.

Fig. 8.4:The 5 simulated scenarios

5 different setups as illustrated in figure 8.4 have been simulated. They rep-
resent the cases where the middle flow (or lower flow) is competing with either 1
other transmitter, 1 other receiver, 2 other receivers, 2 other transmitter or 1 trans-
mitter and 1 receiver. The distance between each transmitter is 250 meters, and the
transmission channel experience Ricean Fading with k=1 with a simulated velocity
of 1.5 m/s.

8.8.1 Simulation Results

The simulation results we will first have a look at is the delivery ratio for the 5
scenarios, shown in figure 8.5. We can see here that curves forCDMA-OFDM
looks exactly the same for all the 5 simulated scenarios. This means that the ex-
pected performance doesn’t depend on the presence of other parallel transmitters
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(c) Scenario 3.
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Fig. 8.5:Delivery Ratio for the 5 simulated scenarios
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and receivers. We can see that the protocol delivers more or less all packets up
to a certain point, where packets start to drop. This threshold is the capacity of
the transmission channel for this particular setup. This can be seen in figure 8.6
that show the throughput. Here we see that the throughput levels off at around 5.5
Mbps for the 5 cases.
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(c) Scenario 3.
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(d) Scenario 4.
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Fig. 8.6:Throughput for the 5 simulated scenarios

802.11 achieves the highest delivery ratio in scenario 2 and4, where the ratio
is around 100% up to, and through the CDMA-OFDM threshold. This is achieved
when no RTS/CTS messages are sent prior to the data transmission. The reason
for this is because in scenario 2 and scenario 4, the transmitter can sense other
transmitters. In this case, the CSMA/CA carrier sensing functionality of 802.11
therefore works as it is supposed to. In scenario 1, for example, we have a hid-
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den node and here we get higher delivery with RTS/CTS (fig 8.5(a)) and higher
throughput (fig 8.6(a)). For scenario 3, 802.11 get a higher delivery and through-
put without RTS/CTS because two of the transmitters can sense each other, even
though they are outside each others tranmission zones.
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Fig. 8.7:Delay for the 5 simulated scenarios

When we look at the delay figures 8.7, we can see the curves for 802.11 jump-
ing up and down a lot. What we actually see is the random accessand the con-
tention that occurs between nodes. CDMA-OFDM has the same low delay regard-
less of the traffic load, until the capacity thresholds is reached. Here we might have
some contention among the RTS/CTS messages, but as data traffic is not transmit-
ted on the same channel, this is not a problem. 802.11 deviceson the other hand,
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really fights among themselves to get access to the channel.
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(b) Scenario 2.
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(c) Scenario 3.
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Fig. 8.8:Max-Min Fairness for the 5 simulated scenarios

Figure 8.8 show the Max-Min fairness among the different flows. The Max-
Min fairness is defined as the ratio between the lowest throughput and highest
throughput among the flows. CDMA-OFDM illustrates very highfairness in the
first two scenarios (fig 8.8(a) and 8.8(b)). When there are more flows, the fairness
is still very high until traffic becomes very high, and above the capacity thresh-
old. 802.11 with RTS/CTS has really bad fairness in scenario2 and 4 (fig 8.8(b)
and 8.8(d)). This is interesting, because these are cases when RTS/CTS are not
really needed as carrier sensing works fine, as discussed above. On the other hand,
fairness is not good in any of the cases. The conclusion have to be that with the
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way 802.11 uses RTS/CTS messages, the flow allocation among flows is unfair and
somewhat random.

8.9 Conclusion

A MAC protocol has been presented that uses CDMA and OFDMA to allocate
channels to transmitting nodes. With this protocol, maximum flexibility in channel
allocation can be achieved in both the frequency domain, andthe code domain. A
simple algorithm maps an address used by a node to a specific code it then uses for
receiving packets. The code can be used in a specific frequency range that can be
determined dynamically on a packet per packet level. The protocol enables channel
estimation through the exchange of RTS and CTS messages thatenables an OFDM
transmitter to do power allocation on a per packet basis. Thealgorithm can detect
the possibility of a code collision among neighboring nodes, and react to this by
either using carrier sensing, dynamic frequency assignment, acknowledgements
or a combination of these. The protocol also enables diversity forwarding where
multiple nodes can be addressed with a group code that is created from a simple
hash function. Simulations of the protocol show that it achieves good reliability,
high throughput and fairness.
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9. CHAPTER IX

Summary and Conclusions

9.1 Performance Analysis of Traffic Load and Node Density in Ad hoc
Networks - Chapter II

With the increasing popularity of mobile and wireless networking, it is important
to understand how networks such as ad hoc networks behave in different situations
so that they can be tuned to achieve optimum performance. A key component for
achieving this is the connectivity of the network that can beestimated through the
transmission power. For wireless transmission, a tradeoffexists between increasing
the number of neighbors, and thus the connectivity, and decreasing the effective
bandwidth available to individual network nodes.

It is desirable to increase the node density and transmission power in order
to achieve high delivery of data packets to their destinations. However, while the
optimum connectivity level of a network depend upon the mobility of the nodes, it
also depends upon the traffic load on the network. In sparser networks it is possible
to achieve high delivery rates up to a certain point, after where it starts to decline.
When the transmission power of the individual nodes is increased, the delivery rate
will also increase in a rate that is dependent upon the trafficload in the network. For
lower traffic loads the increase in delivery is quite fast. Asthe traffic gets higher,
the rate of this increase becomes slower. Although denser networks can generally
achieve a higher delivery ratio, the cost will also be higheras more collisions occur
which consume more power and channel bandwidth.

The conclusion we can draw from this work is that when the behavior, capacity
and performance of a wireless ad hoc network is to be determined, the amount of
traffic expected in the network, the expected mobility of nodes, the routing protocol
as well as the node density needs to be taken into account. These results can be
used as an aid when planning future simulations or deployments, and to get a rough
overview of what capacity region the system is expected to operate within.

9.2 Internet Connectivity for Mobile Ad hoc Networks - - Chapter III

With the continued growth of interest in ad hoc networks, it is inevitable that some
of them will at least occasionally encounter nearby potential points of attachment
to different type of networks, including the global Internet. With today’s wireless
hot spot and mobile internet technologies, wireless accesswill be become very
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familiar in our everyday life and enable Internet access from many locations within
urban areas. Most hot spots support IP addressable devices and should be enhanced
to enable the construction of a wireless ad hoc network. The point at which and
attachment to the global Internet is to be made is called theInternet Gateway.

Some of the problems encountered while attempting to connect nodes in an ad
hoc network to the Internet with mobility support in IPv6 networks are:

• site-local address acquisition and Duplicate Address Detection;

• acquiring a routing prefix from an Internet Gateway;

• establishing a default route and a host route toward the gateway;

• formulating a globally unique and topologically correct IPv6 address using
the acquired routing prefix;

• soliciting gateway information whenever needed;

• when it is unknown whether a destination is present in the ad hoc network,
determining whether to acquire a host route or using the default router;

• using the globally unique IPv6 address with Mobile IPv6;

• modifying the IPv6 ICMPv6 Router Solicitation and Advertisement mes-
sages to work across multihop networks;

• extending the route discovery mechanisms for on demand routing protocols
to enable gateway discovery.

It is proposed that a manet node with a need for global communication contacts
an Internet Gateway by either sending a modified Router Solicitation, called Gate-
way Solicitation, or relying on routing protocol route discovery functions. When
the gateway receives one of these messages, it unicasts a response back to the
requesting node, specifying its globally routable prefix and IPv6 address. The
node then uses this information to configure an address that is globally reachable
throughout the Internet. With Mobile IPv6, the mobile node can use this address
as its care-of address and make a Binding Update to its Home Agent.

When sending packets to the Internet, the node can either usea routing header
specifying the Internet Gateway as the first destination andrely on ordinary ad hoc
routing to route the packet to the gateway, or send the packets through the default
route, relying on intermediate nodes to forward the packet toward the destination.

This chapter may help future deployers of multi hop access technologies to
better understand the constraints on the network layer, especially when IPv6 is
being used.
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9.3 Routing in Hybrid Ad hoc Networks using Service Points - Chapter
IV

Table-driven or proactive protocols can become expensive in terms of control over-
head, because each node in the network must maintain routinginformation for
every other node, although the node only occasionally handles traffic destined for
some of the nodes. To address the scaling problem of table-driven routing, on-
demand routing protocols have been proposed for ad hoc networks. Nodes running
such protocols set up and maintain routes to destinations only if they are active
recipients of data packets. However, when routing information between only a
few sources and destinations is constantly being maintained on-demand, possibly
because the destination is a service point, it might be more attractive to use the
proactive approach for these nodes, while on-demand routing is used between less
accessed nodes.

In many practical scenarios, certain nodes provide specialservices that are be-
ing requested throughout the network. For example, when ad hoc networks are
wireless extensions of the Internet, these nodes may act as DNS servers, Internet
Access points, web proxies or AAA servers. Services can alsobe local, for ex-
ample locally stored data or database information. These nodes that host special
services have a higher likelihood of communicating with therest of the network,
and are callednetmarks.

A new routing scheme is proposed, Netmark Overlay Routing Protocol (NORP).
NORP proactively maintains routes tospecial service providing nodesin the net-
work. These nodes are called netmarks. This is achieved through an extensive
neighbor protocol that creates a bidirectional routing tree with the root attached
to the netmark. In addition, NORP reactively searches for nodes by querying the
different netmarks about the location of a destination node. Data packets are then
routed using landmark routing towards the netmark closest to the destination node.
As the data packet comes closer to the destination netmark, it will eventually arrive
at a node within the routing tree of destination’s netmark, where it will be routed
to the final destination.

Simulations show that NORP achieves very high delivery rates in dense net-
works and under high traffic loads. They also show that NORP performs excellent
under mobile conditions and has good scalability properties. In conclusion, NORP
is a service providing routing protocol that scales well with the size of the network.

9.4 Micro Mobility and Internet Access Performance in Ad hoc
Networks - Chapter V

In ad hoc networks, an infrastructure is not needed for the network to successfully
operate, but an ad hoc network can enable the coverage area ofaccess networks to
be extended and deal with situations where it is either not possible or too expensive
to deploy cell-based mobile network infrastructures.
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A problem with IP is that it was never designed to support mobility manage-
ment. One of the most widely known Mobility solutions for IP networks is the IP
Mobility Support protocol, Mobile IP. With Mobile-IP, nodes are able to commu-
nicate independently of their current point of attachment to the Internet.

A solution has been presented, and evaluated for TCP connections, that enable
mobile nodes in an ad hoc network to have internet connectivity. Here, the ad
hoc networks are regarded as subnets of the Internet, that creates an integrated
environment that supports both macro and micro IP mobility.This solution relies
on the AODV or OLSR routing protocols for establishing multihop paths between
a mobile node and a base station. For micro mobility, the solution is based on
HAWAII, a domain based micro mobility scheme.

Evaluations of the TCP transport layer performance of the solution indicate that
a fairly high throughput can be achieved, even during very high mobility speeds.
However, the characteristics of the wireless environment itself, as well as inef-
ficiencies of the 802.11 MAC layer protocol, lowers the performance when the
number of hops increases. By using a less aggressive versionof TCP such as
Vegas, or lowering the maximum window size, the throughput can be somewhat
increased as well stabilized.

TCP Vegas produces connections with lower delays due both toits ability to
avoid congestion and overflow as well as it being more resilient to random packet
loss.

Simulations also show that the main factor of concern to the throughput of TCP
connections are link breaks, rather than flavour and window behaviour.

If the mobility rate is low, OLSR is to be the preferred routing protocol as it
achieves a higher throughput and lower delay for most of the TCP flavours. For
higher mobility speeds, AODV would be the better choice.

The problem with unfairness needs to be considered when multiple TCP flows
are to be supported.

For future deployments of micro mobility ad hoc networks, I would recom-
mend the use of a slightly modified version of TCP Vegas on the transport layer.
TCP Vegas is much more resilient to random packet loss, whichis a common and
well known problem for wireless networks. TCP Vegas also hasmore efficient
congestion control than TCP Reno and Tahoe. A problem with TCP Vegas is a that
a connection cannot cope with path changes that changes the round trip time. A
minor but important modification of TCP Vegas would therefore be to dynamically
and constantly adjust the lowest experienced round trip time variable. Another
recommended modication is the addition of a more efficent bandwidth estimation
scheme.

When choosing the routing protocol, the mobility rate, the type of mobile de-
vices, the amount of traffic and other scenario dependent aspects should be taken
into account. For battery operated devices with only sporadic traffic, a reactive
protocol might choosen. For nodes with a more permanent supply in not so mobile
networks, a proactive protocol would be preferred. For other situations a hybrid
protocol could be used.
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The MAC protocol should be able to handle the medium access insuch a way
that different TCP flows are not affected by uneccessary unfairness.

9.5 Diversity forwarding in Ad hoc and Mesh Networks - Chapter VI

In multi path routing, multiple paths between a source and a destination is setup in
order to easily switch to a new path if the old path breaks. This will also enable the
possibility for load balancing between different routes, and to distribute the load in
the network. A special type of multi path routing is non-disjoint multi path routing.
In this type of routing, every source and intermediate node on the path towards the
destination has one or more next hop candidate nodes.

By having a non-disjoint routing scheme we can let each forwarding node make
a forwarding decision based on the best current channel conditions. If the signal
strength on a link to one next hop neighbor is in a current bad state due to fading,
it may be possible to choose another next hop, that is currently in a better fading
situation. This is commonly called diversity forwarding.

A cross layer solution is presented that defines and specifiesa MAC and a
routing protocol that interact in order to create efficient diversity forwarding.

The routing protocol (ODMLS) is semi reactive and operates by setting up
routes on demand, but maintains a link state database that iscontinuously updated
by using a promiscuous mode operation, like the promiscuousmode specified in
802.11, and listening to other data and control traffic.

The routing protocol setup multiple non-disjoint paths between a source and
destination and presents the MAC layer with a set of candidate next hop forwarding
nodes. The MAC protocol evaluates the candidates presentedby the routing proto-
col, and performs power, rate and interference control in addition to implementing
the diversity forwarding capabilities. The MAC protocol also has the ability to
dyanmically schedule neighboring parallel transmissions, as long as they don’t in-
terfere with each other.

Both protocols are involved in the process of routing a packet, but they operate
on different timescales and on different horizons. The routing protocol operates
on information that is provided by the link state database, which is averaged and
filtered over time. The MAC protocol operates on a shorter timescale and tries
to determine the status and condition of a link with a ms resolution. The routing
process is truly cross layer, and the final routing decision is made by using the
routing table in combination with fast link evaluation. This faster link evaluation
is what enables it to adapt to bad fading situations.

Simulations show that the end to end delay can be significantly reduced, and
indicates that significant performance gains may be achieved.
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9.6 Urban Mesh and Ad hoc Mesh Access Networks - Chapter VII

This chapter focuses on both ad hoc and mesh networks, and on acombination of
the two. It is investigated how well these types of networks can be expected to
operatel in a typical city environment, and a type of suburban environment. The
simulations is performed on ad hoc/mesh networks in an urbansetting, that takes
into account fading and the propagation effect of the walls of different buildings, in
combination with different well known routing, MAC and physical layer protocols.

These results are compared against a diversity forwarding solution, that in-
cludes a diversity MAC and routing protocols.

The MAC protocol is similar to the lite MAC protocol in Chapter VI, with the
additional capability of dynamically selecting a channel.

The routing protocol is a form of proactive link state protocol. The link in-
formation is broadcasted to one hop neighbors, where a fisheye scope is used to
determine which links that are to included in the update.

User nodes use a registration application to register with Mesh access Points,
MPs in order to gain access to the mesh network. This allow user nodes to use the
mesh network as an access network to external services, as well as a transportation
network when they are communicating with nodes inside the network. The regis-
tration application allow user nodes that is not running a diversity routing protocol
to use diversity forwarding on the MAC layer towards its current MP.

The methodology has been simulated in an urban and a suburbancity environ-
ment for voice related traffic.

Four different type of networks have been considered. The first is a pure ad
hoc network where user nodes are moving along the streets of the city, and com-
municating with other user nodes. The second is the same as the first, but here
some of the nodes are not user nodes, but fixed nodes placed strategically in inter-
sections. In the third type the fixed nodes are equipped with dual radio interfaces
and is called MPs as they establish the mesh infrastructure.User nodes run the
registration application and registers with and send theirdata traffic to the MPs.
The fourth type is the same as the third, but the number of MPs are much fewer
and user nodes need to use multi hop routing to reach the MPs.

Simulations show that the new protocols deliver packets with a significantly
lower delay, although at the price of a somewhat lower delivery ratio.

By operating the MPs in ad hoc mode, we enable more flexibilityand function-
ality to be defined in the software of both the user nodes and the mesh nodes. The
simulations show that the urban environment has significantly lower performance
than a suburban environment. We also see that for a suburban environment it is
better to use a mesh type of network, while in urban environments, an ad hoc type
of network is beneficial. What type of network to choose in thedifferent environ-
ments, depends on what protocols we are using.
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9.7 Hybrid multi channel CDMA/OFDMA and diversity forwarding -
Chapter VIII

This chapter presents a MAC protocol that uses CDMA and OFDMAto allocate
channels to transmitting nodes.

The presented method uses a pool of predefined and orthogonalCDMA-codes.
The system also uses a predefined hash function, that maps a specific node address,
or node address pair, to a specific CDMA-code. This means thatthe address used
to identify a specific node, or the addresses used to identifya link, directly maps to
a specific code. When a node has data that it wishes to transmitto another nearby
node, it uses the hash function to determine a code that will be used to encode and
spread the data signal.

The algorithm can detect the possibility of a code collisionamong neighbor-
ing nodes by using topology information, and react to this byeither using carrier
sensing, dynamic frequency or time slot assignment, acknowledgements, or a com-
bination of these.

With this protocol, maximum flexibility in channel allocation can be achieved
in both the frequency domain, and the code domain. The code can be used in a
specific frequency range that can be determined dynamicallyon a packet per packet
level. The protocol enables channel estimation through theexchange of RTS and
CTS messages that enables an OFDM transmitter to do power allocation on a per
packet basis.

Before any data is transmitted, an RTS message is transmitted. The RTS has
several purposes, such as to determine if the intended destination(s) can receive the
packet, and to determine appropriate transmission parameters so that fast OFDM
link adaptation can be performed.

Upon receiving the RTS message, the receiver performs a number of computa-
tions in order to determine the following:

• The transmission power

• The data and coding rate

• The type of modulation to use

• The number of subtones to use in the OFDM system

• Waterfilling, in order to determine the power level of each OFDM subtone

• Bit/power loading to determine the amount of information totransmit over
each OFDM subtone.

The protocol also enables diversity forwarding where multiple nodes can be
addressed with a group code that is created from a simple hashfunction.

Simulations of the protocol show that it achieves good reliability, high through-
put and fairness.
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Pål Nilsson, Ph.D. thesis, September 2006.
ISRN LUTEDX/TETS- -1080- -SE+138P

173. Requirements Prioritation and Retrospective Analysis forRelease Planning
Process Improvement
Lena Karlsson, Ph.D. thesis, October 2006.
ISRN LUTEDX/TETS- -1081- -SE+192P

174. Overload Control and Performance Evaluation of Web Servers
Mikael Andersson, Ph.D. thesis, May 2007.
ISRN LUTEDX/TETS- -1082- -SE+137P

175. On Overload Control and Performance Agreements in a Parlay/OSA Environ-
ment
Jens K. Andersson, Ph.D. thesis, May 2007.
ISRN LUTEDX/TETS- -1083- -SE+154P

176. Wireless Multi Hop Access Networks and Protocols
Anders Nilsson Plymoth, Ph.D. thesis, December 2007.
ISRN LUTEDX/TETS- -1084- -SE+194P




