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Abstract

This thesis makes a contribution to the areas of deregulation, competition and

consumer choice. It consists of three self-contained papers. All the research

questions are examined in the context of the Swedish motor vehicle inspection

market.

The first paper, Competition Makes Inspectors More Lenient: Evidence from

the Motor Vehicle Inspection Market, investigates whether increased competi-

tion motivates monitoring firms to relax the standards of the inspection to their

customers. We hypothesized that the fear of loosing customers to competitors

may incentivize firms to provide a biased inspection services. We employed

fixed effects and fixed effects 2SLS analyses to identify the relationship between

competition and the probability of passing mandatory car inspection. The re-

sults show that firms become more lenient to their customers when they face

increased competition from their rivals.

The second paper, Opening Hours and Competition: Evidence from the Mo-

tor Vehicle Inspection Market, examines the effect of competition on an inspec-

tion firm’s incentive to provide longer opening hours. This paper uses a unique

station-level panel dataset and addresses the potential endogeneity of market

entry decisions using 2SLS analyses. I find that increased competition between

providers leads to expanded service opening hours.

The third paper, Deregulation, Choice and Competition in the Motor Vehicle

Inspection Market, estimates a model of demand for car inspection services to

investigate car owners’ station choice behavior and its implications for compe-

tition. The paper further evaluates the effect on consumer welfare of removing

the state monopoly on inspection services. The results indicate that distance is

an important determinant of station choice. I also find that consumers respond

to price, opening hours and station size. The improvement in spatial accessibil-

ity following the deregulation increased the welfare to the average consumer by

around SEK 100.

Keywords: leniency, pass rate, competition, deregulation, opening hours, non-

price competition, choice, consumer welfare, demand elasticity, motor vehicle

inspection market

JEL Classification: D22, L11, L13, L84, L89
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Introduction

This thesis is a collection of three empirical papers that contribute to the areas

of deregulation, competition, and consumer behavior. All of the papers focus

on a single market, the Swedish motor vehicle inspection market. I will describe

the background of the research questions in Section 0.1. Section 0.2 provides a

brief overview of the Swedish motor vehicle inspection market. The last section

concludes with a summary of the papers in the thesis.

0.1 Background

Competition has long believed to be an important tool for promoting consumer

well-being through lower prices and better quality. In his popular book, Adam

Smith stated “monopoly .... is a great enemy to good management” (Wealth of

Nations, Chapter XI Part 1, p.148). A common result of a standard oligopoly

model is that competition in terms of number competitors enhances consumer

surplus. The relationship between market structure and market outcomes has

a long history in industrial organization. A number of empirical studies have

examined how local market concentration affects prices (e.g., Bresnahan and

Reiss, 1991; Davis, 2005; Hosken et al., 2011; Dafny et al., 2012). These studies on

the relationship between market concentration and prices are useful for two re-

lated reasons: first, the findings provide empirical evidence for the predictions

of economic theories that high market concentration harms consumers: and

second, antitrust agencies can directly use them in assessing horizontal merg-

ers.

Although competition analysis and empirical studies primary focus on price

effects, theory has long recognized the importance of product and service qual-

ity in welfare analysis (Chamberlin, 1933; Abbott, 1955). A firm with market

power has the ability to cut back on other product characteristics that may ad-

versely affect consumers. In contrast, a decrease in the number of competitors

following a merger can still be beneficial to consumers if the benefit from the

improvement in product quality outweighs the loss from higher prices (Dragan-

ska et al., 2009). It is, however, less common that antitrust authorities rigorously

examine product quality dimensions: perhaps, because quality is not easier to
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define and measure empirically and lack of empirical evidence on how compe-

tition affects quality (Matsa, 2011). Despite its importance, there are few em-

pirical studies on the relation between competition and quality. Among the few

studies are papers by Mazzeo (2003) on airline service quality, Olivares and Ca-

chon (2009) on inventory, Matsa (2011) on product availability, and Bloom et al.

(2015) on hospital quality. Paper two of this thesis contributes to the literature

on non-price competition.

In light of the positive outcomes from competition, more and more coun-

tries around the world are introducing competition into public service markets.

Enhancing choice for users of public services is a popular reform model to intro-

duce market mechanism into public service markets, including health care, ed-

ucation, employment services and social care (Besley and Ghatak, 2003; Hoxby,

2003; and Musset, 2012). Advocates of the user choice reform model argue that

the introduction of market mechanism in delivering public services will pro-

duce a better match of users and providers, and incentives suppliers to provide

higher quality service. The belief is that more choice allows consumers to easily

switch between providers, which in turn puts pressure on suppliers to meet the

users’ needs.

The success of choice and competition in delivering public services depends

on a number of factors that affect the suppliers’ incentive to provide a better

option. To start with, consumers have to be aware that they have the right to

choose a provider. A consumer who has never had the right to choose a sup-

plier may not actively exercise the option to choose a better alternative. Lack

of access to information about the quality of products and services can also di-

minish consumer benefits of increased choice. Hortacsu et al. (2017) show that

in the residential electricity market information intervention to inform con-

sumers about the availability of options will benefit consumers. Chou et al.

(2014) provide evidence that publicly available information on the quality of

health care gives competitors an incentive to improve care, and this incentive

becomes stronger when competition intensifies. The third paper of this thesis

contributes to the literature on consumer choice.

Is competition always harmless to society? The administrations of many

governments have started using competing private firms for the provision of

services that have traditionally been delivered by government agencies. Private
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monitors are being used to ensure regulated entities’ compliance with law and

regulations in a wide range of areas, including food safety, pollution and traffic

safety control, product safety, medical devices, and financial accounting (Short

and Toffel, 2015).

Although delivering monitoring services via competing private firms can of-

ten be effective, such institutional arrangement needs to be designed carefully.

The challenge with using private firms in delivering monitoring services is that

increased competition between providers may motivate private monitors to re-

lax the standards of the monitoring. Given that the monitoring firms are directly

paid by the consumers who are subject to monitoring, consumers can pressure

the monitoring firms to do the inspection to their own interests, but against the

interests of the society. A good example is the credit rating industry, where credit

rating agencies rate the quality of the financial products of the issuers. In this

industry, the issuer chooses among competing rating firms and directly pays

rating agencies for their services. The issuer-pays model can give the issuers

the ability to obtain desired ratings for their financial products by threatening

to switch to a competitor.

A number of theoretical and empirical studies provide evidence on the re-

lation between competition among monitoring firms and compliance to regu-

lations. In a theoretical work, Bolton et al. (2012) show that increased competi-

tion among rating agencies facilitates a bias towards inflated ratings, leading to

a race to the bottom in rating qualities. Branco and Villas-Boas (2015) show that

more competition decreases a firm’s adherence to the rules and regulations of

the market. The authors argument is that firms become less careful in follow-

ing the rules because with more competition firms have less to lose from being

caught. Empirical evidence by Bennett et al. (2013) shows that the probabil-

ity of passing vehicle emission test increases with local competition. The first

paper of this thesis contributes to this area in the context of the motor vehicle

inspection market.

0.2 Overview of the Swedish motor vehicle inspection market

To reduce air pollution and traffic injuries, many countries have adopted regu-

lations to carry out compulsory safety and emission inspections on motor ve-
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hicles. These regulations created a multi-billion dollar industry involving hun-

dreds of millions of car owners around the world. In Sweden, car owners must

conduct road worthiness tests on their cars periodically, mostly annually.1 Be-

fore the market was deregulated in July 2010, it was a state-owned monopoly

that provided inspection services. Presently, both the state-owned firm and

other private firms provide inspection services competing for customers. Car

owners have the right to choose a station for inspection services. A car has to

pass the inspection to legally operate in the road. A failed car has to undergo a

retest after rectifying the underlying causes of the problem that led to the failed

result. To avoid financial incentives for biased monitoring, inspection stations

are only allowed to perform inspections. For example, they do not sell gasoline,

parts, nor do they provide repair services. The prices are not regulated, which

means firms can compete in price, among other things. The regulator of the

market, the Swedish Transport Agency, closely monitors the inspection firms.

The supervision includes both personal visits to the testing centers and statisti-

cal analysis of data and consumer surveys.

1 Contribution of this Thesis

The papers included in this thesis use a detailed individual and station-level

data to understand competition and consumer behavior the context of motor

vehicle inspection market. The first paper investigates if increased competition

creates a distortive incentive to the inspection firms to relax the standards of

the inspection to their customers. The second paper examines the connection

between local competition and a firm’s choice of opening hours. The third pa-

per investigates consumer choice behavior and its implications for demand and

competition. I will also quantify the consumer benefit of liberalizing the car in-

spection market.

1An owner of a non-commercial new car must undergo the first inspection when the car reaches
three years old. The second inspection when the car becomes five years old. Afterwards, the car
must be inspected annually.
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1.1 Competition Makes Inspectors More Lenient: Evidence from

the Motor Vehicle Inspection Market

How should competing monitoring firms behave when the entities that are sup-

posed to be monitored are their sources of revenue? It is well-documented that

competition produces socially beneficial outcomes. In some markets, however,

increased competition can motivate firms to deviate from regulations to retain

and attract business. A good example of this is the recent financial crises where

rating agencies gave attractive ratings to the financial products of their cus-

tomers. It is widely believed that before the financial crisis, the rating agencies

were too lenient to their customers for fear of losing them to a competitor.

In the first paper, I will examine the same topic in the context of the Swedish

motor vehicle inspection market. A car owner has the right to choose an inspec-

tion station when conducting mandatory road worthiness tests. This gives car

owners the opportunity to influence the results of the inspection by threaten-

ing to switch to a competitor. In particular, in markets where inspection firms

face intense competition, they can use less stringent inspection as a strategy

to increase their market share. This paper uses a detailed station-level panel

data for all inspection stations in Sweden to examine if stations become lenient

to their customers when they operate in highly competitive markets. The key

challenge in estimating the effect of competition is that the measures of local

competition may not be exogenous. Variations in measures of local competition

across markets can be explained by unobservable factors in the model. I will

use Differences-in-Differences and instrumental variables methods to address

the endogeneity concern. My results indicate that the probability of passing a

mandatory inspection increases with local competition. However, the results

do not stand against the virtues of competition. Nevertheless, the results call

for a closer regulatory control of inspection stations, especially those stations

that operate in markets where competition is intense.

1.2 Opening Hours and Competition: Evidence from the Motor

Vehicle Inspection Market

The second paper examines the relationship between competition and a firm’s

choice of opening hours. Although price is a central focus of empirical studies
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and antitrust authorities, the non-price dimensions of a product also have an

important effect on demand and consumer welfare. A number of theoretical

papers indicated that firms in retail industries can use service opening hours to

influence the consumers’ where to buy decisions (De-Meza, 1984; Ferris, 1990,

1991; Inderst and Irmen, 2005; Shy and Stenbacka, 2006, 2008). Empirical evi-

dence on the connection between competition and opening hours is, however,

sparse. This paper aims to fill this gap by examining the topic in the context

of the motor vehicle inspection market. Suppose that consumers have idiosyn-

cratic preferences over an ideal time to acquire inspection services, in which

case a firm can use longer opening hours to increase the probability that a con-

sumer finds his or her preferred time. Although longer opening hours attract

customers, firms also incur extra cost for maintaining expanded business hours.

Thus, a station manager’s choice has to weigh the cost of providing longer open-

ing hours against the probability of losing customers to a competitor in case of

providing shorter opening hours. Since consumers can easily switch to a com-

petitor when there are a large number of providers in the market, it is highly

likely that the incentive to provide longer opening hours increases with local

competition.

This paper uses a unique and detailed station-level panel data from the reg-

ulator, the Swedish Transport Agency. Like the concentration-price studies, the

relationship between competition and opening hours is also hampered by the

endogeneity of the measures of competition with respect to opening hours. There-

fore, I employ the instrumental variables method to account for the endogene-

ity. The results indicate that local competition positively affects opening hours.

The probability of providing services on weekends also increases with competi-

tion.

1.3 Deregulation, Choice and Competition in the Motor Vehicle

Inspection Market

The removal of the monopoly on car inspection services has brought more choice

to consumers in the Swedish motor vehicle inspection market. The deregula-

tion intends to enhance consumer benefit through lower prices, increased spa-

tial accessibility, longer opening hours, and better quality service. The success
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of the reform in benefiting the consumers, however, requires demand to be-

come more responsive with the number of providers. It is, therefore, important

to investigate consumer choice behavior to understand the nature of demand

and competition in the market.

The third paper estimates a demand model for car inspection services to ex-

amine consumer preferences for station characteristics and their implications

for demand and competition. This paper also quantifies the impact on con-

sumer welfare of deregulating the market, which is specifically attributable to

geographical accessibility to inspection stations. Using detailed individual-level

data on the station choices of more than 920 thousand car owners, I estimate

conditional and mixed logit demand models.

The results indicate that consumers put high value on proximity. I also find

that consumers respond to price, opening hours and size of the station. Price

and opening hours elasticities of demand varies between stations, where the

elasticity a station faces increases with local competition. Lastly, removing the

monopoly and the eventual improvement in spatial accessibility to inspection

services have substantially increased consumer welfare.
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Competition Makes Inspectors More

Lenient: Evidence from the Motor

Vehicle Inspection Market

with Håkan J. Holm

Abstract

We examine the impact of competition on a firm’s incentive to relax the stan-

dards of its inspection to its customers in the Swedish motor vehicle inspection

market, which is heavily regulated and consciously designed to mitigate incen-

tives to deviate from the regulations. We use a panel dataset representing 22.5

million car roadworthiness tests during the period 2010–2015. Fixed effects and

instrumental variable estimations, which are used to account for the endogene-

ity of competition, show that inspection stations that operate in highly compet-

itive markets are more lenient to their customers than stations that operate in

less competitive markets.
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tion market
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1 Introduction

Individuals and firms often pay another party to be monitored in some way.

For example, individuals pay accredited institutions to do tests to obtain driv-

ing licenses and firms buy accounting services to inspect their financial activity

and so on. In many cases, these inspection agencies are owned and funded

by the public sector and the inspection activities are carried out by civil ser-

vants. The obvious advantage of such an organization is that if the inspectors

are not corrupt, then they have no obvious incentive but to do correct and un-

biased inspections. In contrast, these organizations face no competition and

may, therefore, become inefficient and insensitive to the customers’ demand

( Stiglitz, 1986). These drawbacks have motivated some governments to have

competing private firms to do inspections in some markets. However, this is

not unproblematic since it may give the monitor incentives to do inspections in

a way that is biased and not socially desirable. It also often requires that such

private agencies are regulated and also monitored. Scandals such as the Enron

case and the loan ratings by the big credit rating firms (e.g., Standard and Poor

and Moody’s) in the sub-prime loan crisis suggest that private inspecting agen-

cies may give their customers a too lenient treatment and that the regulation

was insufficient.

Competition is one of the key ingredients to improve the quality and effi-

ciency in markets in general. A standard result in oligopoly theory states that

competition in terms of number of firms increases consumer surplus (see e.g.,

Tirole, 1988, Bresnahan and Reiss, 1991) and there is also evidence that com-

petition in terms of demand substitutability has a positive effect on productiv-

ity (Syverson, 2004). In addition, it has been shown that competition increases

quality (e.g., Mazzeo, 2003). At the same time there are mechanisms where in-

creased competition may push the inspecting agency to deviate from what is so-

cially desirable. One mechanism considered by Branco and Villas-Boas (2015)

is that firms facing hard competition have less to lose when they deviate from

regulations and will, therefore, have a higher probability to do so. Bolton et al.

(2012) demonstrate in their model of the credit ratings game that competition

allows for "ratings shopping", which results in ratings that are too high (i.e., the

understating of risks).
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A number of empirical studies support the view that competition may lead

firms monitor their customers according to some regulation to become too le-

nient. For instance, Snyder (2010) provide evidence that liver transplant centers

put relatively healthy patients in the intensive care unit to improve their own

patients’ position on the liver transplant waiting list and that this behavior was

most prominent in areas where there were many transplant centers. Further-

more, Bennett et al. (2013) show that facilities facing higher local competition

are more likely to let their customers pass emission tests compared to facilities

facing less severe competition. Hubbard (2002) examines the California vehicle

emission inspection market and provides evidence that failure rates are higher

for vehicles inspected by state officials than vehicles inspected at private firms.

In this paper, we examine the impact of competition on firms’ leniency to

their customers in the Swedish car inspection market. We think that this market

is particularly interesting to analyze for several reasons. First, it has intention-

ally been designed with concern about some of the distorting incentives that

competition could create, as documented in earlier studied markets. One im-

portant explanation to why liver transplant centers favored their own patients

was that they were able to perform more transplants (see Snyder, 2010), which

then reasonably meant increased revenues. Similarly, the explanation for too

lenient emission tests in Bennett et al. (2013) is that these facilities also provide

other profitable services in addition to emission testing, such as repairs. Hence,

the authorized facilities “trade the “high-quality" service of passing result (re-

gardless of actual emissions) for the side payment of a valuable future stream of

service and repair business worth thousands of dollars per year” (Bennett et al.,

2013, P. 2). These authors also outlined that the good intention of regulating

prices in the New York emission test market eliminates an important competi-

tion instrument for service providers.

In the Swedish car inspection market such obvious distorting incentives have

been removed because car inspection firms are not permitted to perform any

other business than to inspect cars and prices are not restricted by the regulator.

Second, Sweden belongs to the set of countries with the strongest adherence to

the rule of law.1 Hence, it may be that in countries where laws and regulations

1Sweden was ranked 3rd of all countries in the world in the rule of Law index 2015 (see the Rule of
Law Index report, 2015, by the World Justice Project).
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are expected to be followed, the implementation of regulations can avoid side

effects that are present in countries where the adherence to the rule of law is

lower. This also means that if side-effects cannot be avoided in a county like

Sweden, where the institutional structure surrounding the inspections are de-

signed to remove distorting incentives, then it is difficult to see if these side-

effects can be avoided at all. Finally, we have a relatively unique and high-

quality panel dataset at station level, which allows us to carefully study the im-

pact of competition on car inspection pass rate. The data represent all car in-

spections (22.5 million) conducted by all stations in Sweden during July 2010 to

August 2015. Furthermore, the individual-level data containing around 460,000

car owners and the respective station each owner visited allow us to measure

travel distances, reasonably approximate geographic markets and identify the

number of competitors for each station. As an alternative to the previous ap-

proach, we also use administrative boundaries (municipalities) to identify geo-

graphic markets.

Most advanced economies have regulations about motor vehicle inspec-

tions. For instance, according to EU regulations, all member states are obliged

to carry out periodic safety and emission inspections for most types of motor

vehicles. These regulations provide the basis for a multi-billion dollar industry

involving hundreds of millions of car-owners around the globe. However, there

has been a debate, especially in the United States about whether these inspec-

tions can be motivated on safety grounds (Merrell et al., 1999). This debate has

led many states to abolish safety inspections. The main reason for abolishing

inspections is that the total social cost of inspections is higher than the gains in

safety and emission reduction. One crucial condition to motivate such inspec-

tions is they are carried out efficiently and in a fair way. Despite the debate, the

size of this market, and the substantial costs imposed on car owners in terms

of money and time, there are only very few studies on this market. This paper

partly fills this gap by analyzing a rich dataset from a recently deregulated car

inspection market in Sweden where inspectors are regulated private firms.

To examine the connection between competition and car inspection pass

rate, we start with a simple correlation analysis after controlling for a set of con-

trol variables. We find a positive association between local competition and

pass rate. To address the possibility that this positive correlation is confounded
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by omitted factors, we employ two strategies. Our first strategy is to control for

station-specific factors affecting both competition and pass rate. After control-

ling for station fixed effects, we find that competition has a positive and signifi-

cant effect on the probability for a given car to pass mandatory inspection.

Our second strategy is to use instrumental variables regressions in the form

of fixed effects two-stage least squares. We use population size at a municipal-

ity level as an instrument for our measure of competition; that is the number

of competing stations in a geographic market. Because we control for station

fixed effects, the potential correlation between our instruments and factors in

the error term becomes less of a concern. Our results show that local compe-

tition has a positive and significant effect on the inspection pass rate. We find

that one additional competitor (at the median) increases the probability for a

given car to pass inspection between 0.43 and 0.86 percentage points. While

our main interest is on the effect of competition, we also find a seasonal vari-

ation in pass rates where the average pass rate during the third quarter (July,

August, and September) is much higher than the pass rate in any of the other

quarters.

Our findings are robust to using various alternative approaches to define ge-

ographic markets, and to different econometric specifications and estimation

methods. In general, our results suggest that even if the Swedish car inspec-

tion market has been carefully designed to mitigate adverse incentive effects of

competition, increased competitive pressure induces inspection stations to be

lenient to their customers. The results suggest that more effective regulatory

monitoring is required in highly competitive markets where there is a poten-

tial for deviation from regulations. Policymakers should also account for the

side-effects of increased competition in designing policies that aim to promote

competition among monitoring firms.

The rest of the paper is organized as follows. Section 2 presents a simple

theoretical model to illustrate the mechanism through which competition af-

fects pass rates. Section 3 describes the data, it also presents how a geographic

market is defined and it gives an overview of the car inspection market. Section

4 presents the specification of the model and estimation strategies. Section 5

shows our main results. Section 6 provides sensitivity analysis. Finally, section

7 presents the conclusion.
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2 Theory: Illustration of the Mechanism in a Simple Theory

To see how the passing rate may be affected by the degree of competition, we

will present a very simple toy model to illustrate a potential mechanism, that

may apply to the Swedish car inspection market. In this market, it is assumed

that each consumer demands one unit of inspection and if the owner’s car does

not pass, then one re-inspection is needed. The price of the inspection is p

and the price of re-inspection is r . The probability that a car does not pass the

inspection (hence fails) is given byσ. The costs associated with each inspection

and re-inspection are c and w , respectively. The profit function in this case can,

therefore, be described as π = (p − c +σ(r −w))D(.), where D(.) is the demand

function (which will be described below).

To specify the demand, we will use a modified version of the (price) com-

petition stage in a circular city model ( see Salop, 1979 and Tirole, 1988). Let

there be n identical firms that only differ with respect to their location. They are

distributed equidistant 1/n from one another on a circle that has a perimeter

of 1. Consumers are uniformly distributed along the circle and their number is

normalized to one. We now assume that firms have access to the same tech-

nology so that there are no differences in costs, so that ci = c and wi = w for all

i = 1,2, .....n. Furthermore, it is assumed that market prices are determined cen-

trally and are outside of the control of the local firms.2 Hence, the only thing that

the local firm can affect is the failure rate, σ ∈ (0,1), which is the probability that

a car does not pass. Now, a consumer will buy the service from the firm who of-

fers the service with lowest total expected price. Hence, a consumer located be-

tween i and i : s closest competitor at distance x is indifferent between buying at

i and the competitor if p+σi r +t x = p+σr +(1/n−x)t , where t is the (marginal)

transport cost and σ is the failing rate of the competitor. To avoid boundary

complications, we consider markets for which p − c < t (r−w)
nr < (p − c)+ (r −w).

Solving for x, we get:

x = (σ−σi )r + t/n

2t
(1)

2This partly describes the car inspection market in Sweden, where the market is served by multi-
station chain firms and the prices across stations within a chain have small variation.
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Noting that each firm has customers on both sides, we have that Di (σi ,σ) = 2x.

The profit function can, therefore, be specified as:

πi = (p − c +σi (r −w))
(σ−σi )r + t/n

t
(2)

The first order condition is given by:

∂πi

∂σi
= (σ−2σi )(r −w)r + t (r−w)

n − (p − c)r

t
= 0 (3)

This gives the best-response function:

σi =
(r −w)σ+ t (r−w)

r n − (p − c)

2(r −w)
(4)

From (4) we see that bacause we assume that there is a positive margin in

the re-inspection market, r −w > 0 and that σ ∈ (0,1), we can conclude that the

failing rate is a strategic complement in this model. Finally, to get a tractable

model we assume symmetric equilibrium so that σi =σ gives:

σ∗= t (r −w)−nr (p − c)

nr (r −w)
(5)

Note that given the previous assumption that we only consider markets for

which p − c < t (r−w)
nr < (p − c)+ (r −w), the equilibrium failing rate will be be-

tween 0 and 1. It should be clear that the equilibrium failing rate in a local mar-

ket will be decreasing in the number of firms in the market.

3 Data and Measures of Competition

This section begins with a brief description of the Swedish motor vehicle in-

spection market. In the remaining subsections, we describe the data in detail,

discuss different approaches used to measure the degree of competition among

providers and finally present a preliminary data analyses.
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3.1 Overview of the Motor Vehicle Inspection Market in Sweden

A periodic car roadworthiness test has been mandatory in Sweden since its in-

troduction in 1965. By law, vehicles are required to pass a mandatory peri-

odic3 inspection to operate legally on the road. A partly state-owned company,4

AB Svensk Bilprovning , had a monopoly right to serve the entire market until

the market deregulated in July 2010. The reform opens the door for accred-

ited private firms to provide inspection services. The primary goals of the re-

form have been to increase the competitiveness of the market and, thereby,

improve consumer welfare through increased geographical accessibility to the

service, reduced prices, better service quality and longer opening hours. To fur-

ther enhance competition, the government decided to sell part of the monopoly

company to a private firm. Accordingly, during the year 2012 one third of the

monopoly company (70 stations) was sold to a private inspection firm for a

value of SEK 375 million. During the same year, the state and the other owners

divided the remaining part of the company between themselves. After the sep-

aration, the state-owned company continues to provide services with around

90 stations holding the old company name, and the other owners left with 55

stations to operate under a new company name.

All of the companies that operate in the market need to obtain accreditation

from a government agency: the Swedish Board for Accreditation and Confor-

mity Assessment (SWEDAC). The regulator of the market, Swedish Transport

Agency, provides the rules and regulations that inspection companies should

follow such as which equipment and methods to use, and controls the com-

petence of the inspection technicians. The Swedish Transport Agency has the

responsibility to make sure the regulations are not violated by inspection com-

panies. The agency supervises the market by visiting the inspection stations

3Presently, there is a 3-2-1-1 system. This means new cars that weigh no more than 3,500 kg should
undergo their first mandatory inspection when they are three years old and the second inspection
when they are five years old. Afterwards, they must be inspected annually. Cars for commercial
use should undergo inspection every year regardless of their age.

4The state owns 52% and auto insurance companies and different associations own the remaining
48%. The auto insurance companies own 12% and include: Holmia Forsakrings AB, Folksam om-
sesidig sakforsakring, Lansforsakringar Wasa Forsakrings AB, If Skadeforsakrings AB, Trygg Hansa
Forsakrings AB. The associations include: Motorbranschens Riksforbund (12%), Motormannens
Riksforbund (5%), Motorforarnas Helnykterhetsforbund (5%), Kungliga Automobil Klubben (5%),
Svenska Taxiforbundet (3%), Sveriges Akeriforetag (3%), and Svenska Bussbranschens Riksforbund
(3%)
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and conducting statistical analysis on the information provided by the inspec-

tion firms. After the deregulation, the number of stations has been increasing

throughout Sweden. Table 1 presents the evolution of the number of stations

during the sample period. As of August 2015, there were eight companies with

a total of 422 stations for light vehicles5 inspection. This number can be com-

pared with around 190 stations at the time of the deregulation. Our dataset rep-

resents a total of nearly 22.5 million light-vehicle inspections that were carried

out by all stations in Sweden during the period July 2010 to August 2015.

3.2 Data

We use a station-level monthly panel data over the period July 2010 to August

2015. The Swedish Transport Agency provided us with a data that represent

all initial mandatory inspections (22.5 million) for vehicles under 3,500 kg con-

ducted between July 2010 and August 2015 by all licensed stations throughout

the country. The data include detailed information on the number of inspected

vehicles and the percentage of vehicles that pass the inspection at the station

level. The data also include information about each station’s date of entry and

exact address.

Our dependent variable, Passr ate, measures the fraction of total inspected

cars that pass the inspection at a given station. Our main variable of interest

is #St ati ons, which is the number of competitors that a station faces within

its geographic market. In addition to indicator variables, the model controls

for owners’ age at a municipality level. In the following section, we discuss the

different approaches that we use to identify geographic markets.

3.3 Measures of Competition

To study the effect of increased competition on pass rate, one needs to have

a plausible measure of competition. In the literature, there are several differ-

ent approaches to measure competition. In this paper, we measure competi-

tion for a given station simply by counting the number of other competing sta-

tions within the station’s predefined geographic market. An important element

5The inspection market can be categorized in terms of the weights of vehicles: light vehicles (<
3500kg ) and heavy vehicles (> 3500kg ). Light vehicle inspection accounts for 95% of the total
market. This study will focus on the light vehicle inspection market.
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Figure 1: Graphical illustration of the measure of competition: Notes: The red circle

shows the 14 km radius catchment area for Station A. Station A will have an overlapping catchment

area (at least to some extent) with the catchment area of any station within the dashed green circle in

the figure (i.e., any station within 28km radius of station A). Therefore, the measure of competition

based on 14 km radius catchment area for Station A includes all stations within a 28 km radius.

of this approach is to identify a station’s geographic market. In principle, the

geographic market for a station should include all other competing stations to

which the station reacts competitively. In the main analyses, we use the loca-

tions of stations and their customers to identify circular geographic markets. As

a robustness test, we also identify markets based on administrative boundaries

(municipalities). Below, we discuss the two alternative approaches that we use

to define circular geographic markets.

The first approach is to define circular geographic areas of equal size for all

stations. The first step is to determine a fixed radius that defines a station’s cir-

cular catchment area. We then measure competition for a station by counting

the number of other competing stations within the area double the size of the

catchment area. For example, Bloom et al. (2015) define the catchment area for

England’s hospital market using 15 km fixed radius to all hospitals.6 Bennett

et al. (2013) use 0.2-mile radius around a facility to define a circular geographic

6They define each hospital’s geographic market as a circular area with 30 km radius since a given
hospital with 15 km catchment area will have an overlapping ( at least to some extent) area with
the catchment areas of any hospitals that are less than 30 km far away.
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Table 1: Mean and median of competition measures, and total number of stations over the sample
period

Number of competitors Number of competitors

(Fixed-radius approach) (Variable-radius approach)

Year No. of stations Mean Median Mean Median

2010 190 2.5 1 2.3 1

2011 232 3.4 1 3.3 1

2012 270 5.3 2 5.6 2

2013 314 6.7 3 7.4 3

2014 380 7.9 4 8.6 4

2015 422 8.7 4 9.8 4

Table 2: Average and percentiles, station-level monthly pass rate (percentage)

Year Average 10th 25th 50th 75th 90th

2010 71.1 64.3 68 71.4 74.9 78.4

2011 69.4 62.6 65.8 69.5 73.2 77.6

2012 69.9 62.8 66.2 70 74.1 77.5

2013 70.7 62.5 66.6 70.5 74.3 77.8

2014 72.1 63.9 67.9 71.8 75.5 79.2

2015 72.9 64.4 68.4 72.7 76.6 80.2

market in the New York State vehicle emission test market. In our study, each

station’s catchment area is defined by 14 km radius.7 Since stations with over-

lapping catchment areas can be considered as substitutes in the eyes of the car

owners, we count each station’s number of competitors within 28 km (i.e., dou-

ble the catchment area). Figure 1 presents a graphical illustration of how the

geographic market is defined based on catchment area. Henceforth, we refer

to this approach as fixed-radius. While this approach is convenient, it does not

take into account variations in certain characteristics across local markets (e.g.,

differences in population density).8

The second approach tries to solve the limitations of the fixed-radius ap-

proach. This method uses the customers’ origin information to define station

714 km is the median of the distribution of the road travel distances between the addresses of
458,405 car owners and the respective station each owner visited. Using actual travel distances
to approximate a station’s catchment area partly solves the main criticism of other studies for us-
ing arbitrary radii.

8Stations in sparsely populated areas are likely to have larger geographic market size than stations
in densely populated areas. Not accounting for this variation may bias the estimates of the effect
of competition.
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Table 3: Summary statistics

Variable Mean Median Std. dev. Min Max

Passrate (fraction) 0.709 0.710 0.063 0.250 0.973

#St ati ons (Variable-radius) 6.332 3.000 9.281 0.000 55.000

#St ati ons (Fixed-radius) 6.895 2.000 10.222 0.000 50.000

#St ati ons (Municipality) 1.245 0.000 2.07 0.000 12.000

Owners age (Municipality) 51.660 52.000 1.737 47.000 58.000

Population (Municipality) 91507.180 39866.000 160532.300 2565.000 911989.000

specific catchment area (Garnick et al., 1987). The Swedish Transport Agency

provided us with data that contain detailed information about car owners’ reg-

istered addresses and the respective station that each owner visited to get an

inspection service. For our purpose, we identified the latitudes and longitudes

of the addresses of 458,405 car owners and the station that each owner visited

during the period June 2015 to September 2015. We then calculated the road

distance that each owner travels for inspection service. By utilizing the distribu-

tion of these distances at municipality level, we define catchment area for each

station.9 The catchment area for each station is defined by the travel distance

of the median customer to stations located in the focal station’s municipality.10

For example, the median customer to stations located in Stockholm munici-

pality travels 8.5 km whereas the median customer to a station located in Arje-

plog municipality travels 41 km. The relevant geographic markets for stations

in Stockholm and Arjeplog municipalities are defined as circular areas around

the stations with 17 km and 82 km radii respectively, which are double the size

of their respective catchment area. Henceforth, we refer to this approach as

variable-radius. We present our results based on both fixed-radius and variable-

radius approaches.

3.4 Preliminary Data Analysis

The number of stations in Sweden has been increasing over the sample pe-

riod. Table 1 presents the change in the number of competitors the average

9In this approach, stations in the same municipality will have equal size catchment area while sta-
tions’ catchment areas across municipalities are allowed to vary.

10We also present a robustness check by defining the catchment area using the travel distances of
the 75th percentile customer.
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Average Pass Rate (variable-radius Market size)
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Figure 2: Pass rate and competition: Note: This figure plots the mean pass rates (in per-

centage) against the number of competitors (based on variable-radius market definition) stations

face during the sample period. The number of competitors is denoted “ X ".

station faces over time. At the end of 2010 and based on the fixed-radius ap-

proach (column 3), on average, each station faced 2.5 competitors within its

geographic market, while by August 2015 this number increased to 8.7 competi-

tors. Based on variable-radius approach (column 5), the average station faces

2.3 competitors in year 2010 and increased to 9.8 by August 2015. In both ap-

proaches (columns 4 and 6), between 2010 and 2015, the median of the number

of competitors increases from 1 to 4, which is a threefold increase.

While there was an increase in the number of inspection stations over the

sample period, there was also an overall upward trend in the percentage of cars

that pass inspections. Table 2 presents the average and percentile breakdowns

of the percentage of vehicles that pass inspections over time. Out of all the in-

spected vehicles during the last six months of the year 2010, 71.1 percent passed

the inspection. At first, this percentage decreased first marginally for the year

2011, and it has been increasing for the rest of the sample period. Out of all the

vehicles inspected during January-August of 2015, 72.9 percent has passed the

inspection. In the percentile breakdowns, there are no major differences in pass

rates between the year 2010 and 2015 for lower percentiles (10th and 25th). The

pass rates for the year 2015 exceeds the pass rates of previous years for higher
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Season Avearge Pass Rate (Percentage)

Quarter1 69.7

Quarter2 71.2

Quarter3 72.3

Quarter4 70.5
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Figure 3: Average pass rate by season: Notes: This figure shows the pass rates (in percent-
age) against different seasons during the sample period from July 2010–August 2015. The sample
period is divided into four quarters: Quarter1 represents (January, February and March), Quarter2
(April, May and June), Quarter3 (July, August and September) and Quarter4 (October, November
and December)

percentiles (50th, 75th, and 90th). For example, in the year 2015, the pass rate

of stations in the 50th percentile was 1.3 percentage points higher than the pass

rate of the corresponding percentile in the year 2010. This increment is evident

in the 75th and 90th percentiles. The difference in pass rate across percentiles

for every single year has also increased over time. For example, in the year 2010,

the pass rate of stations in the 90th percentile was 14.1 percentage points higher

than the pass rate of stations in the 10th percentile. By 2015, this difference had

increased to 15.8 percentage points.

Figure 2 presents early evidence on the relationship between competition

measured by the number of rival stations and the average inspection pass rate.

In Figure 2, competition is measured based on variable-radius definition of ge-

ographic market. The number of competitors that stations face is divided into

five categories, from local monopolies to stations with greater than nine com-

petitors. During the sample period, the figure suggests that, overall, there is a

positive relationship between the strength of competition stations face and the

average pass rate. This relationship is also evident when competition is mea-

sured using the fixed-radius approach, see Figure 4 in the appendix.

Furthermore, we checked for a seasonal variation in the average pass rates.
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Figure 3 presents the average pass rate for different seasons during the sample

period. The data indicate a clear seasonal variation where the average pass rate

during the third quarter (July, August, and September) is higher than the pass

rates in any of the other seasons.

4 Empirical Strategy and Specification

We investigate the relationship between pass rate and competition with the fol-

lowing regression model:

Passr atei y t =β1 +β2(#St ati onsi y t )+β3(#St ati ons2
i y t )+β4(Owner ag emy )

+Y eary +Seasonq +Si +εi y t (6)

where Passr atei y t is the fraction of total inspected cars that pass the inspection

at station i for month t in year y. The main variable of interest is #St ati onsi y t ,

which measures the number of competitors that station i faces within its geo-

graphic market for the month t in year y . The quadratic term #St ati ons2
i y t is in-

cluded to allow for a nonlinear relationship between pass rate and our measure

of competition. Owner ag emy is the median car owner age at municipality m in

year y . The level of care that people give to their cars may differ across owner’s

age. Older people may be more associated with their cars and, therefore, can

maintain and service their cars more properly than their younger counterparts.

It can also capture if there is income difference across age groups. We include

Y eary , which is a full set of year dummies to capture common shocks to (com-

mon trends in) the pass rates of all stations. For example, aggregate time effects

can capture changes in the inspection guidelines stations are required to follow

by the regulator or the average quality of cars in the country might be improving

over time. Si denote a full set of station fixed effects that capture time-invariant

unobserved heterogeneity across stations; Seasonq denote a full set of quar-

terly seasonal dummies that capture unobserved heterogeneity that is invariant

for a given season over stations. εi y t is an error term capturing all time-varying

unobserved factors for station i in month t of year y.

The main coefficients of interest are β2, which measures how competition

affects pass rate, and β3, which captures the nonlinear relationship between
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competition and pass rate. As it turns out, the estimate of the quadratic term

parameter supports a diminishing effect of competition on pass rate.

Identification of the parameters of equation (6) by Pooled Ordinary Least

Squares (Pooled OLS) requires #St ati onsi y t to be exogenous; that is factors in

the error term that affect pass rate and station fixed effects to be uncorrelated

to the measure of competition. However, the Pooled OLS estimates of the com-

petition parameters may suffer from some degree of omitted variable bias. For

example, the quality of vehicles inspected by stations that operate in a highly

competitive environment could be on average better or worse than the qual-

ity of vehicles inspected by stations that operate in a relatively low competitive

environment. In such cases, Pooled OLS estimates can be biased.

Since we have a panel dataset, our first strategy to address omitted vari-

ables bias is to use fixed effects estimation to control for time-invariant station-

specific factors affecting both number of competitors and pass rate. The iden-

tification now moves beyond the cross-station comparison and investigates the

within-station variation further. An important factor that determines the vari-

ation in pass rates between stations is variation in average quality of inspected

cars. If these variations between stations are time-invariant (changing slowly

over time), then the inclusion of station fixed effects removes the potential bias

from unobserved heterogeneity.

While the fixed effects method removes potential bias from time-invariant

omitted variables, it may not necessarily identify the causal impact of compe-

tition on pass rate if there are time-varying uncontrolled factors. Our second

strategy is to use instrumental variables regressions. We propose the size of the

population at a municipality level as a source of variation in the number of com-

petitors stations face within their geographic market area.11 Given that car in-

spection companies in Sweden are not allowed to provide other services but car

inspection, the decision of where to locate their stations is highly dependent on

population size and/or the number of registered vehicles. Empirically, the size

of the population and the number of stations operating in a market are strongly

correlated.

Since we have included the quadratic term #St ati ons2
i y t and it is poten-

11Olivares and Cachon (2009) use population size at a market level as an instrument for the number
of car dealers in their study of the impact of competition on inventory.
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tially endogenous, we naturally need additional instruments. Consequently, we

construct the first additional instrument, denoted henceforth POP 2
my , for the

quadratic term by squaring the other instrument (population size in our case) as

discussed both in Wooldridge (2010) and Angrist and Pischke (2009). The other

source of additional instrument for the quadratic term comes from Wooldridge

(2010), who proposes using the square of the fitted values of the first stage re-

gression of #St ati onsi y t on the potential instrument and other exogenous vari-

ables in the model. To construct this additional instrument, we model the first

stage relationship between the measure of competition and population size as

follows:

#St ati onsi my t = γ1 +γ2(POPmy )+γ3(Owner ag emy )+Y eary

+Seasonq +Si +νi y t (7)

where #St ati onsi my t is the number of competitors within the geographic mar-

ket area of station i located in municipality m for the month t in year y; POPmy

is population size of municipality m in year y. After estimating equation (7) by

fixed effects, we predict the fitted values of the dependent variable and take the

square of it, denoted henceforth COM 2
i y t , to serve as the second potential in-

strument for the endogenous quadratic term.

The three potential instruments are: POPmy , population size at the munic-

ipality level, POP 2
my , the square of population size and, COM 2

i y t , the square of

the fitted values of the dependent variable in equation (7). Therefore, we have

three instruments for two endogenous variables, #St ati onsi y t and #St ati ons2
i y t .

The first stage equations in the 2SLS estimation are modeled as follows:

#St ati onsi y t = δ1 +δ2(POPmy )+δ3(POP 2
my )+δ4(COM 2

i y t )

+δ5(Owner ag emy )+Y eary

+Seasonq +Si +ζi y t (8)
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#St ati ons2
i y t =λ1 +λ2(POPmy )+λ3(POP 2

my )+λ4(COM 2
i y t )

+λ5(Owner ag emy )+Y eary

+Seasonq +Si +ηi y t (9)

Where ζi y t and ηi y t are the error terms and all the rest of the variables are as

defined as in equation (6).

5 Main Results

5.1 Fixed Effects Estimates

Table 4 presents pooled and fixed effects OLS results. The variable-radius ap-

proach is used to identify a geographic market. For an accurate statistical in-

ference, we allow for error clustering at the municipality level in all estimations

of the paper (i.e., standard errors are robust against arbitrary heteroskedasticity

and error correlation at the municipality level).12 Columns (1) - (4) of Table 4

provide OLS estimates using a varying set of control variables. The last column

presents fixed-effects OLS results.

The first column presents the Pooled OLS estimate of the linear term of com-

petition with no control variables and shows that one additional rival station in-

creases pass rate by 0.1 percentage points. Column (2) added the quadratic term

of our measure of competition. The estimates suggest that the effect of compe-

tition on pass rate is positive and marginally decreasing. Column (3) includes

year and quarterly seasonal dummies. The Pooled OLS estimates indicate that

one additional rival station (at the median) increases the pass rate by 0.17 per-

centage points.

Column (4) added additional control variable, median car owners’ age at

the municipality level. One additional competing firm (at the median) now

increases pass rate by 0.3 percentage points. To minimize potential bias from

12As discussed by Cameron and Miller (2015), the higher the size of within-cluster correlation of
regressors and errors, the higher the need to use cluster-robust standard errors. Municipality-
level clustering allows not only for within-station correlation across time periods but also for error
correlations across stations in the same municipality. If we cluster at the station level, then our
test statistics become much larger than the statistics we obtain at the municipality level.
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Table 4: Fixed effects estimation of the impact of competition on pass rate

Pooled Pooled Pooled Pooled Fixed effects

OLS OLS OLS OLS OLS

Variable [1] [2] [3] [4] [5]

#St ati ons 0.100∗∗∗ 0.203∗∗∗ 0.188∗∗ 0.326∗∗∗ 0.475∗∗∗
(0.0343) (0.0732) (0.0763) (0.0755) (0.0864)

#St ati ons2 −0.003∗ −0.003 −0.005∗∗∗ −0.007∗∗∗
(0.0018) (0.0018) (0.0017) (0.0013)

Owners age 0.828∗∗∗ 0.525∗∗
(0.1740) (0.2292)

Marginal effect

(at Median) 0.10 0.185 0.17 0.296 0.433

Year NO NO YES YES YES

Q. Season NO NO YES YES YES

Station-level

fixed effects NO NO NO NO YES

Adjusted R2 0.022 0.025 0.067 0.107 0.665

Observations 17329 17329 17329 17329 17329

Note: The dependent variable measures the fraction of total inspected cars that pass the inspection
at a given station. #St ati ons measures the number of rival stations within a certain radius around
the focal station (see subsection 3.3 for more details about how the appropriate radius is determined
for each station). Owners age is the median age of car owners at the municipality level. The unit of
observation is station-month pair for the period July 2010–August 2015. Clustered standard errors
at the municipality level are presented in parentheses (There are 229 clusters in all regressions). The
coefficients and the standard errors are multiplied by 100. *** indicates significance at 1% level, **
significance at 5% level and * significance at 10% level.

unobserved factors, column (5) reports our results with fixed effects estima-

tion. The fixed effects estimate of the competition parameter is larger than the

OLS estimate suggesting that failing to account for unobserved heterogeneity,

biases the true effect of competition downward. One additional rival station

(at the median) now increases pass rate by 0.43 percentage points, while the

transition from monopoly to duopoly increases the pass rate by 0.48 percentage

points. The unconditional mean differences presented in Figure 2 shows that

stations with local monopoly power have higher pass rate than stations facing

at most three competitors. One possible explanation for the higher pass rate in

monopoly markets could be that the average quality of cars in monopoly mar-

kets may be better than the quality of cars in areas where there are at most three

competitors, which may lead to a downward bias in our estimates. Controlling

this systematic differences through fixed effects could avoid the downward bias
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as supported by our fixed effects results.

In a regression that is not reported here, we find that the point estimates

of the competition parameters remain unchanged if we substitute monthly sea-

sonal dummies for quarterly seasonal dummies. Finally, if we estimate the spec-

ification in column (5) without controlling for year dummies, then the esti-

mated effect of competition on pass rate increases upwards by nearly 31.5%.

This tells us that if we fail to control for time fixed effects, then our estimates

would be positively biased by omitted aggregate time trend. This is likely be-

cause, during the sample period, there was an overall tendency toward higher

pass rates and an increase in the degree of competition for each provider, as

shown in Table 1 and Table 2. However, the increase in pass rate could be driven

not only by the increased competitiveness of the market but also by other fac-

tors. For example, there could be an improvement in the average quality of cars

in the country over the sample period. In our estimation, year fixed effects cap-

ture this country-level trends over time that affect pass rate.

The control variables provide some interesting results. The coefficients on

the seasonal dummies indicate that there is a variation in pass rates on a sea-

sonal basis. The average pass rate during the third quarter of the sample years

(July, August, and September) is higher than the average pass rate during any

of the other quarters of the years. The average pass rate during the third quar-

ter is 2.8 percentage points higher than the pass rate during the first quarter

(January, February, and March) and 1.8 percentage points higher than both the

second and the fourth quarters. One possible explanation would be differences

in quality of inspected cars across seasons. We also do not rule out that warmer

weather conditions may induce technicians to become more lenient to their

customers.13

Finally, the coefficient on car owners’ age reveals that older people are more

likely to pass inspection than their younger counterparts. One explanation for

this result is that older people may have higher income than younger owners

and, thus could on average own a better quality car. Another explanation is that

older people may maintain and service their cars more often than the younger

owners.

13This is not a complete explanation. In our future work, we present a detailed analysis using car
owner-level data that contain indicators on the quality of inspected cars.
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In all of these regressions above, the measure of competition, #St ati ons, is

taken to be exogenous after controlling for observed variables and time-invariant

unobserved heterogeneity. In the next section, we present the results from the

instrumental variables method to account for any potential correlation between

measures of competition and time-varying unobserved factors in the error term.

5.2 Instrumental Variables Estimates

Table 5 presents the results from the first-stage regressions of the respective

2SLS estimation results in Table 6. It can be seen in this table that population

size has a positive and highly significant effect on the number of competitors a

station faces (#St ati ons). The table also reports first stage regressions for the

quadratic term of competition (#St ati ons2). As expected, our third instrument

(COM 2), the square of the fitted values of equation (7), has a positive and statis-

tically significant effect on the second endogenous variable (#St ati ons2). We

report the Kleibergen-Paap Wald statistic14 at the bottom of Table 5 to test for

a weak instrument. Because the statistics exceed the critical values, the models

satisfy the weak-identification test.

14Weak instruments bias 2SLS estimates toward OLS (Bound et al., 1995 and Stock et al., 2002). Stock
and Yogo (2005) demonstrate that the rule of thumb based on first stage F -statistic proposed by
Staiger and Stock (1997) to test for weak instruments might not provide substantial assurance
when we have more than one endogenous variables. We use the Kleibergen-Paap Wald statistic to
test for weak instruments and the Sargan test for over-identification, both reported by the xtivreg2
command for Stata (Schaffer, 2005).
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Table 6: Fixed effects two stage least squares estimation

Fixed effects Fixed effects Fixed effects Pooled

2SLS 2SLS 2SLS 2SLS

Variable [1] [2] [3] [4]

#St ati ons 0.428∗∗∗ 0.643∗∗∗ 0.467∗∗∗ 0.553***

(0.0443) (0.1516) (0.1532) (0.1347)

#St ati ons2 −0.0065∗∗ −0.0071∗∗∗ -0.0108***

(0.0033) (0.0024) (0.0034)

Owners age 0.524∗∗ 0.985***

(0.2269) (0.2133)

Marginal effect

(at Median) 0.428 0.604 0.424 0.488

Year NO NO YES YES

Q. Season NO NO YES YES

Station-level

fixed effects YES YES YES NO

Sar g an-test

(P-value) 0.8901 0.7705 0.2367

Observations 17326 17326 17326 17326

Note: The dependent variable measures the fraction of total inspected cars that pass the inspection
at a given station. #St ati ons measures the number of competing stations within a certain radius
around a focal station. Owners age is the median age of car owners at the municipality level. The
unit of observation is a station-month pair for the period July 2010–August 2015. The first three
columns present fixed effects 2SLS regressions and the last column contain Pooled 2SLS regression
estimated using xtivreg2 and ivreg2 stata command (Schaffer, 2005; Baum et al., 2007). Clustered
standard errors at the municipality level are presented in parentheses (There are 229 clusters in all
regressions). The coefficients and standard errors are multiplied by 100. *** indicates significance
at 1% level and ** significance at 5% level.

Table 6 presents fixed effects 2SLS estimates of the impact of competition on

pass rate. The models satisfy the Sargan test for over-identification. Columns

(1), (2) and (3) show fixed effects 2SLS estimates with a different set of con-

trol variables and column (4) presents pooled 2SLS estimates. The results in

all estimations suggest that competition has a positive and statistically signif-

icant effect on pass rate. The fixed effects point estimates in column (3) sug-

gest that one additional rival station (at the median) increases pass rate by 0.42

percentage points, which is the same magnitude as the estimate from fixed ef-

fects in Table 4. The fact that fixed effects and fixed effects 2SLS yield similar

effect size of competition may suggest that the control variables of the model

and the inclusion of station fixed effects reasonably account for major potential

omitted variables bias. Column (4) reports the Pooled 2SLS results. Again the
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estimates indicate that competition has a positive and significant effect on pass

rate. Adding one additional competitor increases the pass rate by 0.49 percent-

age points.

The control variables in our preferred specification in column (3) produce

similar results as observed in the fixed effects estimation. The pass rate in-

creases with the car owners’ age. We also observed a seasonal variation in pass

rate where the average pass rate in the third quarter (July, August, and Septem-

ber) is 2.8 percentage points higher than the pass rate in the first quarter and 1.8

percentage points higher than both the second and the fourth quarters.

Overall, all of the estimation strategies and specifications give a consistent

result that competition has a positive and statically significant effect on pass

rate. The results support the predictions of our simple theoretical model that

stations become more lenient to their customers when they face increased com-

petition.

6 Robustness

6.1 Using the Fixed-Radius Approach to Identify Markets

In all of the previous analyses, competition is measured in such a way that sta-

tions in different municipalities are allowed to have different catchment areas.

For example, stations in Stockholm municipality have a catchment area of 8.5

km radius whereas a station in Arjeplog municipality have a catchment area of

41 km. In this section, we now repeat our analyses based on a fixed size catch-

ment area for all stations. We use 14 km15 to identify each station’s catchment

area regardless of where they are located. Therefore, the degree of competi-

tion that a station faces is measured by the number of other competing stations

within a circular area of 28 km radius from the focal station.

Table 7 reports the results based on our preferred specification where all of

the control variables are included. The fixed effects estimates show that compe-

tition has a statistically significant and positive effect on pass rate. Adding a rival

station (at the median) now increases the pass rate by 0.36 percentage points,

which was 0.43 percentage points with a variable-radius approach in the main

1514 km is the median of the distribution of the calculated travel distances between the locations of
around 460,000 car owners throughout Sweden and the respective station that each visited.
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Table 7: Competition and pass rate: using fixed-radius approach to identify
markets

Pooled OLS Fixed Effects OLS Fixed Effects 2SLS

Variable (1) (2) (3)

#St ati ons 0.246∗∗∗ 0.384∗∗∗ 0.340∗∗
(0.0802) (0.0909) (0.1422)

#St ati ons2 −0.002 −0.005∗∗∗ −0.004∗
(0.0020) (0.0015) (0.0025)

Owners age 0.952∗∗∗ 0.466∗∗ 0.465∗∗
(0.1781) (0.2360) (0.2348)

Marginal effect

(at Median) 0.238 0.364 0.324

Year YES YES YES

Q. Season YES YES YES

Station-level

fixed effects NO YES YES

Adjusted R2 0.134 0.135

KP rk Wald F 39.362

Sargan P-val 0.3546

Observations 17329 17329 17326

Note: The dependent variable measures the fraction of total inspected cars that pass inspection at
a given station. #St ati ons measures the number of rival stations within a 28km radius around the
focal station ( based on a catchment area of 14km radius for each station). Owners age is median
age of car owners at municipality level. All regressions control for year and quarterly seasonal dum-
mies. The unit of observation is station-month pair for the period July 2010–August 2015. Clustered
standard errors at the municipality level are presented in parentheses (there are 229 clusters in all
regressions). The coefficients and the standard errors are multiplied by 100. *** indicates signifi-
cance at 1% level, ** significance at 5% level and * significance at 10% level.

analyses. The fixed effects 2SLS estimates suggest that one additional rival sta-

tion (at the median) now increases the pass rate by 0.32 percentage points. This

result can be compared with the 0.42 percentage points that we obtained in the

main result. The results with the fixed-radius method of identifying catchment

area once again support our hypothesis that competition increases the proba-

bility for a given car to pass mandatory inspection.
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Table 8: Competition and pass rate–using municipality to identify markets

Pooled Pooled Fixed effects Fixed effects

OLS OLS OLS 2SLS

Variable [1] [2] [3] [4]

Panel A Competition variable in linear form

#St ati ons 0.099 0.348*** 0.471*** 0.537**

(0.1367) (0.1214) (0.1646) (0.2099)

Owners age 0.6334*** 0.4390* 0.4390*

(0.1997) (0.2386) (0.2368)

Adjusted R2 0.049 0.072 0.132

F-test 13.40***

Sargan P-val 0.9195

Observations 17329 17329 17329 17326

Panel B Competition variable in logarithmic form

log (#St ati ons) 0.130 0.992** 1.941*** 2.958***

(0.4722) (0.4969) (0.3720) (0.8490)

Owners age 0.6341*** 0.4312* 0.4268*

(0.2000) (0.2393) (0.2358)

Adjusted R2 0.048 0.070 0.135

F-test 13.03***

Sargan P-val 0.3248

Observations 17329 17329 17329 17326

Panel C Competition variable in quadratic form

#St ati ons -0.349 0.123 0.816*** 0.431

(0.3159) (0.3237) (0.2526) (0.7016)

#St ati ons2 0.0569* 0.0268 -0.0362** 0.0083

(0.0295) (0.0286) (0.0162) (0.0467)

Owners age 0.5963*** 0.4328* 0.4404*

(0.2032) (0.2425) (0.2355)

Marginal effect

(at Median) 0.744

Adjusted R2 0.054 0.073 0.133

KP rk Wald F 2.584

Sargan P-val 0.0064

Observations 17329 17329 17329 17326

Year YES YES YES YES

Q. Season YES YES YES YES

Station-level

fixed effects NO NO YES YES

Note: In all the three panels, the dependent variable measures the fraction of total inspected cars
that pass inspection at a given station. #St ati ons measures the number of stations within a given
station’s municipality. Owners age stands for the median age of car owners at the municipality level.
The unit of observation is station-month pair for the period July 2010–August 2015. In Panel (A)
and (B) Population size at municipality level and its quadratic term serve as instruments for the
number of stations in a market. Panel C includes additional instrument based on the first stage
regression similar to the main analyses. The first two columns contain estimates of Pooled OLS
regressions, the third contains fixed effects regressions and the last column contains fixed effects
2SLS regressions. Clustered standard errors at the municipality level are presented in parentheses
(there are 229 clusters in all regressions). The coefficients and the standard errors are multiplied
by 100. All regressions include year and quarterly seasonal dummies. In Panel (A), the measure of
competition is in linear form. In Panel (B), the measure of competition is in logarithmic form and
in Panel (C) the measure of competition is in quadratic form. *** indicates significance at 1% level,
** significance at 5% level and * significance at 10% level.
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6.2 Using Administrative Boundaries to Identify Markets

In the main analyses, we use the locations of car owners and stations to create

a circular geographic market for each station. An alternative approach is to use

administrative boundaries to identify markets. In this section, we also reesti-

mate the main regression model using municipality to identify geographic mar-

kets. The degree of competition is measured using the number of inspection

stations in the market. There are a total of 229 markets (municipalities). Table 8

reports the results. Our main variable of interest, the number of competitors in

a market, enters the model in three different functional forms: linear, logarith-

mic and quadratic form. Panel A, B, and C present the results, respectively. All of

the models satisfy the weak-identification and over-identification tests, except

the quadratic specification in Panel C.

Otherwise, these analyses again support our main findings: across most of

the different specifications for our measure of competition, we find that the

probability of passing inspection increases with local competition. The effect

of adding a rival firm on pass rate ranges from 0.35 to 0.74 percentage points.

6.3 Other Robustness Analyses

In this section, we report a range of sensitivity analyses. Table 8 reports the re-

sults of the sensitivity analyses which are based on our preferred specification,

where all of the control variables are included. For comparison purpose, the

first row of the table presents our preferred specification results, which corre-

spond to columns 4 and 5 of Table 4 and column 3 of Table 6. We report the

coefficients of the linear and quadratic terms of the competition variable. We

focus the discussion only on the fixed effects and fixed effects 2SLS estimates.

In the main analyses, the catchment area of a station is defined based on the

travel distance of the median customer in the referenced station’s municipality.

For example, the median customer for stations located in Stockholm munici-

pality travels 8.5 km. We defined the catchment area for stations in Stockholm

municipality as 8.5 km and the geographic market as a circular area of 17 km

radius (double the catchment area). We now subject the results to a robustness

test over the travel distance of the representative car owner that determines the

radii. We now define each station’s catchment area by the travel distance of the
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Table 9: Sensitivity analysis of the impact of competition on pass rate

Pooled OLS Fixed Effects OLS Fixed Effects 2SLS

Specification variable (1) (2) (3)

#St ati ons 0.326∗∗∗ 0.475∗∗∗ 0.467∗∗∗
Baseline (0.0755) (0.0850) (0.1532)

#St ati ons2 −0.005∗∗∗ −0.007∗∗∗ −0.007∗∗∗
(0.0017) (0.0013) (0.0024)

#St ati ons 0.021 0.338∗∗∗ 0.381∗∗∗
75%ile catchment area (0.0772) (0.0655) (0.1442)

#St ati ons2 0.002 −0.004∗∗∗ −0.004∗∗
(0.0014) (0.0009) (0.0019)

#St ati ons 0.473∗∗∗ 0.388∗∗∗ 0.356∗∗
Excl. local monopolies (0.0701) (0.0901) (0.1599)

#St ati ons2 −0.008∗∗∗ −0.006∗∗∗ −0.006∗∗
(0.0014) (0.0013) (0.0024)

#St ati ons 0.335∗∗∗ 0.501∗∗∗ 0.753∗∗
Excl. Year 2010 & 2011 (0.0750) (0.0942) (0.2945)

#St ati ons2 −0.005∗∗∗ −0.008∗∗∗ −0.012∗∗∗
(0.0017) (0.0014) (0.0040)

#St ati ons 0.317∗∗∗ 0.480∗∗∗ 0.418∗∗
Linear time trend (0.0746) (0.0903) (0.1548)

#St ati ons2 −0.005∗∗ −0.007∗∗∗ −0.005

(0.0017) (0.0014) (0.0028)

#St ati ons 0.251∗∗∗ 0.484∗∗∗ 0.504∗∗∗
Control variables (0.0824) (0.0853) (0.1829)

#St ati ons2 −0.004∗∗ −0.007∗∗∗ −0.008∗∗∗
(0.0016) (0.0013) (0.0028)

Logarithmic form log(#St ati ons) 0.968∗∗∗ 2.294∗∗∗ 3.014∗∗∗
(0.3269) (0.3719) (0.8667)

W/out quadratic term #St ati ons 0.144∗∗∗ 0.102∗∗ 0.216∗∗∗
(0.0379) (0.0465) (0.0639)

Note: Each entry in the table represents separate regression and presents the coefficients on the lin-
ear and quadratic terms of the measure of competition. All regressions control for year and quarterly
seasonal dummies and owners’ age. The baseline results in the first row of the table correspond to
our specification in columns (4) and (5) of Table 4 and column (3) of Table 6. The dependent variable
measures the fraction of total inspected cars that pass the inspection at a given station. #St ati ons
measures the number of rival stations within the geographic market area of the focal station. The
unit of observation is station-month pair for the period July 2010–August 2015. Clustered standard
errors at the municipality level are presented in parentheses (there are 229 clusters in all regres-
sions). The coefficients and the standard errors are multiplied by 100. *** indicates significance at
1% level and ** significance at 5% level.

75th percentile customer in their respective municipalities. For example, for

stations located in Stockholm municipality, the 75th percentile customer travels

15.5 km. This means the radius of the circular market for stations in Stockholm

municipality becomes 31 km. With this alternative definition, the median num-
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ber of competitors becomes 8 (which was 3 based on the 50th percentile). The

estimation using this alternative definition produces a positive and significant

effect of competition on the pass rate with a little reduction in the magnitude of

the coefficients.

Another potential concern that may affect the results relates to the theory

of supplier-induced demand. Vehicle inspection technicians may use their in-

formation advantage over car owners to induce individuals to demand more

inspection services than the level the owners normally demand had there been

no asymmetric information. For example, stations with local monopoly power

may intentionally fail vehicles to increase their revenue from the eventual re-

inspection that failed cars should undergo. If local monopolies practice such

behavior, then our estimates of the effect of competition on pass rate could be

biased upward. We address this concern by estimating the model on the subset

of stations with at least one competitor in their geographic market (i.e., exclud-

ing stations with local monopoly power). Competition still has a positive and

significant effect on pass rate. The fixed effects and fixed effects 2SLS point es-

timates are a little smaller than the main results.

After the market deregulated in July 2010, private firms started to enter the

market more actively in the year 2012. We reestimate the model by excluding

the observations from the early periods following the deregulation. After ex-

cluding the data for the years 2010 and 2011, the fixed effects estimates of the

competition coefficient increases slightly. The fixed effects 2SLS estimate of the

coefficient on the linear competition term increases to 0.75 from the entire sam-

ple estimate of 0.47.

In the main analyses, we control for an aggregate trend in the pass rate

through year fixed effects. Therefore, we reestimate the model substituting lin-

ear time trend variable for the year fixed effects. The point estimates are almost

unchanged by this substitution, indicating that both linear time trend and year

fixed effects are good controls for the aggregate trend in the pass rate that is not

driven by competition among providers.

We also include additional control variables in the model: mean car age and

income at municipality level and monthly inspection volume at station level. Al-

though we addressed time-invariant unobserved factors by station fixed effects,

mean car age and income may control for any systematic variation in quality of
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inspected cars across stations that may be left unaccounted. These results con-

firm that our main findings are unaffected by the presence or absence of these

control variables.

So far in the analyses, the competition variable enters the model in quadratic

functional form to account for a non-linear relationship between competition

and pass rate. An alternative way of accounting for the non-linear relationship

is to use logarithmic functional form. As it turns out, including the competition

variable in logarithmic functional form is also supported by the data. The 2SLS

estimates show that increasing the number of nearby competitors by 10% will

increase the pass rate by 0.29 percentage points. When we use the quadratic

form in the main analyses, adding one additional competitor at the median

(which, given that the median number of competitors is 3, corresponds to a 33%

increase) increases the pass rate by 0.42 percentage points. With the logarithmic

form, adding one additional competitor at the median (about 33% increase), in-

creases pass rate by 0.86 percentage points. This result indicates that the pos-

itive and significant effect of competition still persists with an alternative way

of accounting for a non-linear relationship. We also presented a result without

accounting for a non-linear relationship. The last row of Table 8 shows that the

positive association still persists but the magnitude of the effect decreases.

7 Conclusion

This paper examines whether increased competition motivates firms to relax

the inspection standards in the motor vehicle inspection market. We hypothe-

sized that increased competition can lead inspection stations to become lenient

to their customers because of the risk of losing them to their rivals. We employ

both fixed effects and fixed effects 2SLS analyses to identify the relationship be-

tween competition and the probability of passing mandatory car inspection. We

find that stations become more lenient to their customers when they face more

competitive pressure from rival stations.

Our results are robust to the different approaches that we follow to identify

geographic markets, and different model specifications and estimation meth-

ods. Given that the regulations are more compromised in more competitive

areas, and also given that limited resources are available to the regulator, our
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results propose the need for a stringent regulatory monitoring in highly com-

petitive markets where there is an increased incentive for deviations from regu-

lations.

The Swedish car inspection market is carefully designed to reduce the dis-

torting incentives that have been observed in other similar markets (e.g., sta-

tions are not allowed to provide other services like repair or car dealership ser-

vices). Furthermore, the market is closely monitored by the Swedish transport

agency, and inspection firms need to obtain accreditation from the Swedish

Board for Accreditation and Conformity Assessment. Despite all of the pre-

cautions that have been taken, competitive pressure still appears to influence

inspection firms’ compliance with regulations. If we take the findings as lower

bounds on the effect of competition on firms’ deviations from regulations, then

policies that aim to promote competition among monitoring firms need to in-

corporate this adverse side of competition in the overall analysis.

Finally, although our findings indicate the adverse side of competition on

firms’ compliance to regulations, they do not necessarily imply that deregulat-

ing the Swedish motor vehicle inspection market has not benefited consumers

in a socially desirable way. However, our results suggest that further policies that

aim to promote competition among monitoring firms (e.g., selling the state-

owned inspection company) should account for such socially undesirable ef-

fects.
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Appendices

A Pass Rate Versus Competition

Average Pass Rate (Fixed radius mkt size)
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Figure 4: Pass rate and competition: Note: This figure plots the mean of the pass rates (in

percentage) against the number of competitors (based on fixed-radius market definition) stations

face during the sample period. The number of competitors is denoted by " X ".
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Opening Hours and Competition:

Evidence from the Motor Vehicle

Inspection Market

Abstract

This paper examines the effect of competition on a firm’s choice of opening

hours in the motor vehicle inspection market. Competition affects the incen-

tives faced by inspection firms when choosing opening hours, which in turn

influences the probability that a consumer finds a more preferred service time.

I use 2SLS analyses to resolve the potential endogeneity of market entry deci-

sions. Using a detailed monthly station-level panel data for all inspection firms

in Sweden, I find that increased competition, measured using both the num-

ber of competing stations in the geographic market and the average distance

to nearby competitors, leads to longer opening hours. The probability that an

inspection station provides services on weekends also increases with local com-

petition.
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1 Introduction

A decision about opening hours is among the key choices firms make in many

service and retail industries. Prior theoretical papers have shown that firms can

use opening hours as a key strategic variable in competition (De-Meza, 1984;

Ferris, 1990, 1991; Inderst and Irmen, 2005; Shy and Stenbacka, 2006, 2008).

However, there has been no direct attempt to empirically examine how compe-

tition influences a firm’s choice of opening hours. This paper aims to empirically

investigate the effect of competition, measured using both the number of firms

in the geographic market and the average distance to nearby competitors, on a

firm’s choice of opening hours in the motor vehicle inspection market.

I focus on the demand retaining and attracting mechanisms by which lo-

cal competition influences inspection firms’ choices of opening hours. Sup-

pose consumers prefer to acquire car inspection service at their ideal (preferred)

time with an attractive price. Firms can expand opening hours as a means to in-

crease the probability that consumers find a service time that best matches their

preferred time. A firm’s choice of opening hours, however, involves an impor-

tant trade-off: although expanding opening hours attracts additional demand,

it also brings cost to the firm (e.g., utility, overtime payment...etc). When choos-

ing optimal opening hours, a station’s manager should weigh the costs of longer

opening hours against the costs of shorter opening hours. The costs associated

with having shorter opening hours will depend on the reaction of consumers

when they do not find inspection service available at their preferred time. Hav-

ing shorter opening hours becomes less costly for a firm if consumers are will-

ing to postpone or advance their transaction when the firm does not offer them

their ideal time (loyalty and lack of choice can explain such behavior). On the

other hand, when consumers do not find inspection service available at their

ideal time, they may switch to alternative providers. This behavior is likely to be

more prevalent in markets where there are a large number of service providers.

This short analysis indicates that in markets where it is easy for consumers to

switch, stations have stronger incentives to provide longer opening hours.

This paper relies on a unique data that contain monthly station-level infor-

mation on opening hours and the sales volume of all car inspection stations that

serve around 5 million cars each year in Sweden. The data set covers the pe-
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riod from March 2012 to May 2015 and includes rich information on the length

of opening hours and the number of weekends a station provides services in

a given month. One can, therefore, examine not only how long a station pro-

vides inspection services but also when a station provides the service. The data

also allows me to control for a station’s volume of inspections, which can be

a proxy for the size of the station. The data also contains the entry dates and

geographical locations of all inspection stations. Moreover, I have additional

consumer-level data that contain the locations of around 460,000 car owners

and the station each owner chose for inspection service. This information al-

lows me to determine a station’s catchment area, based on the distribution of

the distances traveled by the the station’s customers.

To examine whether competition affects a firm’s choice of opening hours,

I start the analysis by controlling for station-specific characteristics along with

chain and time dummies. The results suggest a positive and significant effect of

competition on opening hours. While the results indicate a positive association,

they may be confounded by omitted factors (e.g., a firm’s market entry decision

may depend on the capacity of the incumbent firms, which may also influence

opening hours decisions). I employ a 2SLS analysis to resolve the potential en-

dogeneity of both the number of stations in the market and the average distance

to nearby competitors. The population size at the municipality level serves to

instrument my two measures of competition. The main control variable, the

number of inspections, is also potentially endogenous with respect to opening

hours. Longer opening hours are likely to increase a station’s number of inspec-

tions. For a given station, this paper uses the average number of inspections

of those stations belonging to the same chain but located in other markets as

a predictor of that station’s volume of inspections. Because two stations that

belong to the same chain and age category are likely to have comparable sales

performance, one station’s sales performance can predict the other’s.

My results, which control for the endogeneity of market entry decisions pro-

vide evidence that competition has a positive and significant effect on a firm’s

choice of opening hours. A 10% increase in the number of competing stations

leads to a 0.74% increase in opening hours per week on weekdays and a 1.29

percentage point increase in the probability of providing services on weekends

at least once in a given month. Similarly, a 10% increase in the average distance
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to the three nearest competitors leads to a 0.48% increase in opening hours per

week and a 0.84 percentage point increase in the probability of providing ser-

vices on weekends.

This paper contributes to the scant empirical literature on competition in

opening hours. Closest to my study, Agnes and Christoph (2016) primarily ex-

amine the forms of strategic interaction in opening hours between rival firms

in the Austrian retail gasoline market. Their empirical results reject the idea of

opening hours decisions being strategic complements. Based on cross-sectional

variation, they also find that opening hours increases as distance to the closest

station decreases, but the estimation does not control for the potential endo-

geneity of distance between closest competitors. My paper uses monthly panel

data and accounts for the endogeneity of market entry decisions to identify the

empirical connection between competition and opening hours. I also measure

opening hours not only using how long a station provides services but also using

when a station provides services.

The existing theoretical literature on opening hours primarily focuses on ex-

amining the consequences of deregulating opening hours.1 In this respect, the

literature generates mixed results. Some theoretical studies find that liberaliza-

tion of opening hours in the retail industry leads to a demand shift from small

firms to large firms (Morrison and Newman, 1983; Tanguay et al., 1995). On

the other hand, Wenzel (2011) finds that deregulation of opening hours does

not necessarily favor large retail firms at the expense of independent small re-

tail firms. He shows that as long as there is a small cost efficiency difference

between the two firm types, small size independent firms can still benefit from

deregulation. Inderst and Irmen (2005) study duopolistic competition in the

retail industry where retailers can compete both in opening hours and prices.

They show that retailing firms can use opening hours as a means to differenti-

ate their products; the prices of both retailers increase following deregulation;

and both retailers are better off under the deregulation. The theoretical liter-

ature on opening hours indicates that a firm’s choice of opening hours has an

important impact on consumers’ where to buy decisions.

Opening hours can be one dimension of service quality—longer opening

1Opening hours have been regulated in the retail industries of many developed countries. In recent
years, countries are deregulating opening hours.
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hours brings cost to the firm but benefits consumers. Therefore, my work re-

lates to the empirical literature that primarily focuses on competition in service

quality. For example, Mazzeo (2003) shows that greater competition improves

on-time performance in the US airline industry. Cohen and Mazzeo (2010) an-

alyze competition and branch network expansion decision in the retail banking

market. Olivares and Cachon (2009) find that General Motors’ dealerships op-

erating in more competitive markets have larger inventories than dealerships

operating in less competitive markets. Watson (2009) finds a mixed result be-

tween competition and the variety of products that firms offer in the U.S. re-

tail market for eyeglasses. Matsa (2011) examines the effect of competition on

product availability in U.S. supermarkets and finds that increased competition

reduces shortfalls. Bloom et al. (2015) find that increased competition between

hospitals improves the quality of services as measured by the survival rate from

emergency heart attacks and by management quality.

The remainder of the paper is organized as follows. Section 2 gives a brief

description of the Swedish motor vehicle inspection market. Section 3 describes

the data and the measures of competition. Section 4 outlines the specification

of the model and identification strategy. Section 5 presents the main results. In

Section 6, I present robustness checks. Section 7 concludes.

2 The Swedish Car Inspection Market: Institutional Background

In Sweden, all car owners are required by law to periodically inspect the road-

worthiness of their cars by licensed inspection firms.2 The car inspection mar-

ket had been served by a partly state-owned monopoly inspection firm3 until

the government deregulated the market in July 2010. After the deregulation,

private inspection firms started to provide inspections. During the period of my

study (March 2012 to May 2015), seven chain companies and two single-station

companies have been serving the whole market.4

2Presently, there is a 3-2-1-1 system for non-commercial cars that weigh less than 3500 kg. This
means a new car should undergo its first mandatory inspection when the car becomes three years
old and the second inspection when it becomes five years old. Afterward, the car must be inspected
annually.

3The state owned 52% and auto insurance companies and different associations owned the remain-
ing 48%.

4One of the chain companies, Applus Bilprovning AB, sold its five stations to Dekra Bilbrovning AB
and exited the market in January 2013.
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Table 1: Mean and median of competition measures, and total number of stations over the year

No. of competitors No. of competitors Avg. distance to

No. of (Fixed-radius approach) (Variable-radius approach) nearby competitors

Year stations Mean Median Mean Median Mean Median

2012 270 6.8 3 6.5 3 28.2 25.1

2013 314 8.4 4 7.8 4 23.8 19.1

2014 380 9.8 5 8.9 5 20.5 13.1

2015 422 10.8 5 9.6 5 18.1 11.0

Notes: Distance is measured in kilometers and represents the average distance to the three nearest
competitors.

The government deregulated the market to introduce competition into the

market and improve consumer surplus through increased spatial accessibility

to stations, longer opening hours, reduced prices and better quality of services.

To promote competition between service providers, the government decided

on the divestiture of the state-owned monopoly company. Accordingly, in 2012,

around one-third of the company (70 stations) was sold to a private firm. Fur-

thermore, the state and the other co-owners divided the remaining assets of the

monopoly company between themselves and each established a separate in-

spection firm. The state owns around 90 stations retaining the old company

name, and the other owners left with 55 stations to operate under a new com-

pany name.

Inspection firms need to obtain accreditation from a government agency,

the Swedish Board for Accreditation and Conformity Assessment (SWEDAC).

The market is closely monitored by the Swedish Transport Agency, which pro-

vides the rules and regulations that inspection firms need to follow, such as

which equipment and methods to use, as well as on the competence of the in-

spection technicians. To avoid distorting incentives, the law prohibits inspec-

tion firms from providing any services other than car inspection services. After

the deregulation, the number of inspection stations has been increasing in Swe-

den. Table 1 presents the evolution of the number of stations during the sample

period. At the end of 2012, there were 270 stations that provided inspection ser-

vices. As of May 2015, a total of 422 stations were providing vehicle inspection

services.
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3 Data, Measurement and Descriptive Statistics

3.1 Data

The regulator of the market, the Swedish Transport Agency, provided me with

a unique and rich data that represent all inspection stations operating in Swe-

den. The study uses station-month level panel data that covers the period from

March 2012 to May 2015.5 The data contain detailed information on the length

of opening hours per week in a given month for each station and the number

of weekends a station provides inspection services in a given month. The data

also include the monthly number of car inspections conducted by each station.

I have information on the entry date and geographical location of each inspec-

tion station. The size of the population at the municipality level (Population) is

collected from Statistics Sweden and the total number of registered cars at the

municipality level (#Vehciles) from a government agency, Transport Analysis.

I measure opening hours for a station using two different variables. These

are the variables that the regulator of the market follows closely. The first depen-

dent variable, Weekdays, measures the total number of hours per week on week-

days a station provides services in a given month. The second dependent vari-

able, Weekend, is an indicator variable equal to one if a station provides inspec-

tion services at least once on weekends (i.e, on Saturdays) in a given month.6

The number of inspections (#Inspection) conducted at the station level serves

to control for a station size. I also control for station age (StationAge) by com-

puting the number of days from the date of entry into the market to a given

month of inspection service.7 Table 1 presents descriptive statistics for all the

variables.

5The summer months (June, July, and August) are not included in the final data set. During the
summer, a number of stations do not provide inspection services, and the opening hours of those
that provide services are irregular.

6The results are robust to defining Weekend as an indicator variable equal to one if a station provides
services at least two times on weekends in a given month.

7I use December 21, 2010 as the entry date of the stations that were owned by the monopoly com-
pany. These stations obviously were in the market before December 21, 2010. However, after the
deregulation the monopoly was reorganized and obtained a new license as of December 21, 2010.
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Table 2: Summary Statistics of Variables

Variable Mean Median Std. dev. Min Max

Outcome variables

Weekdays (hours) 49.87 50.00 7.41 13.30 78.00

Weekend (dummy) 0.39 0.00 0.49 0.00 1.00

Competition measures

Distance(Km) 22.36 15.97 22.39 0.89 137.45

#Stations (Variable-radius) 8.31 4.00 9.99 1.00 54.00

#Stations (Fixed-radius) 9.05 4.00 11.02 1.00 50.00

#Stations (Municipality) 2.69 2.00 2.35 1.00 12.00

Covariates

#Inspections 1599.00 1173.00 1334.00 3.00 9023.00

StationAge (days) 610.41 542.00 408.37 0.00 1765.00

Instruments

Population(Municipality) 97464.89 42187.00 166117.40 2565.00 911989.00

#Vehicles(Municipality) 44438.96 23449.00 65324.99 1759.00 375811.00

#OtherMktInsp 1566.48 1867.94 762.76 17.00 3907.00

3.2 Measures of Competition

This paper uses two different approaches to measure my main variable of in-

terest, local competition. The first approach measures competition at the sta-

tion level using the average distance to the three closest competitors (Distance).

The second approach measures competition using the number of competing

stations (#stations) within the station’s circular geographic market. The second

approach involves two steps. In the first step, I need to define a circular catch-

ment area for each station using information on customer flow. There are two

alternative ways of determining a catchment area. The first one uses a circular

catchment area with a fixed radius for all stations regardless of their location.

A fixed radius of 14 km is used to define each station’s catchment area.8 I refer

to this approach, as the fixed radius approach.9 While the fixed-radius method

is convenient to implement, it does not take into account potential variations

8This paper benefits from data that contains information on the locations of around 460,000 car
owners and the respective station each car owner chose for inspection service. Fourteen kilometers
is the median (50th percentile) road distance traveled by the customers at the national level.

9A number of papers use this method. For example, Bloom et al. (2015) uses a fixed radius of 15 km
to define the catchment area for the English public hospital market. Bennett et al. (2013) uses a
fixed radius of 0.2 miles to define the catchment area for inspection facilities in the New York State
vehicle emission market.
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Figure 1: Graphical illustration of the measure of competition: Notes: The red circle

shows the 14-km radius catchment area for Station A. Station A will have an overlapping catchment

area (at least to some extent) with the catchment area of any station within the dashed green circle in

the figure (i.e., any station within 28 km of station A). Therefore, the measure of competition based

on a 14-km radius catchment area for Station A includes all stations within a 28 km.

in local market characteristics and differences in attributes of stations.10 The

second method tries to resolve the limitations of the fixed radius-approach.

The second approach allows a catchment area to vary from station to sta-

tion. This method uses the distributions of the travel distance at the munici-

pality level. The travel distance of the median customer11 to all stations in a

specific municipality will determine the catchment area of all stations that are

located in that municipality.12 This method, is referred to as the variable-radius

method.

In the second step, the degree of competition faced by station i is measured

using the number of competing stations (#stations) within an area that double

10I expect that stations in densely populated areas have smaller catchment areas than stations op-
erating in sparsely populated areas. Similarly, I do not expect big size and small size stations to
have equal size catchment areas.

11The results are robust to using the 75th percentile of the travel distance to define a catchment
area.

12For example, for inspection stations in Lund municipality, the median customer travels around
19 km, whereas the median customer for stations in Stockholm municipality travels around 8.5
km.
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Table 3: Opening hours per week for stations above and below the mean com-
petition

Panel A Competition is measured using the average distance to closest competitors

Competition Average 10th 25th 50th 75th 90th

Above Mean 50.3 40 45 50 55 63

Below Mean 49.2 45 45 47 55 55

Panel B Competition is measured using the number of competing stations in a market

Competition Average 10th 25th 50th 75th 90th

Above Mean 50.9 40 45 50 55 63

Below Mean 49.5 45 45 47 55 55

the size of station i’s catchment area. For example, for stations located in Stock-

holm municipality (catchment area has a radius of 8.5 km), I measure the com-

petition for the station by counting the number of competing stations within

17 km. Doubling the catchment area is important since stations in Stockholm

municipality have to compete for customers (will have an overlapping catch-

ment area) with any station that is less than 17 km away from them. Figure 1

illustrates graphical illustration on how to define the geographic market.

Table 1 presents the evolution of my measures of competition over time. At

the end of 2012, when the distance to the closest competitors serves to measure

competition, the average station has its three nearest competitors within 28.2

km. This figure was reduced to 18.1 km at the end of May 2015. There is a simi-

lar increasing trend in local competition over time when the number of service

providers in the market measures competition. Using the variable (fixed) radius

approach, there were on average 6.5 (6.8) stations per geographic market at the

end of 2012, whereas as of May 2015, the figures increase to 9.6 (10.8) stations.

3.3 Preliminary Data Analysis

As a preliminary descriptive evidence on the relation between competition and

opening hours, Table 3 presents a comparison of opening hours per week be-

tween stations operating in markets above and below the mean level competi-

tion. Panel A and B of Table 3 show the distributions of opening hours when

competition is measured using distance and number of competitors respec-
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Average Opening Hours Per Week
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Figure 2: Opening hours by quintiles of competition: Notes: I divided my competition,

measured using the number of competitors in a market (variable radius), into quintiles from lowest

value (first) to highest value (fifth) along the x-axis. I show the average opening hours per week in a

given month in each of the quintiles on the y-axis.

Average sales volume for each competition category(Quintiles)

1 1569.94

2 1494.49

3 1585.15

4 1630.68

5 1557.73
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Quintiles  of competition measured using number of stations in a market 

Figure 3: Average number of inspections by quintiles of competition: Notes: I

divided my competition, measured using the number of competitors in the market (variable radius),

into quintiles from lowest value (first) to highest value (fifth) along the x-axis. I show the average

number of inspections per month in each of the quintiles on the y-axis.

tively. In both panels, the average and the median length of opening hours per
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Average Opening Hours Per Week

1 43.02855
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Figure 4: Opening hours by quintiles of volume of inspections: Notes: I divided

volume of inspections into quintiles from lowest value (first) to highest value (fifth) along the x-axis.

I show the average opening hours per week in a given month in each of the quintiles on the y-axis.

week are longer for stations operating in highly competitive markets than for

stations operating in less competitive markets.

Figure 2 presents the relation between competition and opening hours. The

figure divides my measures of competition (the number of stations in the mar-

ket) into quintiles and shows the average opening hours in each bin.13 The fig-

ure suggests that there is a non-monotonic association between average open-

ing hours per week and local competition. In a similar way, Figure 4 divides the

volume of inspections into quintiles and shows the average opening hours per

week in each bin. There is a clear positive association between opening hours

and volume of inspections.

To further explore the non-monotonic relation between opening hours and

competition, Figure 3 divides competition (measured using the number of com-

peting stations ) into quintiles and shows the average volume of inspections in

each bin. Figure 2 and Figure 3 indicate that differences in the stations’ average

volume of inspections across bins can explain the non-monotonic association

between opening hours and competition. In Figure 2, for example, stations in

bin two operate in a more competitive environment than stations in bin one

13Figure 5 in the Appendix presents a similar analysis when distance serves to measure competition.
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but provide on average shorter opening hours than stations in bin one. Fur-

thermore, Figure 3 shows that stations in bin one conduct on average a larger

number of inspections than stations in bin two. I observe a similar association

between stations in bin four and bin five. This is an indication that differences

in the average number of inspections between the bins can explain the non-

monotonic association between opening hours and competition observed in

Figure 2. It is, therefore, important to control for the volume of inspections in

the regression model.

4 Estimation and Identification

4.1 Econometric Framework

The goal is to examine the effect of competition on a firm’s choice of opening

hours. To do this, I estimate the following regression model:

Openi ng Hour si ct y =β1 +β2(COMPi t y )+β3(#Inspecti onsi t y )

+β4(St ati on Ag ei t y )+Y eary +Seasont +C hai nc +εi t y

(1)

Where i and c index the station and the chain respectively, t and y stand for

the month and the year respectively. Openi ng Hour s stands for either of two

of my measures of opening hours: the total number of opening hours per week

in a given month or a dummy variable which takes the value of one for provid-

ing services at least once on weekends in a given month. COMP stands for the

degree of competition the station faces measured using either the number of

competing stations (#St ati ons) or the distance to the closest competitors (Dis-

tance).

The main control variable is #Inspections, the volume of inspections, which can

capture differences in station size.14 StationAge controls for the age of the sta-

tion. To capture national shocks to (common trends in) the opening hours of all

14Syverson (2004) uses plant output as a measure of plant size in analyzing how spatial substi-
tutability affects the productivity of plants in the U.S. ready-mixed concrete industry.
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stations, I include a full set of yearly dummies, Year.15 I include Season, which

stands for monthly seasonal dummy variables, to capture, for example monthly

seasonal changes in aggregate demand. Lastly, I control for unobserved chain-

level differences such as working hours policy or differences in cost efficiency by

including a full set of dummy variables for chain types, C hai n. εi y t is an error

term that captures all unobservable factors. All the variables except the dummy

variables are included in logarithmic form.16

4.2 Identification

If inspection stations choose locations that maximize sales (profit), there may

be unobservable factors in the regression model that may affect my measures of

local competition. For example, a firm’s market entry decision depends on the

capacity of the incumbent firms, which may also influence the choice of open-

ing hours. In addition to the endogeneity of market entry decisions, one might

also worry about the endogeneity of the volume of inspections with respect to

opening hours. Longer opening hours are likely to increase a station’s volume of

inspections. This means that unobservables that affect a station’s optimal open-

ing hours will also impact the station’s volume of inspections. In the presence of

such concerns, the estimates of the coefficients of both local competition and

volume of inspections may be biased.

In order to address the potential bias in estimating the effect of competition

on opening hours, my strategy is to use 2SLS analyses. To implement IV regres-

sion, I require potential instruments for both the volume of inspections and the

measures of competition. The instruments must be correlated to the endoge-

nous variables but should not directly affect a station’s choice of opening hours.

The size of the population at th municipality level serves as an instrument for

local competition.17 The first stage analyses show that the the size of the popu-

lation of station i’s municipality is strongly correlated with the level of competi-

tion station i faces, namely, the average distance to the three closest competitors

15I also substitute monthly dummies (30 month-year dummy variables) for the yearly dummies and
the results persist.

16The logarithmic transformation builds a diminishing effect of competition on opening hours into
the model.

17Olivares and Cachon (2009) use population size as an instrument for the number of car dealers in
the market in their study of the impact of competition on inventory.
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and the number of service providers in station i’s geographic market.

For population size to serve as a valid instrument, it must not affect the

choice of opening hours through other channels, except through the variables

that are included in the regression model. One potential mechanism for pop-

ulation size to affect opening hours (other than competition) may be through

affecting a station’s volume of inspections, which I included in the regression

equation. Thus, given my control variables, it is less likely for population size

to systematically influence the opening hours through other factors in the error

term.

I propose the average volume of inspections in other markets for a given

month as a potential instrument for a given station’s volume of inspections. A

multi-station inspection firm usually operates in different counties.18 To instru-

ment for station i ′s volume of inspections in a given month, I use the average

volume of inspections (in that particular month) of other stations which belong

to the same firm and age category19 of station i , but are located outside of sta-

tion i ′s county. The idea behind this instrument is that stations that share some

‘common characteristics’ tend to have comparable sales performance, and thus

may be good predictors of each other’s volume of inspections.

Given the above potential instruments for local competition and volume of

inspections, the following first stage equations are used for the relation between

my endogenous variables and the instruments:

#COMPi mct y = θ1 +θ2(POPmy )+θ3(#Other Mkt Inspi t y )

+θ4(St ati on Ag ei t y )+Seasont

+Y eary +C hai nc +ωi t y (2)

18Sweden is divided into 21 counties and 290 municipalities.
19I divided the age of stations into five categories: less than one year old; between one and two years

old; between two and three years old, between three and four years old and more than four years
old.
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Table 4: The impact of competition on opening hours: Distance as a measure of com-
petition

Dependent Variable = ln(Weekdays) Dependent Variable = Weekend

Pooled IV Pooled IV

OLS 2SLS OLS 2SLS

Variable [1] [2] [3] [4]

ln(Di st ance) −0.034∗∗∗ −0.050∗∗∗ −0.086∗∗∗ −0.088∗∗∗
(0.006) (0.014) (0.016) (0.027)

ln(#Inspecti ons) 0.133∗∗∗ 0.115∗∗∗ 0.363∗∗∗ 0.435∗∗∗
(0.021) (0.013) (0.025) (0.047)

ln(St ati on Ag e) −0.016∗∗∗ −0.013∗∗∗ −0.034∗∗∗ −0.052∗∗∗
(0.005) (0.003) (0.010) (0.010)

Year YES YES YES YES

Season YES YES YES YES

Chain YES YES YES YES

Adjusted R2 0.5034 0.4128

Observations 9144 9136 9144 9136

Notes: ln(Weekdays) stands for the logarithm of the total weekdays’ opening hours per week in a
given month. Weekend is a dummy variable for opening at least once on weekends of a given month.
Distance measures the average distance (km) to the three closest rival stations. The unit of obser-
vation is station - month pair for the period from March 2012 to May 2015. Robust standard errors
clustered at the station level are presented in parentheses. All specifications include the control
variables #Inspections, volume of inspections; StationAge, age of station; Year, yearly dummies; Sea-
son, monthly seasonal dummies and Chain, chain type dummies. *** indicates significance at 1%
level and ** significance at 5% level.

#Inspecti onsi mct y =λ1 +λ2(POPmy )+λ3(#Other Mkt Inspi t y )

+λ4(St ati on Ag ei t y )+Seasont

+Y eary +C hai nc +ηi t y (3)

Where COMP is one of the two measures of competition, either the number

of competing stations or distance; POPmy is the population of municipality m

in year y, which serves to instrument local competition; #OtherMktInsp is the

average volume of inspections conducted by stations, that are within the same

chain and age category as station i but are located outside of station i’s county,

and serves as an instrumental variable for station i ′s volume of inspections. The

other variables are similar to those in equation 1. Except for the dummy vari-

ables Season, Year and Chain, all the other variables are in logarithmic form.
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5 Main Results

5.1 Results from OLS Estimation

The OLS estimates of Equation 1 for my two outcome variables, W eekd ay s and

W eekend , are reported in Tables 4 and 6. Columns 2 and 5 of the tables con-

tain the results. In all regressions, I correct standard errors for potential arbi-

trary heteroskedasticity and serial correlation by clustering at the station-level.

The estimates indicate that competition has a positive and significant effect on

opening hours. More specifically, decreasing the average distance to the three

nearest ompetitors (increasing competition) by 10% increases opening hours

per week on weekdays by 0.33% and the probability of providing services on

weekends by 0.82 percentage points. Similarly, increasing the number of com-

peting stations by 10% will increase opening hours per week on weekdays by

0.17% and the probability of providing services on weekends by 0.63 percentage

points. The OLS results, however, may be biased by factors unaccounted in the

regression model. To resolve the potential concern that the positive association

may be biased by omitted factors, I employ 2SLS analyses.

5.2 First Stages

Before presenting the 2SLS estimates, I present the first stage analysis. Columns

1 and 2 of Table 5 report the first stages for competition and volume of inspec-

tions respectively, where the distance to the three nearby competitors serves as

a measure of competition. Columns 3 and 4 of Table 5 show the estimates of the

first stages for competition and volume of inspections, respectively, where the

number of competing stations serves to measure competition.

The estimates of the first stage equations show that population size strongly

explains both measures of competition. As expected, the average volume of in-

spections of stations in other markets significantly predicts the volume of in-

spections for a given station. Most importantly, both instruments are power-

ful. Bound et al. (1995) and Stock et al. (2002) pointed out that weak instru-

ments lead to biased estimates. Since I have two instruments and two endoge-

nous variables, the usual F-test for a week-identification test would be mis-

leading (Stock and Yogo, 2005). I, therefore, present in Table 5 the cluster and
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Table 5: First stages

ln(Di st ance) ln(#Inspecti on) ln(#St ati ons) l n(#Inspecti on)

OLS OLS OLS OLS

Variable [1] [2] [3] [4]

ln(POP ) −0.655∗∗∗ 0.251∗∗∗ 0.429∗∗∗ 0.251∗∗∗
(0.028) (0.035) (0.029) (0.035)

ln(#Other Mkt Insp) 0.154∗∗ 0.569∗∗∗ −0.094 0.569∗∗∗
(0.065) (0.055) (0.091) (0.055)

ln(St ati on Ag e) −0.062∗∗∗ 0.131∗∗∗ 0.025 0.131∗∗∗
(0.019) (0.015) (0.023) (0.015)

KP rk stat 53.329 29.376

F -statistic 287.76 69.25 102.28 69.25

Adjusted R2 0.6246 0.5540 0.2931 0.5540

Observations 9137 9136 9137 9136

Notes: The dependent variables are specified at the top of each column. Columns 1 and 2 are the
first stages for column 2 in Table 4. Columns 3 and 4 are the first stages for column 4 in Table 6. Dis-
tance is the average distance to the three nearest competitors. #Stations is the number of competing
stations in the market. #Inspections stands for the volume of inspections. I instrument Distance and
#Stations using POP, population size at the municipality level. I instrument #Inspections for station
i using #OtherMktInsp, average number of inspections conducted by other stations belonging to the
same chain but located outside of station i’s county. Robust standard errors clustered at the station
level are presented in parentheses. I present the F -statistics for the joint significance of the two
excluded instruments. Kleibergen-Paap Wald rk F -statistics for the weak instrument test are also
reported. *** indicates significance at 1% level and ** significance at 5% level.

heteroskedasticity-robust Kleibergen-Paap F-statistics. The stock-Yogo critical

value for a model with two instruments and two regressors is 7.03 for maximum

10 percent size distortion. Since the values of the Kleibergen-Paap F-statistics,

53.33 and 29.38, well exceed the critical value, the statistical test supports the

claim that my IV estimates do not suffer a weak instrument problem.

The reduced form relation between my instruments and measures of open-

ing hours, Weekdays and Weekend, is also reported in the Appendix Table 9.

Given that the number of competing stations increases with population size,

I would expect opening hours to increase with population size. With similar

reasoning, given that the volume of inspections is positively affected by the av-

erage number of inspections in other markets (#OtherMktInsp), I also expect a

positive relation between opening hours and #OtherMktInsp. The estimates of

the reduced form indicate that both population size and #OtherMktInsp have a

positive and significant effect on the measures of opening hours.
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Table 6: Results using number of competing stations as a measure of competi-
tion

Dependent Variable = ln(Weekdays) Dependent Variable = Weekend

Pooled IV Pooled IV

OLS 2SLS OLS 2SLS

Variable [1] [2] [3] [4]

ln(#St ati ons) 0.018∗∗∗ 0.077∗∗∗ 0.066∗∗∗ 0.135∗∗∗
(0.005) (0.024) (0.015) (0.042)

ln(#Inspecti ons) 0.141∗∗∗ 0.114∗∗∗ 0.378∗∗∗ 0.434∗∗∗
(0.022) (0.017) (0.025) (0.047)

ln(St ati on Ag e) −0.016∗∗∗ −0.011∗∗∗ −0.035∗∗∗ −0.049∗∗∗
(0.005) (0.004) (0.010) (0.010)

Year YES YES YES YES

Season YES YES YES YES

Chain YES YES YES YES

Adjusted R2 0.4785 0.4023

Observations 9144 9136 9144 9136

Notes: ln(Weekdays) stands for the logarithm of the total weekdays’ opening hours per week in a
given month. Weekend is a dummy variable for providing service at least once on weekends of a
given month. #Stations stands for the number of competing stations. The unit of observation is
station-month pairs for the period from March 2012 to May 2015. Robust standard errors clustered
at the station level are presented in parentheses. All specifications include the control variables:
#Inspections, volume of inspections; StationAge, age of the station; Year, yearly dummies; Season,
monthly seasonal dummies and Chain, chain type dummies. *** indicates significance at 1% level
and ** significance at 5% level.

5.3 Results from IV Estimation

Columns 2 and 4 of Table 4 present my main 2SLS second-stage results when

distance is used as a measure of competition. I find that decreasing the aver-

age distance to the three nearest competitors (increasing competition) by 10%

(which corresponds to 2.2 km, given the average distance of 22.36 km in my

data), leads to a 0.48% increase in opening hours per week on weekdays, and

a 0.84 percentage point increase in the probability of opening on weekends.20

The results are statistically significant at the 1% level.

Columns 2 and 4 of Table 6 report the 2SLS estimates when I use the number

20The descriptive statistics in Table 1 show that the average opening hours per week on weekdays
is 49.87 and the probability for a station to provide service at least once on weekends in a given
month is 39%. If I use the averages as baselines, a 10% (2.2 km) decrease in the average distance
to the three nearest competitors leads to an increase by 14.36 minutes in the opening hours per
week and a 2.15 percentage point increase in the probability of providing services at least once on
weekends in a given month.
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of competing stations to measure competition. The results show that increas-

ing the number of competing stations by 10% (which corresponds to adding

0.83 station, given that the average number of competitors per market is 8.3),

leads to a 0.74% (which, given the mean opening hours in my data, corresponds

to about 22 minutes) increase in opening hours per week on weekdays, and a

1.29 percentage point increase in the probability of opening at least once on

weekends for a given month.

The control variables also reveal some results. The 2SLS point estimates of

the volume of inspections coefficients are positive and statistically significant

at the 1% level, suggesting that both Weekdays and W eekend increase with the

volume of inspections. A 10% increase in the volume of inspections translates

into a 1.14% increase in opening hours per week on weekdays and a 4.14 per-

centage point increase in the probability of opening on weekends.

Overall, the results provide evidence that competition has a positive and sta-

tistically significant effect on opening hours. Competition tends to create in-

centives for inspection firms to expand their opening hours on weekdays and to

provide services on weekends. In the next section, I present a robustness analy-

sis.

6 Robustness Checks

6.1 Using Municipality Boundaries to Identify Markets

In the main analyses, the locations of each station’s customers were used to

identify a circular catchment area. An alternative way of identifying the geo-

graphic markets is to use administrative boundaries. As a robustness check on

the main findings, I re-estimate the main regression model using administra-

tive boundaries of the municipalities to determine the geographic markets. The

number of competing stations within a municipality is used as the measure of

competition. Tabel 7 presents the results. Both the OLS and IV estimates show

that my results are robust to the alternative method of defining a market. Com-

petition is positively and significantly related to the opening hours during week-

days and the likelihood of providing services on weekends.
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Table 7: The impact of competition on opening hours: Using municipality to identify
markets

Dependent Variable = ln(Weekdays) Dependent Variable = Weekend

Pooled IV Pooled IV

OLS 2SLS OLS 2SLS

Variable [1] [2] [3] [4]

ln(#St ati ons) 0.033∗∗∗ 0.070∗∗∗ 0.102∗∗∗ 0.123∗∗∗
(0.008) (0.021) (0.026) (0.039)

ln(#Inspecti ons) 0.140∗∗∗ 0.101∗∗∗ 0.377∗∗∗ 0.412∗∗∗
(0.023) (0.017) (0.024) (0.057)

ln(St ati on Ag e) −0.016∗∗∗ −0.008∗∗ −0.034∗∗∗ −0.043∗∗∗
(0.005) (0.004) (0.011) (0.011)

Year YES YES YES YES

Season YES YES YES YES

Chain YES YES YES YES

Adjusted R2 0.502 0.424

KP rk Wald F 40.43 40.43

Observations 9144 9136 9144 9136

Notes: ln(Weekdays) is the logarithm of the total weekdays’ opening hours per week in a given
month. Weekend is a dummy variable for opening at least once on weekends of a given month.
#Stations measures the number of competing stations at the municipality level. The unit of obser-
vation is station - month pairs for the period from March 2012 to May 2015. I instrument #Stations
using population size at the municipality level. I instrument #Inspections for station i using the av-
erage number of inspections conducted by other stations belonging to the same chain but located
outside of station i’s county. Robust standard errors clustered at the station level are presented in
parentheses. All specifications include: #Inspections, monthly volume of inspections; StationAge,
age of a station in terms of number of days; Year, yearly dummies; Season, monthly seasonal dum-
mies: and Chain, chain type dummies. *** indicates significance at 1% level and ** significance at
5% level.

6.2 Other Robustness Analyses

This section presents the results of a number of robustness checks. Table 8

presents the results of the sensitivity analyses, where each entry represents a

separate regression and contains the estimates of the coefficients on competi-

tion and volume of inspections. The first row contains the baseline pooled 2SLS

results.

Using alternative instrument for measures of competition. In the main analy-

ses, population size at the municipality level serves as an instrumental variable

for my measures of competition. Here, I experiment with an alternative instru-

ment, the number of registered cars at the municipality level. The results are

presented in the second row of the table. Competition has a positive and signif-
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icant effect on opening hours.

Defining the catchment area using the 75th percentile on the travel distances.

One concern about the geographic market definition was that I use the travel

distance of the median customer to identify a station’s catchment area. Now,

the travel distances of the 75th percentile customer define a station’s catchment

area. The results are presented in the third row. The coefficient on competition

when the dependent variable is Weekdays increases to 0.16 (baseline result was

0.08). When the dependent variable is Weekend, the coefficient on competition

increases to 0.27 (baseline result was 0.14). These support the robustness of the

main results to the alternative way of identifying a catchment area.

Fixed radius catchment area. In the main analyses, catchment areas were

allowed to vary by station based on the customer flow for the station. An al-

ternative to this approach in the literature is the fixed-radius approach, which

gives equal size circular catchment areas to all stations regardless of their loca-

tions and sizes. Here, the travel distance of the median customer at the national

level (14 km) serves to identify all stations’ catchment areas. Row 4 presents the

results. The coefficients on competition are still positive and significant at the

1% level with little difference in the magnitudes.

Opening at least two times on weekends for a given month as a dependent

variable. One of my dependent variables, Weekend, is a dummy variable which

takes the value of one when service is provided at least once on weekends (i.e.,

on Saturdays) for a given month. Here, instead Weekend is defined as a dummy

variable which takes the value of one for providing service at least twice on

weekends for a given month. Row 5 presents the results. The coefficient on

competition measured using the average distance to nearby competitors be-

comes -0.15 (the main result was -0.09). The coefficient on competition mea-

sured using the number of competing stations increases to 0.23 (the main result

was 0.14). These results based on the alternative definition strengthen the main

results that the probability of providing service on weekends increases with lo-

cal competition.

Including station fixed effects. So far the parameters of interest are identified

based on cross-sectional variation. Now, the regression model is re-estimated

after controlling for station fixed effects. The last row presents the results. When

the dependent variable is Weekdays, controlling for station fixed effects increases
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Table 8: Sensitivity analysis of the impact of competition on opening hours

2SLS 2SLS 2SLS 2SLS

W eekd ay s W eekd ay s W eekend W eekend

Specification Variable (1) (2) (3) (4)

COMP −0.050∗∗∗ 0.077∗∗∗ −0.088∗∗∗ 0.135∗∗∗
Baseline (0.014) (0.024) (0.027) (0.042)

#Inspecti ons 0.115∗∗∗ 0.114∗∗∗ 0.435∗∗∗ 0.434∗∗∗
(0.013) (0.017) (0.047) (0.047)

COMP −0.051∗∗∗ 0.082∗∗∗ −0.089∗∗∗ 0.143∗∗∗
Number of vehicles (0.015) (0.026) (0.028) (0.045)

#Inspecti ons 0.116∗∗∗ 0.116∗∗∗ 0.436∗∗∗ 0.437∗∗∗
(0.013) (0.017) (0.047) (0.046)

COMP 0.155∗∗∗ 0.271∗∗∗
75%ile catchment area (0.052) (0.097)

#Inspecti ons 0.088∗∗∗ 0.388∗∗∗
(0.030) (0.064)

COMP 0.059∗∗∗ 0.103∗∗∗
Fixed radius catchment area (0.017) (0.031)

#Inspecti ons 0.114∗∗∗ 0.433∗∗∗
(0.014) (0.046)

COMP −0.149∗∗∗ 0.229∗∗∗
At least 2 times on weekends (0.025) (0.046)

#Inspecti ons 0.292∗∗∗ 0.289∗∗∗
(0.047) (0.057)

COMP −0.183 0.203 −0.333∗∗ 0.370∗∗
Station fixed effects (0.137) (0.147) (0.146) (0.155)

#Inspecti ons 0.084∗∗∗ 0.074∗∗∗ 0.384∗∗∗ 0.367∗∗∗
(0.022) (0.018) (0.058) (0.054)

Notes: The dependent variables are specified at the top of each column. Each entry in the table
represents a separate regression and presents the estimates of the coefficients on competition and
the volume of inspections. Columns 1 and 3 present results when distance serves to measure com-
petition. Columns 2 and 4 report the results when the number of rival stations serves as a measure
of competition. The baseline results in the first row of the table correspond to my specifications in
columns (2) and (4) of both Tables 4 and 6. Robust standard errors clustered at the station level are
presented in parentheses. *** indicates significance at 1% level and ** significance at 5% level.

the standard errors of the competition parameters substantially (more than 500%

and 850%). This substantial increase in the standard errors of the competition

coefficients may suggest that the variation in the data may not be enough for

a within-station variation identification strategy. My results, therefore, rely on

cross-sectional variation to identify the parameters of interest.

The effect of competition on weekend openings, however, is still positive

and significant at the 5% level after controlling for station fixed effects. In fact,

the magnitude of the effect of competition increases substantially, to -0.33 (from
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the baseline result of -0.09) when distance serves to measure competition and

to 0.37 (from a baseline of 0.14) when the number of competing stations serves

to measure competition.

7 Conclusion

This paper examines whether competition can increase service opening hours.

Firms, particularly in service and retail industries, can expand opening hours

to offer their customers more flexible service time, which will have an impor-

tant impact on consumers’ where to buy decisions. Although the existing theo-

retical literature indicates the strategic importance of opening hours choice in

attracting customers, empirical evidence for the effect of competition on open-

ing hours is sparse. This paper fills this gap by analyzing how local competition

affects a firm’s choice of opening hours in the context of the motor vehicle in-

spection market. This article uses a unique station-month level panel data set

that includes rich information on all car inspection stations in Sweden.

After controlling for the endogeneity of market entry decisions and sales

volume, I find that stations offer longer opening hours and the probability of

providing services on weekends also increases as stations face stronger compe-

tition. The results also show that large stations provide longer opening hours

than small stations.

The results are robust to different model specifications and different mea-

sures of local competition. The findings of this paper will be important for com-

petition authorities and courts in competition law enforcement. While in prin-

ciple competition policy is believed to consider both price and non-price fac-

tors that influence consumer welfare, competition authorities tend to focus on

price effects in competition analysis. One reason could be the lack of empirical

evidence on how the non-price attributes of a product react to competition in a

particular market. Using a unique data set in the motor vehicle inspection mar-

ket, I provide strong empirical evidence that consumers enjoy expanded open-

ing hours and weekend service in markets where local competition is intense.
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Appendices

B The reduced form of the 2SLS regressions

Table 9: Reduced form of the two-stage least squares regressions

Dependent variable =l n(W eekd ay s) Dependent variable = W eekend

Pooled Pooled

OLS OLS

Variable [1] [2]

ln(Popul ati on) 0.062∗∗∗ 0.167∗∗∗
(0.011) (0.017)

ln(#Other Mkt Insp) 0.057∗∗∗ 0.234∗∗∗
(0.010) (0.038)

ln(St ati on Ag e) 0.006∗∗ 0.011

(0.003) (0.009)

Year YES YES

Season YES YES

Chain YES YES

Adjusted R2 0.279 0.227

Observations 9137 9137

Notes: The dependent variables are specified at the top of each column. ln(Weekdays) is the loga-
rithm of the total weekdays’ opening hours per week. Weekend is a dummy variable for opening at
least once on weekends of a given month. Popul ati on is population size at the municipality level
and instruments measures of competition. #Other Mkt Insp is the volume of inspections by sta-
tions belonging to the same chain but located in other markets and serves to instrument volume of
inspections. Robust standard errors clustered at the station level are presented in parentheses. All
columns include all the control variables of the second stages of the 2SLS regressions. *** indicates
significance at 1% level and ** significance at 5% level.
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C Opening hours versus distance to nearby competitors

Average Opening Hours Per Week per Quartile

1 50.96991

2 50.14381

3 50.1661

4 50.98426

5 46.89323
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Figure 5: Average Opening hours by quintiles of competition: Notes: I divided my

competition, measured using the average distance to three nearby competitors, into quintiles from

lowest value (fifth) to highest value (first) along the x-zxis. I show the average hours of opening per

week on weekdays in each of the quintiles on the y-axis.
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Deregulation, Choice and

Competition in the Motor Vehicle

Inspection Market

Abstract

I estimate a demand model for car inspection services to investigate car own-

ers’ choice of stations and its implications for competition, and to evaluate the

impact on consumer welfae of removing the state monopoly on inspection ser-

vices. Using detailed data on car owners’ choices of station in the Swedish mo-

tor vehicle inspection market, I find that car owners are willing to pay SEK 41

or 9% more than the average price to avoid traveling one additional kilometer.

Consumers are also found to respond to price, opening hours, and the size of

the station. Stations that face more competitors also face more elastic demand

with respect to price and opening hours. Improvement in spatial accessibility to

stations following the removal of the monopoly increases welfare to the average

consumer by SEK 100.

Keywords: choice, deregulation, consumer welfare, demand elasticity, motor ve-

hicle inspection market
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1 Introduction

Governments in several countries have adopted reforms that provide greater

choice for users of public services (Besley and Ghatak, 2003; Hoxby, 2003; Mus-

set, 2012). Governments are also turning to competing firms to provide services

that have traditionally been provided by government agencies (Short and Tof-

fel, 2015). An important motivation of such reforms is to create demand-side

incentives for service providers to compete for customers by offering attractive

options, implicitly assuming that the ability of consumers to swich providers

will discipline firms.

With similar motivation, the Swedish government recently removed the mon

opoly on car roadworthiness testing services. Before July 2010, roadworthiness

inspection services were solely provided by a state-owned monopoly firm. Be-

ginning July 2010, the market has been opened for new entrants and presently

both the state-owned firm and other private firms provide car inspection ser-

vices, competing for customers. Besides improving spatial accessibility to in-

spection stations, the other goals of the reform were to encourage greater price

competition, and improve service quality and opening hours. A prerequisite for

these desirable outcomes is that car owners’ choices of a station be influenced

by price and other non-price attributes. This paper investigates consumer pref-

erences for station characteristics and their implications for demand and com-

petition, and evaluates the impact of eliminating the state monopoly on con-

sumer welfare specifically attributable to spatial accessibility.

Using the station choices by more than 920,000 car owners in Sweden in

2017, I estimate conditional and mixed logit demand models for inspection ser-

vices. The estimated model is used to answer the following questions: (1) How

do distance, price, opening hours, station size and other service characteristics

affect the choice of station? This enables me to quantify consumers’ valuations

of the attributes of stations (2) How much have consumers benefited from im-

proved geographical accessibility? and (3) How does the degree of competition

between stations affects the demand elasticities of price and opening hours?

This paper uses a unique individual-level data that contain detailed infor-

mation about car owners and the characteristics of all inspection stations. The

data was provided to me by the regulator of the market, the Swedish Transport
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Agency. For each station, the dataset contains rich information on the price

of inspection, opening hours, monthly sales volume, whether the station pro-

vides drop-in service, ownership type, and the exact address where the station

is located. For each car owner, the dataset also includes individual-level infor-

mation on the exact address where the owner lives, which station s/he chose for

inspection service, gender of the owner, age of the car, and whether the owner

drives environmentally friendly car.

As with other spatially differentiated markets, I find that car owners put high

value on proximity when choosing their preferred station, indicating that loca-

tion is an important source of product differentiation. More specifically, owners

are willing to pay SEK 41 or 9% more than the average price to avoid traveling

one additional kilometer. Car owners are also more likely to choose a station

with lower price and longer opening hours. The findings show that the aver-

age (median) elasticity of demand with respect to price is -0.91 (-1.02), whereas

the average (median) elasticity of demand with respect to opening hours is 0.37

(0.44). The estimated demand elasticities vary between stations: stations that

operate in highly competitive environments face higher demand elasticities,

lending support to the notion that increased competition creates demand-side

incentives for providers to meet consumers’ needs.

As expected, the estimates indicate that competition decreases the likeli-

hood of a station’s being chosen. I also find that consumers attach a value of

nearly SEK 43 to drop-in service. Consumers also value purchasing the service

from state-owned stations by nearly SEK 34 more than purchasing the service

from privately owned stations, indicating that either consumers attach value to

the name of the state-owned incumbent company or the state-owned stations

have unobserved attributes that are attractive to consumers. The findings also

show that consumers have a preference for stations located in their own munic-

ipality than for stations located outside of their municipality.

Lastly, I examine the impact of abolishing the state monopoly on consumer

welfare specifically attributable to improvement in the geographical accessibil-

ity to the stations. The number of stations increased from around 190 to 459

following the deregulation of the market and eventual entrance of private firms.

Consequently, the distance to the nearest station decreased by 2.4 km for the

average consumer. My welfare estimates indicate that the average consumer
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gained around SEK 100 in welfare from the improvement in spatial accessibility.

The results of this paper indicate that even in markets where prices increased,

spatial and other improvements in service attributes are essential to completely

understand the welfare effects of changes in a market.1 Since consumers value

different characteristics of providers other than price, the welfare analysis could

be biased if it fails to incorporate the non-price effects of market changes.

Many countries have regulations to carry out saftey and emision inspections

for most types of motor vehicles. These regulations have created a multi-billion

dollar industry involving hundreds of millions of car owners around the world.

To the best of my knowledge, this paper is the first study to model demand for

motor vehicle inspection services. My paper is part of the empirical industrial

organization litraure that uses individual-level data to estimate demand mod-

els. This method is widely used to evaluate policy reforms that provide users of

public services more choice of provider in health care (e.g., Beckert et al., 2012;

Varkevisser et al., 2012; Gaynor et al., 2016; Santos et al., 2017), as well as in

education (e.g., Hastings et al., 2005). These papers examine whether demand

responds to quality in a setting where price is regulated. My demand analy-

sis controls for price competition between providers. My paper is also broadly

related to the literature on consumer choice in spatially differentiated markets

(e.g., Thomadsen, 2005; Davis, 2006; Houde, 2012).

This paper is structured as follows. Section 2 describes the institutional fea-

tures of the Swedish motor vehicle inspection market, Section 3 introduces the

data, Section 4 presents the econometric strategy, and Section 5 presents the

main results and welfare analyses. In Section 6, I carry out robustness analyses.

The last section concludes.

2 The Swedish Car Inspection Market: Institutional Background

In Sweden, all car owners are required by law to periodically2 inspect the road-

worthiness of their cars by licensed inspection firms. Until July 2010, a state

1Compared to the pre-deregulation period, the average price for car inspection service in Sweden
has increased by SEK 150.

2Presently, there is 3-2-1-1 system for non-commercial cars. This means, a new car should undergo
the first mandatory inspection when it is three years old and the second inspection when it is
five years old. Afterwards, the car must be inspected annually. Commercial cars should undergo
inspection every year regardless of their age.
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owned monopoly was responsible for the provision of inspection services.3 Be-

ginning in July 2010, the government deregulated the car inspection services

and opened the market to private inspection firms. To promote competition

between service providers, in 2012 the government sold around 70 stations of

the monopoly to a private firm. Furthermore, the state and the other co-owners

agreed to split the remaining assets of the monopoly between themselves; each

established a separate inspection firm. After the separation, the state owns

around 90 stations and has continued operating under the old company name.

The other co-owners left, operating 55 stations under a new company name.

Before the deregulation, there were around 190 state-owned stations, provid-

ing services around the country. At the end of April 2017, a total of 459 stations

owned by eight firms were providing inspection services throughout the coun-

try.

Car owners have the right to choose which station to visit for inspection.

A vehicle has to pass the mandatory inspection to legally operate on the road.

Cars that fail inspection have to be fixed and re-inspected within a time period

set by the inspecting firm. Inspection firms need to obtain accreditation from

a government agency, the Swedish Board for Accreditation and Conformity As-

sessment (SWEDAC). The market is closely monitored by the Swedish Transport

Agency, which sets the rules and regulations that inspection firms need to fol-

low, such as what equipment and methods to use, as well as on the competence

of the inspection technicians. To avoid distorting incentives, inspection firms

are not allowed to provide any services other than car inspection services. Price

is not regulated, thus firms have the right to set the prices for their services.

3 Data and Descriptive Statistics

I use individual-level data from the Swedish Transport Agency on all mandatory

car inspections conducted by all inspection stations that operated in Sweden

from January 2017 to April 2017. This study focuses on station choices by indi-

viduals who own passenger cars and light trucks that weigh less than 3500 kg,

so the dataset excludes vehicles owned by organizations and vehicles that weigh

3The state owns 52% and different associations and insurance companies own the remaining 48%.
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more than 3500 kg.4 I further exclude station choices made by car owners for re-

inspection services.5 The final sample of the study contains station choices by

922,856 individuals at 452 stations operating throughout Sweden.6

For each car owner, the dataset provides detailed information on which sta-

tion was chosen for the inspection, the gender of the owner, the age of the car,

the exact address at which the the owner lives, and whether the car is environ-

mentally friendly.7 The dataset also contains rich information on the main char-

acteristics of the stations. I know, for each station, the price of the inspection

service, the number of opening hours per week in a given month, ownership

type and whether the station provides drop-in service.8 The dataset contains

the market entry date of each station, which allows me to control for station

age. As a proxy of station size, I use a station’s average sales volume in the last six

months of 2016. To capture proximity to an inspection station of a car owner’s

home, I compute straight-line distances using the geographical coordinates of

the location at which the car owner lives and the locations of all stations pro-

viding inspection services. Finally, the degree of competition a station faces is

measured in two ways, using the number of service providers in the station’s

geographic market9 and distance to nearby competitors.10

3.1 Descriptive Statistics

Table 1 presents descriptive statistics of the characteristics of the inspection sta-

tions and car owners. Most car owners are male (65.3%). The average owner

4The price of inspection services for a vehicle that weighs more than 3500 kg is different from the
price for a vehicle that weighs less than 3500 kg.

5If a car fails an initial inspection, a re-inspection is required by law. I exclude station choices for
re-inspection because the price is different from an initial inspection.

6I drop seven stations without opening hours data. These are termed “mobile” stations, which pro-
vide limited hours of services in some days of the month, based on the number of pre-booked cus-
tomers. Only 1,733 car owners chose these stations and were thus excluded from the final dataset.

7A car is considered to be environmentally friendly if it is exclusively powered by renewable fuels or
possesses a system for any form of clean fuel alternative in addition to fossil fuels.

8There are some stations that provide only pre-booked inspection services. The prices for pre-
booked and drop-in services are different. Since the data can not tell me whether an individual
visits a station with pre-booked appointment or not, I use the price for pre-booked services in this
study. However, the prices for pre-booked and drop-in services are positively correlated (ρ = 0.71).

9I use the actual travel distances of a station’s customers to approximate the station’s catchment
area.

10Three versions: distance to the nearest, average distance to the two nearest and average distance
to the three nearest.
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Table 1: Summary Statistics of Variables

Variable Mean Median Std. dev. Min Max N

Station Characteristics

Price 450.078 450 33.545 299 750 452

Opening Hours (per week) 47.766 45 6.343 13.5 76 452

Station age (days) 1584.318 1812.5 723.4 3 2476 452

Salesa (No. of inspected cars) 797.668 603.988 608.538 53.667 3825.167 452

Pass rateb 0.749 0.741 0.053 0.565 0.882 452

Drop-in service 0.887 1 0.317 0 1 452

State owned 0.199 0 0.4 0 1 452

No. of competitors within a market 3.708 3 2.789 1 16 452

Distance to nearest station (km) 10.232 2.891 15.411 0.083 92.293 452

Avg. Dist. to 2 nearest stations (km) 13.243 5.556 16.728 0.270 95.756 452

Avg. Dist. to 3 closest stations (km) 15.869 8.440 18.007 0.876 110.060 452

Car owners characteristics

female 0.347 0 0.476 0 1 922856

Car age (days) 4474.263 4104 2182.897 368 29305 922856

Green car 0.079 0 0.27 0 1 922856

Own municipality (chosen station) 0.787 1 0.41 0 1 922856

Distance to chosen station (km) 9.326 5.156 11.033 0.008 330.069 922856

Notes: a the average number of inspected cars in the last six months of 2016. b the average pass rate
in the last six months of 2016.

drives a car that is 4,474 days old. About 78.7% choose a station located in their

own municipality. Nearly 7.9% drive environmentally friendly cars. There is

considerable variation in the distances car owners travel for inspection service:

the average car owner travels 9.3 km but one-half of the car owners travel no

more than 5.2 km. Figure 1 shows the whole distribution of travel distances to

the chosen stations, it indicates that the majority of car owners chose a station

within a reasonable distance from their home.

On the service providers’ side, the average station charges SEK 450, is 1,584

days old,11 and provides 47.8 hours of services per week on weekdays. There are

a total of 90 state owned stations. The sales volume varies considerably between

stations, with the average station conducting 797 car inspections per month.

The fraction of cars that pass inspection (pass rate) varies. The mean pass rate

11I use December 21, 2010 as the entry date of those stations that were owned by the monopoly
company and were later partly sold or transferred to private firms. These stations obviously were
in the market before December 21, 2010, However, after the deregulation of the market, the pre-
vious monopoly company was reorganized and obtained a new license as of December 21, 2010.
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Table 2: Distribution of Distances to the Nth Nearest Stations

Variable Mean Median P90 Std. dev. Min Max

Distance to the nearest 6.558 3.121 16.400 7.979 0.006 146.150

Distance to the 2nd nearest 13.036 7.656 30.458 14.239 0.075 178.689

Distance to the 3r d nearest 18.301 12.669 40.708 18.673 0.443 216.301

Distance to the 4th nearest 22.782 17.910 46.794 21.506 1.043 259.743

Distance to the 5th nearest 28.685 23.065 56.487 26.496 1.416 321.509

Distance to the 6th nearest 32.937 27.002 64.125 29.106 2.018 324.923

Distance to the 7th nearest 36.457 29.527 71.961 31.016 2.752 324.931

Distance to the 8th nearest 39.836 32.266 77.327 33.140 3.300 328.339

Distance to the 9th nearest 43.363 35.336 88.602 35.482 4.085 330.602

Distance to the 10th nearest 46.130 37.852 95.835 36.648 4.985 331.479

is 74.1%. The average station has its nearest competitor at a distance of 10.2 km,

whereas each station has two competitors on average within 13.2 km and three

competitors within 15.9 km. We also see that there are 3.7 service providers in

the average station’s geographic market.

Lastly, to get a sense of whether car owners bypass their nearest station, Fig-

ure 2 presents the percentage of car owners who chose their nearest, second

nearest and so on station for inspection services. We see that around 53.9%

chose a station bypassing their nearest one, which indicates that various station

characteristics other than just location also affect car owners’ choices of sta-

tion. Table 2 presents the distribution of distances from the car owner’s home

to nearby stations. The first row shows that the distance to the nearest station

for the average car owner is 6.6 km. One-half of the car owners in the sample

have access to a station within 3.1 km, and 90% can find a station located within

16.4 km of where they live.12

3.2 Choice Sets

To define the set of alternatives that are available to each car owner, I rely on

the travel distances to the actual chosen stations. Figure 2 shows that the vast

12The rest of the rows of Table 2 contain the distances to the second nearest, third nearest and so on
station for car owners in our sample. For example, according to row three the average car owner
has access to two stations within 13 km, one-half of the sample have access to two stations within
7.7 km and 90% have access to two stations within 30.5 km.
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Figure 1: Distribution of distances to chosen station

majority (80.3%) chose a station from the three nearest stations to where they

live. In this study, I construct car owner specific choice sets consisting of the

10 stations nearest to the owner’s home.13 As a robustness check, I will subject

the main results to different ways of defining the choice sets, specifying choice

sets as consisting of stations up to the nearest 11, 13 stations, and down to the

nearest 8, 6, 4 and 3 stations.

4 Empirical Approach

I estimate a conditional logit random utility model of a car owner’s choice of

station. The model is derived based on the assumption that car owners choose

a station that maximizes their utility. Assuming a linear utility function and de-

13This excludes 26,736 car owners from the main analysis since they chose a station outside of their
10 nearest stations. When I carry out a robustness check, the choice set is defined as up to the 13
nearest stations from each car owner’s home. As a result, 15,756 individuals out of the 26,736 will
be included in the analysis, since they chose their station from the 11th, 12th and 13th nearest
ones to their homes.
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Figure 2: Percentage of car owners who went to their Nth nearest station

noting car owner i’s choice set of stations by Ci , the utility of car owner i from

choosing station j ∈Ci is given by

Ui j = Di jα1 +D2
i jα2 +x ′

jβ+εi j =Vi j +εi j , (1)

where x j = (x1 j , ..., xK j ) is a vector of K observed characteristics of station j, and

Di j denotes the distance from car owner i’s home to station j. Here,α1,α2,β are

parameters to be estimated, and εi j is a random error term representing unob-

servable factors that affect i’s valuation of station j. Under the assumption that

the random errors of the utility function, εi j , are independently and identically

distributed with type-1 extreme value distribution, McFadden (1974) shows that

the probability that car owner i chooses alternative j ∈Ci is

Pi j =
exp(Vi j )∑

l∈Ci
exp(Vi l )

(2)
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This model assumes homogeneous preferences for station characteristics

across individuals. I capture preference heterogeneity in two ways. First, by

reestimating my model for a number of separate samples: by gender, by car age,

and by car type. Second, by estimating a model that allows for observable het-

erogeneity in preferences. In the latter case, I introduce heterogeneity into the

model by interacting observable station characteristics and distance with the

car owners’ characteristics. The utility that car owner i derives from choosing

station j ∈Ci is now given by

Ui j = Di jω1 +D2
i jω2 +x ′

jρ+
K∑

k=1

Di j Zikφk +
K∑

k=1

D2
i j Zikθk +

K∑
k=1

Zikx ′
jλk +ξi j

(3)

where x j is a vector of observed characteristics of station j, Di j denotes the

distance from car owner i’s home to station j, (Zik,k = 1, ...,K ) denote the car

owner’s characteristics (gender, age of the car and whether the owner drives an

environmentally friendly car), and ξi j are unobserved random error terms. The

fourth, fifth and sixth terms in equation 3 represent interactions between dis-

tance and car owner characteristics, squared distance and car owner character-

istics and, car owner and station characteristics, respectively. Hence, the vectors

of coefficients ρ, (λk, k = 1, ...., K ), and parameters ω1,ω2, (φk, k = 1,.... , K )

and (θk, k = 1,.... , K ) will be estimated.

In this model, I am only able to capture differences in preferences according

to observed characteristics of the car owners. However, heterogeneity in prefer-

ences can also arise from unobservable characteristics (Hole, 2008). To allow for

unobservable heterogeneity in preferences for station characteristics, I estimate

mixed logit model. The mixed logit model is the most flexible discrete choice

model and can approximate any random utility model (Hensher and Greene,

2003; Train, 2003). The model produces a flexible substitution pattern since

it does not have the property of Independence of Irrelevant Alternatives (IIA),

which is the result of the assumption of the standard logit model that the error

terms are independently and identically distributed (IID) (Hensher and Greene,

2003; Train, 2003). The mixed model accommodates heterogeneity by allowing

the estimates of the model to vary with the individual. The utility associated
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with car owner i’s choosing j is now represented by

Ui j = x ′
i jβi +µi j (4)

where βi is a vector of individual-specific coefficients, xi j is a vector of observ-

able station characteristics including distance from i’s home to station j and µi j

is IID according to extreme value type-1 distribution. Denoting the density of

βi by f (β\θ), the unconditional choice probability that car owner i chooses al-

ternative j ∈Ci is

Pi j (θ) =
∫
βi

exp(x ′
i jβi )∑

l∈Ci
exp(x ′

i lβi )
f (β\θ)dβ (5)

which is the integral of the standard logit probability integrated over all possible

values of βi , weighted by the density of βi . The probability is a function of θ,

which represents the parameters of the density ofβ. Unlike the conditional logit

model, the probability equation of the mixed logit model in equation 5 does not

have a closed form solution. As a result, the integral is approximated through

simulation (Hensher and Greene, 2003; Train, 2003). The researcher needs to

specify the appropriate density for βi , draw a value from the density and cal-

culate the integrand of equation 5. These steps are repeated several times and

the average gives simulated choice probability. I specify normal and log-normal

distributions for the coefficients of the station attributes and estimate the model

with maximum simulated likelihood using 200 Halton draws.14

4.1 Elasticities, Willingness to Pay and Willingness to Travel

Since the utility function is only unique up to a positive linear transformation,

the estimated coefficients convey information only about the sign of the marginal

utility of the station attributes and the sign of the effect of the attributes on de-

mand. The marginal rate of substitution between two attributes is invariant to

14As the number of draws increases, the simulated probability becomes less biased (Train, 2003) but
increases the computational burden. For example, both Gutacker et al. (2016) and Santos et al.
(2017) used 50 Halton draws to estimate mixed logit model.
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the scale of utility and provides quantitative information about car owners’ val-

uations of attributes, which can be compared between different samples of in-

dividuals. I calculate the willingness to pay (WTP) and the willingness to travel

(WTT) for one unit improvement in station attributes. The WTT is derived from

the ratio of the coefficient on a specific attribute to the marginal utility of dis-

tance.15 In the same way, the WTP is derived from the ratio of the coefficient on

a specific attribute to the marginal utility of income (i.e., the estimated price co-

efficient). The delta method is used to estimate the standard errors of the WTT

and WTP estimates (Hole, 2007).

I also compute the elasticity of demand a station faces with respect to price

and opening hours. The expected number of car owners choosing station j is

n̂ j = ∑
i∈S j

P̂i j , where S j is the set of car owners whose choice sets include sta-

tion j and p̂i j is the probability that individual i chooses station j . Following

Santos et al. (2017), the elasticity of demand of station j with respect to own

price and opening hours is

εx
j =

∂n̂ j

∂x j

x j

n̂ j
= ∑

i∈S j

β̂x p̂i j (1− p̂i j )
x j∑

i∈S j
p̂i j

(6)

where β̂x is the estimates of the coefficient of attribute x. The distribution of (6)

across all stations for both price and opening hours is presented.

I am also interested in the number of additional cars a station would obtain

by lowering price by one krona and increasing opening hours per week by one

hour. The estimated change in the number of car owners choosing station j

resulting from changing price and opening hours by one unit is

∂n̂ j

∂x j
= ∑

i∈S j

β̂x p̂i j (1− p̂i j ) (7)

The distribution of (7) across all stations for both price and opening hours is

presented.

15The quadratic form of distance is evaluated at the mean distance to the chosen stations.



92

5 Results

Table 3 presents the results from two model specifications. Model 1 shows re-

sults for my baseline specification with distance in its quadratic form, price, ser-

vice opening hours, station size, number of competitors and station age. Fur-

thermore, the model includes indicators for drop-in service, whether the station

is located within the car owner’s municipality and whether the station is owned

by the state. The first columns of Tables 4, respectively, 5, present the estimates

of WTP, respectively, WTT, based on the baseline model.

These parameter estimates of the baseline model are all highly significant.

The distance coefficients suggest that car owners care about distance to a sta-

tion. The positive coefficient on the quadratic term of distance implies that the

disutility from distance declines with distance. As shown in the first column of

Table 4, consumers are willing to pay SEK 41 to avoid travelling one additional

kilometer. The results also show that car owners prefer stations that offer lower

prices and longer opening hours. They also prefer stations that provide drop-

in services and that are large in size. They value a station with drop-in service

nearly SEK 43 more than a station without drop-in service.

As expected, the model estimates also indicate that stations facing large

number of competitors are less likely to be chosen. After controlling for ob-

served station characteristics, I also find that car owners prefer state-owned sta-

tions over privately owned stations, reflecting that either there are unobserved

characteristics of state owned stations that have a positive effect on consumer

choice or consumers attach value to the name of the incumbent state owned

company.16 The WTP estimate indicates that consumers value purchasing the

service from state owned stations nearly SEK 34 more than purchasing the ser-

vice from privately owned stations. The positive coefficient on the dummy for

home municipality station shows that consumers prefer stations located in their

home municipality to stations located in a neighboring municipality.

16Hortacsu et al. (2017) also find sizable incumbent brand effect in retail choice market for residen-
tial electric power in a market setting where the quality of power consumers obtain is independent
of retailers.



93

Table 3: Choice of Stations: Estimates of Marginal utilities

Model 1 Model 2

Variable Coeff. SE Coeff. SE

Distance −0.14261∗∗∗ (0.000486) −0.15459∗∗∗ (0.001129)

Distance squared 0.00045∗∗∗ (0.000005) 0.00050∗∗∗ (0.000013)

Price −0.00324∗∗∗ (0.000047) −0.00371∗∗∗ (0.000118)

Opening hours 0.01257∗∗∗ (0.000281) 0.00848∗∗∗ (0.000705)

Station size 0.00051∗∗∗ (0.000002) 0.00051∗∗∗ (0.000006)

Pass rate 0.01701∗∗∗ (0.000348) 0.01784∗∗∗ (0.000859)

No. of competitors −0.04377∗∗∗ (0.000898) −0.01810∗∗∗ (0.002238)

Station age 0.00036∗∗∗ (0.000003) 0.00035∗∗∗ (0.000007)

Drop-in service 0.13790∗∗∗ (0.006086) 0.28937∗∗∗ (0.015083)

Municipality 0.94359∗∗∗ (0.004822) 0.96367∗∗∗ (0.011703)

State owned 0.10936∗∗∗ (0.004104) 0.29620∗∗∗ (0.010279)

Interaction with Green Car

X Distance −0.01850∗∗∗ (0.001823)

X Distance squared 0.00012∗∗∗ (0.000011)

X Price 0.00000 (0.000180)

X Opening hours 0.00089 (0.001010)

X Station size −0.00003∗∗∗ (0.000009)

X Pass rate −0.00329∗∗ (0.001290)

X No. of competitors 0.00719∗∗ (0.003265)

X Station age 0.00002∗∗ (0.000010)

X Drop-in service 0.00609 (0.022109)

X Municipality −0.06437∗∗∗ (0.017482)

X State owned 0.09276∗∗∗ (0.015138)

Interaction with Female

X Distance −0.00803∗∗∗ (0.001020)

X Distance squared 0.00004∗∗∗ (0.000010)

X Price 0.00101∗∗∗ (0.000101)

X Opening hours −0.00070 (0.000598)

X Station size 0.00003∗∗∗ (0.000005)

X Pass rate 0.00135∗ (0.000737)

X No. of competitors −0.00982∗∗∗ (0.001905)

X Station age 0.00005∗∗∗ (0.000006)

X Drop-in service 0.02765∗∗ (0.012836)

X Municipality 0.06914∗∗∗ (0.010168)

X State owned 0.06768∗∗∗ (0.008690)

Interaction with Age of Car

X Distance 0.00000∗∗∗ (0.000000)

X Distance squared −0.00000∗∗∗ (0.000000)

X Price 0.00000 (0.000000)

X Opening hours 0.00000∗∗∗ (0.000000)

X Station size −0.00000 (0.000000)

X Pass rate −0.00000 (0.000000)

X No. of competitors −0.00001∗∗∗ (0.000000)

X Station age −0.00000∗∗ (0.000000)

X Drop-in service −0.00004∗∗∗ (0.000003)

X Municipality −0.00001∗∗∗ (0.000002)

X State owned −0.00005∗∗∗ (0.000002)

Continued on next page
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Table 3: Continued from previous page

Model 1 Model 2

Variable Coeff. SE Coeff. SE

BIC 2,298,900 2,295,400

AIC 2,298,746 2,294,796

Pseudo R2 0.459 0.460

No. of observations 9,228,560 9,228,560

No. of car owners 922,856 922,856

No. of stations 452 452

Notes: Conditional logit models of station choice. Robust standard errors are presented in paren-
theses. AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion. *** indicates
significance at 1% level and ** significance at 5% level.

5.1 Is There Preference Heterogeneity?

I examine observable heterogeneity in preferences in two ways. First, I augment

the baseline specification by including interaction terms between car owners

and stations’ characteristics. Second, I reestimate the baseline model for dif-

ferent samples: by owner gender, by car age and by whether the owner drives

environmentally friendly car. I present the results for six different groups in Ta-

ble 13 in the Appendix. Columns 2-7 of Tables 4 and 5 present WTP and WTT

estimates respectively for each group of individuals.

Model 2 in Table 3 presents the results from the specification in (3), which

includes interaction terms between observed car owner characteristics (gen-

der, age of the car and whether the owner drives environmentally friendly car)

and station characteristics. The negative coefficient on the interaction term be-

tween the dummy for environmentally friendly car owners and distance indi-

cates that environmentally friendly car owners put more value on proximity

than owners of conventional cars. Based on WTP estimates, “green” car own-

ers are willing to pay nearly SEK 6 more than conventional car owners to avoid

traveling one kilometer. I also find that “green” car owners value drop-in service

and state-owned stations more than other car owners.

When we see preference differences across gender, female car owners put

greater value on proximity, drop-in service, home municipality stations and

state owned stations more than their male counterparts. Females are willing to

pay SEK 54 while their male counterpart pay SEK 37 to avoid traveling one addi-
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Table 4: Willingness to Pay (WTP)

Baseline Green Non-green Male Female Car age Car age

below above

Variable median median

Distance (km) 41.47 46.75 41.06 36.85 54.18 41.48 41.43

Opening hours 3.88 3.69 3.89 3.58 4.65 3.38 4.38

Pass rate (%) 5.26 4.36 5.33 4.62 6.95 5.47 5.01

Station age (days) 0.11 0.12 0.11 0.1 0.15 0.11 0.11

Drop-in service 42.61 56.08 41.45 35.38 62.12 57.49 24.93

Municipality 291.6 270.3 292.71 257.13 383.79 279.88 299.36

State owned 33.79 75.8 29.95 23.54 61.84 60.26 3.11

Notes: The table presents the amount of extra money (SEK) car owners would be willing to pay
for one unit improvement in station characteristics. Improvement on distance corresponds to a
decrease in distance. WTP is the ratio of a coefficient on a specific station characteristic to the
coefficient on price. The corresponding standard errors on the WTP estimates are computed using
Delta method (nlcom) and presented in the appendix. The WTP for visiting government stations for
car owners with above-median car age is significant at 11% level, otherwise all WTP estimates are
significant at 1% level.

Table 5: Willingness to Travel (WTT)

Baseline Green Non-green Male Female Car age Car age

below above

Variable median median

Price (kr) 24.1 21.4 24.4 27.1 18.5 24.2 24.1

Opening hours 93.7 79 94.6 97.2 85.9 81.4 105.8

Pass rate (%) 126.8 93.2 129.8 125.4 128.4 131.8 120.8

Station age (days) 2.7 2.5 2.7 2.6 2.8 2.6 2.8

Drop-in service 1027.6 1199.5 1009.4 960 1146.7 1385.3 600.6

Municipality 7031.3 5781.4 7128.8 6977.6 7084.1 6753.6 7220

State owned 814.9 1621.2 729.4 638.7 1141.5 1451.1 74.1

Notes: The table presents the number of extra meters car owners would be willing to travel for one
unit improvement in station characteristics. Improvement on price corresponds to a decrease in
price. WTT is the ratio of a coefficient on a specific station characteristic to the coefficient on dis-
tance. The quadratic form of distance is evaluated at the mean distance to the chosen stations. The
corresponding standard errors on the WTT estimates are computed using Delta method (nlcom)
and presented in the appendix. All WTT estimates are significant at 1% level.

tional kilometer. Females are also willing to pay SEK 27 for drop-in service, SEK

127 for home municipality stations and SEK 38 for state-owned stations more

than male car owners. Finally, car owners who drive relatively new cars put

higher value on drop-in service and state owned stations, but put lower value

on home municipality stations than car owners who drive relatively old cars.
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Table 6: Choice of Stations: Mixed Logit Model Estimates of Marginal
Utilities

Model 1 Model 2

Variable Parameter Value SE Value SE

Distance Mean of coeff. -0.208748*** (0.001649) -1.572265*** (0.007634)

S.D. of coeff. 0.079352*** (0.001564) 0.713426*** (0.011359)

Distance squared Mean of coeff. 0.000232*** (0.000019) -8.639130*** (0.055158)

S.D. of coeff. 0.000001 (0.000006) -0.001832 (0.043826)

Price Mean of coeff. -0.004770*** (0.000122) -0.005139*** (0.000127)

S.D. of coeff. -0.000042 (0.000322)

Opening hours Mean of coeff. 0.014996*** (0.000700) 0.015628*** (0.000730)

S.D. of coeff. -0.000522 (0.000384)

Station size Mean of coeff. 0.000524*** (0.000006) 0.000537*** (0.000006)

S.D. of coeff. -0.000007 (0.000004)

Pass rate Mean of coeff. 0.018062*** (0.000899) 0.018588*** (0.000921)

S.D. of coeff. -0.003688 (0.004364)

No. of competitors Mean of coeff. -0.012647*** (0.002320) -0.010485*** (0.002392)

S.D. of coeff. -0.000971 (0.001816)

Station age Mean of coeff. 0.000656*** (0.000011) 0.000705*** (0.000012)

S.D. of coeff. -0.000975*** (0.000018) 0.001046*** (0.000018)

Drop-in service Mean of coeff. 0.142597*** (0.016013) 0.169562*** (0.016428)

S.D. of coeff. 0.052880 (0.038584)

Municipality Mean of coeff. 1.077941*** (0.016623) 1.064846*** (0.016657)

S.D. of coeff. -1.438582*** (0.036503) 1.317297*** (0.037303)

State owned Mean of coeff. 0.011561 (0.012952) -0.023239* (0.012909)

S.D. of coeff. -0.850281*** (0.045355) 1.066314*** (0.034419)

No. of car owners 200,000 200,000

No. of stations 452 452

No. of observations 2,000,000 2,000,000

BIC 492,496 490,859

AIC 492,221 490,659

Notes: Mixed logit models of station choice. In model 1, all coefficients are normally distributed.
In model 2, coefficients of distance and squared distance are log-normally distributed; the coef-
ficients on stage age, municipality and state owned are normally distributed; the coefficients on
price, opening hours, station size, number of competitors and drop-in service are fixed. Robust
standard errors are presented in parentheses. AIC = Akaike Information Criterion; BIC = Bayesian
Information Criterion. *** indicates significance at 1% level and * significance at 10% level.

Table 7: Point Estimates of Log-Normal Coefficients

Variable Median Mean S.D.

Distance −0.207574 −0.296546 −0.302560

Distance squared 0.000177 0.000177 −0.000008
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5.2 Mixed Logit Model

To allow for unobserved heterogeneity in preferences, I estimate a mixed logit

model where model parameters are allowed to vary across individuals. Due to

computational constraint, I estimate the mixed logit model using station choices

made by a random sample of 200,000 car owners (which is more than 20% of the

baseline dataset). An important issue in specifying mixed logit model is deter-

mining which station characteristics should have random coefficients and what

distribution they should follow (Hensher and Greene, 2003; Hole, 2008). I esti-

mate two alternative specifications. In the first specification, all parameters of

the model are assumed to be distributed according to normal distribution. In

the second specification, the coefficients on station age, indicators for home

municipality stations and state owned stations will have normal distribution

and the coefficients on distance will have log-normal distribution.17 The coef-

ficients on price, opening hours, station size, pass rate, number of competitors

and indicator for drop-in service are assumed to be fixed.18

Model 1 in Table 6 presents the results from the first specification where all

coefficients are normally distributed. The estimated mean coefficients are sta-

tistically significant and similar in sign to the conditional logit model results.

Car owners prefer stations located closer to their homes and that offer lower

prices. Car owners also prefer stations that provide longer opening hours, drop-

in service and that are large in size. They also prefer stations located in their

home municipality to stations located in neighboring municipalities. The coef-

ficient on the indicator for state-owned stations is insignificant but has positive

sign.

The standard deviation of the distance coefficient is significant, suggesting

that the effect of distance differs across individuals. The estimated standard

deviations of the coefficients on station age, indicators for home municipal-

ity stations and state ownership are significant, which implies that valuation

17A log-normally distributed variable takes only positive values. Specifying the coefficient on dis-
tance to have log-normal distribution ensures all car owners to have the same (positive) sign on
the coefficient of distance. Since I expect negative coefficient on distance, I multiply the distance
variable by minus one before estimation and the actual coefficient becomes the negative of the
exponential of the estimated coefficient.

18Fixed coefficient specification follows partly from the results of the first mixed logit specification,
in which the estimated standard deviations of the coefficients on these variables are insignificant
suggesting no differences across individuals in valuation of these station characteristics.
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of these characteristics differs across individuals. All the other coefficients have

insignificant standard deviations indicating that values attached to these char-

acteristics do not vary across individuals.

Consider now the results from the second specification where the coeffi-

cients are considered to be fixed, normally and log-normally distributed. Model

2 in Table 6 presents the results. The parameter estimates of the model are sta-

tistically significant and not different in sign to the results of the conditional

logit models except for state ownership indicator. The estimated standard devi-

ations of the coefficients on distance, station age, indicators for home munici-

pality stations and stations owned by the state reveal the existence of preference

heterogeneity across individuals. The mean coefficients on distance, price and

indicator for home municipality stations are larger than those from the baseline

model.

The estimates of log-normally distributed parameters on distance and squared

distance in Table 6 are the means (mk ) and standard deviations (sdk ) of the nat-

ural logarithm of the coefficients. Train (2003) shows that the point estimates for

the median, mean and standard deviations of the corresponding original coeffi-

cients are given by exp(mk ), exp(mk+sd 2
k /2) and exp(mk+sd 2

k /2)
√

exp(sd 2
k )−1

respectively.19 The results are presented in Table 7. The negative coefficient

on distance indicates that car owners dislike to travel. The estimated standard

deviation of the distance coefficient is significant, implying that sensitivity to

distance differs across individuals.

The results from the model specification that allow for observed heterogene-

ity in (3) and unobserved heterogeneity in (4) are generally similar in signs and

statistical significance to the results obtained from the baseline specification in

(1). I therefore continue considering the baseline model specification as a rea-

sonable representation of the car owners’ choice behavior.

5.3 The Effect of Price and Opening Hours on Demand

Using the estimates from the baseline choice model of Table 3, I illustrate the

effect of price and opening hours on demand. Tables 8 and 9 present the esti-

mated effect of price and opening hours on demand respectively. The first rows

19Note that since I multiplied the distance variable by negative one initially, the estimates in Table
7 are obtained after being multiplied by negative one to take that into account.
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Table 8: Effect Sizes of Price

25th 75th 90th

Variable Mean S.D. percentile Median percentile percentile

Elasticity of demand −0.91 0.38 −1.21 −1.02 −0.59 −0.33

Demand change 3.74 2.91 1.87 3.08 4.75 7.22

% Demand change 0.20 0.086 0.13 0.23 0.27 0.29

Notes: Elasticity of demand: percentage change in demand resulting from one percent increase in
price. Demand change: number of additional customers a station will gain from lowering price by
one krona. % Demand change: the percentage change in demand resulting from lowering price by
one krona.

Table 9: Effect Sizes of Opening Hours

25th 75th 90th

Variable Mean S.D. percentile Median percentile percentile

Elasticity of demand 0.37 0.16 0.24 0.440 0.50 0.54

Demand change 14.55 11.31 7.30 11.98 18.46 28.06

% Demand change 0.79 0.33 0.50 0.90 1.08 1.15

Notes: Elasticity of demand: percentage change in demand resulting from one percent increase
in opening hours. Demand change: number of additional customers a station will gain resulting
from one hour increase per week in opening hours. % Demand change: the percentage change in
demand resulting from one hour increase in opening hours.

of Tables 8 and 9 provide the elasticity of demand with respect to own price and

opening hours respectively. The responsiveness to changes in price and open-

ing hours differs across stations. The mean (median) demand elasticity with

respect to price is -0.91 (-1.02) and with respect to opening hours is 0.37 (0.44).

The second and third rows of Tables 8 and 9 present the number of additional

customers a station will gain and the percentage change in demand respectively

resulting from a reduction by one krona in the price and an increase by one hour

in the opening hours per week. Reducing the price by one krona is expected to

increase the number of inspected cars at a station on average by four, which is

0.20% of the predicted demand at the current price levels. Increasing opening

hours by one hour per week is estimated to increase the number of inspected

cars at a station on average by fifteen, which is 0.79% of the predicted demand

at the current opening hours levels.

There is a variation across stations in the estimated effects on demand of

changes in own-price and opening hours. The expected increase in the number

of customers from a one krona reduction in price varies from seven(at the 90th
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Figure 3: Elasticity of Demand by Degree of Competition. Notes: These figures
plot Price and opening hours elasticity of demand against the degree of competi-
tion a station faces (measured using both the number of stations in a given mar-
ket and average distance to three nearest stations). Solid lines show best linear fit
as follows: Top left (Intercept = -0.58 (SE = 0.022), slope = -0.08 (SE = 0.004), R2

= 0.42); Top right (Intercept = -1.16 (SE = 0.015 ), slope = 0.02 (SE = 0.000), R2 =
0.59); Bottom left (Intercept = 0.23 (SE = 0.009), slope = 0.04 (SE = 0 .001), R2 =
0.46); Bottom right (Intercept = 0.49 (SE = 0.006), slope = -0.01 (SE = 0.000), R2 =
0.64).

percentile) to two (at the 25th percentile). The percentage change in demand

from a one krona reduction in price varies from 0.29% (at the 90th percentile) to

0.13% (at the 25th percentile). Similarly, the expected increases in the number

of customers from a one hour increase in opening hours per week are 28 (at the

90th percentile) and seven (at the 25th percentile). The corresponding percent-

age changes in demand from a one hour increase in opening hours are 1.15 at

the 90th percentile and 0.5 at the 25th percentile.
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Table 10: Correlation Matrix: Demand Elasticity and Competition Mea-
sures

Variable (1) (2) (3) (4) (5) (6)

(1)Price elasticity 1

(2)OH elasticity −0.9226 1

(3) No. of competitors −0.6456 0.6797 1

(4)Distance to nearest 0.7349 −0.7758 −0.4959 1

(5)Avg. distance to 2 nearest 0.7683 −0.8056 −0.5547 0.9526 1

(6)Avg. distance to 3 nearest 0.7684 −0.7998 −0.5781 0.9145 0.9885 1

Notes: Price elasticity: elasticity of demand with respect to price. OH elasticity: elasticity of demand
with respect to opening hours. No. of competitors: number of competitors a station faces within
its geographic market. Distance to nearest: distance to the nearest competitor. Avg. distance to 2
nearest: average distance to two nearest competitors. Avg. distance to 3 nearest: average distance
to three nearest competitors.

5.4 Demand Elasticity and Competition

The first rows of Tables 8 and 9 present the distribution of demand elasticities.

The tables show that there is heterogeneity in the effects of price and open-

ing hours across stations. The estimated elasticities with respect to price and

opening hours are -0.33 and 0.54, respectively at the 90th percentile. At the 25th

percentile, the demand elasticities with respect to price and opening hours are

-1.21 and 0.24 respectively.

I also examine how much does the degree of competition a station faces ex-

plain the variation between stations in the elasticity of demand. Figure 3 shows

the linear relation between demand elasticities and competition, measured by

the number of competitors in a geographic market and distance to nearby com-

petitors. Stations in more competitive areas face larger price and opening hours

elasticities than stations in less competitive areas. The degree of competition a

station faces, measured by the number of service providers within a station’s

geographic market, explains 42% of the variation in price elasticity of demand

and 46% of the variation in demand elasticity with respect to opening hours.

Similarly, about 59% of the variation in price elasticity of demand and 64% of

the variation in opening hours elasticity of demand are explained by the de-

gree of competition a station faces, here measured by the average distance to

the three nearest competitors. The correlation coefficients between the esti-

mated demand elasticities and my competition measures are presented in Table

10. There is a high level of correlation between the demand elasticities and the
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Table 11: Distribution of Distances to the Nearest Station

Distance to the nearest station Distance to the nearest station

(Pre-deregulation, July 2010) (Post-deregulation, April 2017)

Mean 8.97 6.55

Median 5.34 3.12

P75 13.17 9.16

P90 21.12 16.40

Std. dev. 8.88 7.97

No. of Stations 194 452

No. of Observations 922,856 922,856

measures of competition, once again suggesting that stations in highly compet-

itive areas (shorter distance to nearby competitors or a larger number of nearby

competitors) face higher demand elasticities than those operating in less com-

petitive areas.

5.5 Welfare Gain from Improved Geographical Accessibility

An important goal of the deregulation was to improve geographical accessibil-

ity of the inspection stations to the vehicle owners. In this section, I will quan-

tify the welfare gain to consumers from the improvement in spatial accessibility

following the deregulation. Before the elimination of the monopoly, a total of

194 state owned stations were providing inspection services. After the deregula-

tion and subsequent entrance of private firms, the number of stations increased

substantially. As of April 2017, there were a total of 452 fixed stations providing

services throughout the country. This has improved the car owners’ proximity to

the stations. Table 11 provides the distributions of distances from the locations

of 922,856 car owners’ homes to the locations of their nearest stations before

and after the removal of the monopoly. The first column of the table shows that

during the pre-deregulation period, the distance to the nearest station for the

average car owner was 8.97 km. The last column of the table shows that the av-

erage car owner’s distance to a nearest station decreased to 6.55 km as of April

2017. This means that the removal of the monopoly and subsequent new en-

tries decreased the distance to the nearest station for the average car owner by

2.42 km compared to the pre-deregulation period.

Using two methods, I will quantify the welfare gain to consumers from im-
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Table 12: The Effect on Consumer Surplus of Improvement in Spatial Ac-
cessibility (SEK)

Average consumer Median consumer

Consumer surplus 99.51 101.95

proved spatial accessibility. This welfare analysis does not take into considera-

tions any supply-side adjustments by the stations to the changes in travel dis-

tances. Previous findings show that car owners are willing to pay SEK 41.47 to

avoid traveling one additional kilometer. The first method uses this informa-

tion. Assuming that the average car owner now travels 2.42 km less distance

than in the monopoly period, the consumer surplus to the average car owner

increases by SEK 100.36 (= 2.42 x 41.47). In the second method, I will ana-

lyze the change in consumer welfare using the measure of compensating vari-

ation. The change in consumer surplus for individual i is given by ∆E(C S)i =
1
−α

[
ln(

∑
j∈Ci

exp(V STQ
i j ))− ln(

∑
j∈Ci

exp(V C T F
i j ))

]
(Small and Harvey, 1981), where

α is the coefficient on price that converts utils into monetary value, CTF repre-

sents counterfactual and STQ represents status quo. Under the status quo, I will

use the distance to all stations as of April, 2017. The counterfactual uses the dis-

tances consumers would have traveled if there had been no deregulation and no

new entrants. That means, had there been no deregulation and new entrants,

distance to the nearest station for the average consumer would have increased

by 2.42 km compared to the status quo. I will incorporate this to the model

by increasing the distance from the location of each car owner to all stations

in the choice set by 2.42 km. As indicated in Table 12, the estimates show that

because of the deregulation and eventual improvement in spatial accessibility,

consumer surplus to the average consumer increased by SEK 99.51. Both meth-

ods give almost equal size of the effect on consumer welfare of the improvement

in geographical accessibility.

6 Robustness Checks Using Specification of the Choice Set

In the main analyses, individual-specific choice set was defined as consisting of

the ten nearest stations to each car owner’s home. Only 26,736 individuals (2.8%

of the final sample) who chose a station outside of their ten nearest stations
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were excluded from the final sample by specifying the choice set in this way. To

explore the possible impact on my parameter estimates of the specification of

the choice set, I subject the results to a number of robustness checks by varying

the definition of the choice set. These sensitivity analyses include estimating

models in which the number of stations included in the individual’s choice set

varies, starting with the 13 nearest stations, and being successively reduced to

11, 8, 6, 4, and 3 (nearest) stations. Table 16 in the Appendix presents the results,

which show that my main results are robust to alternative specifications of the

choice sets.

7 Conclusion

This paper estimates the demand for car inspection services in the Swedish mo-

tor vehicle inspection market so as to investigate consumer preferences for sta-

tion characteristics, and to evaluate the effect on consumer welfare of eliminat-

ing the state monopoly on inspection services. Using individual-level data, con-

ditional and mixed logit demand models are estimated to understand consumer

behavior in choosing an inspection station, as well as its implication for demand

and competition. As with other spatially differentiated markets, the findings

show that distance is an important determinant of station choice. Consumers

also prefer stations that offer lower prices and longer opening hours. The de-

mand response to price and opening hours differs between stations: where sta-

tions in highly competitive markets face higher elasticities of demand.

I also quantified the welfare gain for consumers attributable to the improve-

ment in spatial accessibility to stations following the removal of the state monop-

oly on inspection services. The improvement in consumer proximity to inspec-

tion stations leads to a substantial welfare gain to consumers. The results of

my paper show the importance of taking into account various improvements in

product and service characteristics other than just price, in analyzing the wel-

fare effects of market changes.
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E Standard errors for willingness to pay estimates

Table 14: Standard Errors for Willingness to Pay Estimates

Baseline Green Non-green Male Female Car age Car age

below above

Variable median median

Distance 0.6084 2.4342 0.6274 0.5998 1.7335 0.8197 0.8979

Opening hours 0.1024 0.3408 0.1071 0.111 0.2376 0.1334 0.1567

Pass rate 0.1287 0.4159 0.1351 0.138 0.3113 0.1731 0.19

Station age (days) 0.0016 0.006 0.0016 0.0015 0.0047 0.0021 0.0024

Drop-in service 2.0686 7.3614 2.1539 2.2574 4.7692 2.8801 2.9552

Municipality 4.5461 15.0422 4.7505 4.5084 12.7764 5.8914 6.8874

State owned 1.4039 6.1255 1.4408 1.4959 3.5383 2.1511 1.898

Notes: Standard errors calculated using the Delta method.

F Standard errors for willingness to travel estimates

Table 15: Standard Errors for Willingness to Travel Estimates

Baseline Green Non-green Male Female Car age Car age

below above

Variable median median

Price (kr) 0.00035 0.00111 0.00037 0.00044 0.00059 0.00048 0.00052

Opening hours 0.00212 0.00624 0.00224 0.00264 0.00353 0.00285 0.00313

Pass rate 0.00261 0.00795 0.00275 0.00328 0.00429 0.00346 0.00391

Station age (days) 0.00002 0.00007 0.00002 0.00003 0.00004 0.00003 0.00003

Drop-in service 0.04551 0.1364 0.04805 0.05717 0.07485 0.06028 0.06833

Municipality 0.05315 0.15216 0.05624 0.06635 0.0885 0.0707 0.07922

State owned 0.03074 0.09497 0.03239 0.03845 0.05103 0.04136 0.04567

Notes: Standard errors calculated using the Delta method.

G Robustness checks using choice sets
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