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Finally, some comments about the decoding complexity. Suppose
that the decoder of woven convolutional codes with outer warp
consists of one Viterbi decoder for the inner code andlo Viterbi
decoders for the outer codes. The decoding complexity is proportional
to

� = 2m + lo2
m : (30)

Let us choosemi = mo =
p
m. Then, we have

Theorem 2: Suppose that a decoder for a woven convolutional
code with outer warp consists oflo Viterbi decoder for the outer con-
volutional codes and one Viterbi decoder for the inner convolutional
code. If both the outer and inner convolutional codes have memoryp
m, then the complexity of the decoder is proportional to

� = (1 + lo)2
p
m: (31)

From Theorems 1 and 2 it follows, somewhat surprisingly, that
for woven convolutional codes withmo = mi =

p
m the decoding

error probability decreases exponentially withm while the decoding
complexity increases exponentially only with

p
m.
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New Rate , , and Binary Convolutional
Encoders with an Optimum Distance Profile

Rolf Johannesson,Fellow, IEEE, and Per St̊ahl, Student Member, IEEE

Abstract—Tabulations of binary systematic and nonsystematic poly-
nomial convolutional encoders with an optimum distance profile for
rate 1=2, 1=3, and 1=4 are given. The reported encoders are found
by computer searches that optimize over the weight spectra. The free
distances for rate1=3 and 1=4 are compared with Heller’s and Griesmer’s
upper bounds.

Index Terms—Convolutional encoders, free distance, optimum distance
profile.

The distance profile[1] ddd = [d0; d1; � � � ; dm]; where dj is the
jth-ordercolumn distance[2] andm is the memory of the convolu-
tional encoder, is an important distance parameter for convolutional
encoders. It is an encoder property but if we limit our interest to
consider only encoding matricesG(D) with G(0) having full rank
we can regard the distance profile as a code property [3]. When
comparing codes with the same rate and memory, we say that a
distance profileddd is superior to a distance profileddd0 if di>d0i for the
smallesti; 0 � i � m; wheredi 6= d0i: The code with the superior
ddd will generally require less computation with sequential decoding
than the other code [1], [4].

In [5], extensive tables of rate1=2 convolutional encoders were
given. In Tables I and II we give rate1=2 polynomial systematic and
nonsystematic convolutional encoders, respectively, with anoptimum
distance profile(ODP encoders), i.e., with a distance profile equal to
or superior to that of any other encoder. The generators are written
in an octal form according to the convention introduced in [1]. For
each value of the memory, we give the encoder with the largest
free distancedfree among ODP encoders. (The free distance is the
minimum Hamming distance between any two differing codewords.)
Ties were resolved by comparing their weight spectra, i.e., by
successively using the number of low-weight pathsnd +i for
i = 0; 1; � � � ; 9 as a further optimality criterion. The generators
marked with “*” have better spectra than those given in [5].

In an earlier paper [6], systematic convolutional encoders of rate
1=3 and1=4 were published together with a few short nonsystematic
encoders of rate1=3. Only one spectral component, viz., the number
of paths of weightdfree, was given. Here we give ten spectral
components as well as extensive lists of nonsystematic encoders. We
list rate1=3 and1=4 systematic as well as nonsystematic polynomial
convolutional ODP encoders. The free distances are compared with
Heller’s and Griesmer’s upper bounds on the free distances for
nonlinear trellis and linear convolutional codes, respectively.

The free distance for any binary, rateR = b=c convolutional code
encoded by a polynomial, nonsystematic encoding matrix of memory
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TABLE I
nd +i; i = 0; � � � ; 9 FOR SYSTEMATIC RATE R = 1=2 ODP ENCODING MATRICES G = (4 g12): FOR

MEMORIES m MARKED WITH “*” T HESE ENCODERS HAVE BETTER SPECTRA THAN THOSE GIVEN IN [5]

TABLE II
nd +i; i = 0; � � � ; 9 FOR NONSYSTEMATIC RATE R = 1=2 ODP ENCODERSG = (g11 g12): FOR

MEMORIES m MARKED WITH “*” T HESE ENCODERS HAVE BETTER SPECTRA THAN THOSE GIVEN IN [5]
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TABLE III
nd +i; i = 0; � � � ; 9 FOR SYSTEMATIC RATE R = 1=3 ODP ENCODERSG = (4 g12 g13)

TABLE IV
nd +i; i = 0; � � � ; 9 FOR NONSYSTEMATIC RATE R = 1=3 ODP ENCODERSG = (g11 g12 g13)
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Fig. 1. The free distances for rateR = 1=3 systematic and nonsystematic ODP convolutional encoders and comparisons with Heller’s and Griesmer’s
upper bounds and with the optimum distance profile.

TABLE V
nd +i; i = 0; � � � ; 9 FOR SYSTEMATIC RATE R = 1=4 ODP ENCODERSG = (4 g12 g13 g14)
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Fig. 2. The free distances for rateR = 1=4 systematic and nonsystematic ODP convolutional encoders and comparisons with Heller’s and Griesmer’s
upper bounds and with the optimum distance profile.

TABLE VI
nd +i; i = 0; � � � ; 9 FOR NONSYSTEMATIC RATE R = 1=4 ODP ENCODERSG = (g11 g12 g13 g14)
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m satisfies [7], [8]

Heller: dfree � min
i�1

(m+ i)c

2(1� 2�bi)
(1)

Griesmer:
bi�1

j=0

dfree
2j

� (m+ i)c; i = 1; 2; � � � : (2)

For systematic encoding matrices we have the corresponding
bounds [3]

Heller: dfree � min
i�1

(m(1�R) + i)c

2(1� 2�bi)
(3)

Griesmer:
bi�1

j=0

dfree
2j

� (m(1�R) + i)c; i = 1; 2; � � � :

(4)

In Table III we list rate1=3 systematic polynomial ODP encoders
for memories1 � m � 30: The corresponding nonsystematic
encoders for memories1 � m � 19 are listed in Table IV. In
Fig. 1 the free distances are compared with Heller’s and Griesmer’s
upper bounds. For comparison we also show the optimum distance
profile. (The distance profile is always the same for systematic and
nonsystematic encoders [1], [3].)

Rate1=4 systematic polynomial ODP convolutional encoders for
memories 1 � m � 30 are listed in Table V and rate1=4
nonsystematic polynomial ODP convolutional encoders for memories
1 � m � 21 are listed in Table VI. Finally, in Fig. 2 the free
distances are related to Heller’s and Griesmer’s bounds.

The new convolutional codes combine a large free distance with
an optimum distance profile and, thus might be attractive for use in
various communication systems.
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The Weighted Coordinates Bound and Trellis
Complexity of Block Codes and Periodic Packings

Ilan Reuven,Student Member, IEEE,
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Abstract—Weighted entropy profiles and a new bound, the weighted
coordinates bound, on the state complexity profile of block codes are
presented. These profiles and bound generalize the notion of dimen-
sion/length profile (DLP) and entropy/length profile (ELP) to block codes
whose symbols are not drawn from a common alphabet set, and in
particular, group codes. Likewise, the new bound may improve upon
the DLP and ELP bounds for linear and nonlinear block codes over
fields. However, it seems that the major contribution of the proposed
bound is to the study of trellis complexity of block codes whose different
coordinates are drawn from different alphabet sets. The label code of
lattice and nonlattice periodic packings usually has this property. The
construction of a trellis diagram for a lattice and some related bounds are
generalized to periodic packings by introducing the fundamental module
of the packing, and using the new bound on the state complexity profile.
This generalization is limited to a given coordinate system. We show that
any bounds on the trellis structure of block codes, and in particular, the
bound presented in this work, are applicable to periodic packings.

Index Terms—Entropy/dimension profiles, entropy/length profiles, lat-
tices, periodic packings, trellis complexity.

I. INTRODUCTION

Trellis diagrams suggest an efficient framework for soft-decision
decoding algorithms for codes and lattices, such as the maximum-
likelihood or the maximuma posteriorialgorithms. Trellis complexity
is a fundamental descriptive characteristic of both codes and lattices
since it reflects the decoding complexity of these algorithms. The
investigation of trellis diagrams of linear block codes has been an
active research area during the last decade. Less attention has been
directed to group codes and lattices in recent literature hitherto.

Under a given symbol permutation, any group code has a unique
minimal biproper trellis [14]. An algorithm for computing the min-
imal trellis for a group code over a finite Abelian group has been
presented by Vaziraniet al. [27]. This algorithm extends the work of
Kschischang and Sorokine [15] which treats linear codes over fields.
The generalization of Vaziraniet al. introduces the notions ofp-linear
combinationsand p-generator sequences. The trellis product of the
codewords of ap-generator sequence is minimal if and only if this
sequence istwo-way proper. A two-way properp-generator sequence
is a generalization of the trellis-oriented generator matrix [6], [15],
for linear block codes over fields.

Measures of trellis complexity of block codes over a fixed alphabet
set are bounded by theentropy/length profile(ELP) [18] which
extends thedimension/length profile(DLP) of linear codes [7] to
nonlinear codes. Several studies have addressed the problem of
finding efficient permutations that meet the DLP bound, and hence
minimize measures of trellis complexity (e.g., [3], [12], [13]). There
is no measure equivalent to the DLP and ELP for block codes
whose symbols are taken from alphabets of different sizes, such as
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