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Abstract 

Exchange of oxygen and nutrients between blood and tissue occurs at the capillary 

level of the blood system. The blood volume flow rate in the capillaries is often 

referred to as perfusion, and knowledge about perfusion provides important 

information about the function and viability of the tissue. Hence, perfusion 

measurements are valuable for diagnoses of patients with, for example, ischaemic 

stroke, cancer, and neurodegenerative diseases.  

Using magnetic resonance imaging (MRI), perfusion measurements can be 

conducted without the need for ionizing radiation, which is especially important 

for children and patients who experience many repeated measurements over time. 

Dynamic susceptibility contrast MRI (DSC–MRI) is the basic data collection 

approach used to obtain perfusion information from the studies reported in this 

doctoral thesis. The approach shows the advantage of providing estimates of not 

only brain perfusion, or cerebral blood flow (CBF), but also of other perfusion-

related parameters (i.e. cerebral blood volume (CBV) and mean transit time 

(MTT)). All of these parameters are required for a comprehensive description of 

microcirculation.  

When using standard implementations of DSC–MRI image acquisition and 

post-processing routines, the CBF and CBV values are often overestimated. In 

DSC–MRI, a contrast agent bolus is injected intravenously in an arm vein and is 

subsequently tracked by rapid imaging when passing through the brain. Hence, a 

dynamic measurement needs to be conducted, and to calculate CBF, CBV, and 

MTT, contrast agent concentration information from both tissue and blood is 

required. The main problem of DSC–MRI is estimating reliable contrast agent 

concentration levels in tissue and artery simultaneously. Relatedly, if transverse 

relaxivity-based information is used, then the response to the contrast agent, in 

terms of the change in relaxation rate, Δ𝑅2∗, differs between blood and tissue. 

Additionally, there is a non-linear dependence on concentration in whole blood. 

Another issue related to estimations of blood concentration is the practical 

difficulty of finding a voxel containing only blood, implying that the concentration 

time curve representing blood will be affected by the surrounding tissue, possibly 

influencing both the shape of the curve and the absolute levels of estimated 

concentrations.  

In this thesis, studies of both issues are reported. One approach is to obtain CBV 

estimates with two alternative methods, where contrast agent concentration is 

quantified using the longitudinal relaxation time, T1, or by using a special MRI 

pulse sequence designed to study the blood contribution to the MRI signal. The 

information from these additional CBV estimates was used to calibrate the 

conventional DSC–MRI data. This approach provided perfusion results with the 
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expected absolute levels but showed moderate repeatability and low correlation 

with arterial-spin labelling, used as a reference perfusion imaging method.  

Another study included in the context of this doctoral thesis dealt with the issue 

of partial-volume effects in the voxel selected to represent blood. By rescaling the 

area under the curve (AUC) of the concentration-versus-time curve measured in an 

artery (assumed to show the desired shape), with the AUC of a large vein, 

measured under circumstances more favourable for blood-data registration, CBF 

and CBV values were calibrated. This method aims primarily to correct for partial 

volume effects in the blood voxel (i.e. it does not directly address relaxivity 

issues). An observation of interest in this context was that absolute perfusion 

levels similar to what was expected from literature data were obtained. 

Furthermore, the repeatability was more promising using this approach, compared 

to the ones described above.  

The MRI signal is represented by a complex number and can be described as a 

vector in the complex plane, and the most common imaging method in MRI is to 

study the length or magnitude of this vector. However, the phase of the MRI signal 

is related to the magnetic field strength, which, in turn, is related to the magnetic 

susceptibility. As the contrast agent alters the magnetic susceptibility, it should, in 

principle, be possible to obtain information about contrast-agent concentration 

using MRI phase information. This approach was used in three of the studies 

described in this thesis, for calculation of perfusion-related parameters in relative 

and absolute terms. These studies indicated that information about (or related to) 

magnetic susceptibility is a promising method for estimating contrast agent 

concentration and is thus useful for perfusion measurements, whereas a number of 

methodological issues still need to be resolved or further investigated. It was also 

shown that the shape of an arterial R2* curve, based on DSC–MRI data, 

displayed a shape similar to the corresponding curve obtained by using magnetic 

susceptibility information for assessment of concentration. Thus, the shape of a 

typical arterial blood concentration curve used in a standard DSC–MRI 

experiment can probably be regarded reasonably reliable. However, the AUC is 

likely to be underestimated because of partial-volume effects. 
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Populärvetenskaplig sammanfattning 

 

Perfusion eller genomblödning är termer som används för att beskriva blodflödet i 

kroppens allra minsta kärl. Information om perfusion kan vara av stor betydelse 

för att ställa diagnos vid vissa sjukdomar, eftersom blodet transporterar det syre 

och den näring som behövs för att upprättahålla vävnadens funktion i kroppen. Ett 

viktigt exempel där information om perfusion kan vara till nytta för att ställa rätt 

diagnos är stroke, där perfusionsmätningar kan berätta om en behandling kan vara 

till nytta för patienten eller om behandlingen i huvudsak kommer att innebära en 

omotiverad risk i form av biverkningar. Andra exempel där perfusionsmätningar 

kan användas är i samband med cancersjukdomar, då tumörens aggressivitet kan 

bedömas med hjälp av perfusionsrelaterad information. Det finns också hopp om 

att kunskap om blodflödet i tumören, i kombination med annan bildinformation, 

kan ge information om behandlingseffektivitet redan i ett tidigt skede. 

Den här doktorsavhandlingen beskriver hur man kan ta fram bilder över hjärnan 

som i varje bildelement (pixel) visar hur högt blodflödet är i hjärnvävnaden. Det 

finns flera bildgivande tekniker som kan generera sådana bilder, men i vårt fall har 

magnetkameraundersökningar utnyttjats. Fördelen med denna modalitet är att 

patienten slipper utsättas för joniserande strålning, och detta är en fördel framför 

allt vid undersökning av barn samt för vuxna som förväntas genomgå många 

undersökningar. De studier som den här avhandlingen beskriver har fokuserat på 

en metod som kallas dynamic susceptiblity contrast magnetic resonance imaging 

(DSC-MRI). Den här metoden är robust och ger bilder av visuellt god kvalitet, men 

de värden på blodflödet som visas i bilden är ofta högre än de sanna värdena. 

Detta kan bero på flera olika svårigheter i samband med mätning och beräkning, 

men ett av de viktigaste problemen är att det är svårt att mäta koncentrationen av 

kontrastmedel inuti kroppen med hjälp av magnetkamera.  

Syftet med det här avhandlingsarbetet har varit att studera och utveckla metoder 

som gör det möjligt att förbättra bestämningen av kontrastmedelskoncentration 

samt att korrigera för de fel som uppstår då koncentrationen har felbedömts. Det 

har visat sig vara möjligt att få fram perfusionsvärden som förefaller trovärdiga 

om man jämför med resultat från andra bildgivande metoder. I flera av studierna 

har precisionen i resultaten bedömts genom att man upprepat experimentet på 

samma person och noterat skillnaden i mätresultat mellan två likvärdiga 

mätningar. Detta är en viktig aspekt för att bedöma om metoden kan användas 

kliniskt för patienter. Vissa av metoderna har uppvisat liknande resultat vid de 

båda mätningarna medan andra har resulterat i en större variation mellan de två 

mättillfällena.  

Ett intressant sätt att bedöma koncentrationen av kontrastmedel är att studera 

hur kontrastmedlet påverkar den magnetiska susceptibiliteten. Denna storhet utgör 
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ett mått på graden av magnetisering av ett objekt då det placeras i ett yttre 

magnetfält. Vävnad har generellt sett låg susceptibilitet och påverkas alltså inte i 

så stor utsträckning av magnetfältet i magnetkameran medan kontrastmedlet 

påverkas mer. Att mäta den magnetiska susceptibiliteten för att kvantifiera 

koncentrationen av kontrastmedlet i vävnaden är en relativt ny metod som har 

utvecklats och utvärderats i de aktuella avhandlingsprojekten. Metoden verkar 

lovande i det avseendet att den gett rimliga koncentrationsnivåer i vävnaden, vilket 

i sin tur har medfört att våra uppskattningar av blodvolymen har varit i linje med 

vad man kan förvänta sig. Avhandlingsarbetena pekar dock också på att den metod 

som används för att bestämma den magnetiska susceptibiliteten behöver utvecklas 

för att metoden ska bli robust och pålitlig.  
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1. Introduction 

Oxygen and nutrients, required to maintain tissue viability, are transported to 

tissues of interest by the blood stream. The delivery of these vital substances 

occurs at the capillary–tissue interface. The volume-flow rate of blood in the 

capillaries, which are the smallest vessels in the body, is referred to as perfusion. 

However, a comprehensive description of the blood supply also includes the tissue 

blood volume and the mean transit time (MTT) (i.e. the average time for blood to 

travel through the local capillary network) from the arterial to the venous side. 

Additionally, information about the leakiness or permeability of capillaries is 

sometimes warranted. The focus of studies reported in this thesis was to quantify 

perfusion and other perfusion-related parameters (blood volume and MTT) of the 

brain.  

The goal of perfusion imaging is to obtain a digital image in which each pixel 

represents the numerical value of perfusion or another perfusion-related parameter. 

Several medical imaging techniques, including single photon emission computed 

tomography (SPECT), positron emission tomography (PET), computed 

tomography (CT), ultrasound (US), and magnetic resonance imaging (MRI), can 

provide useful perfusion maps. One advantage of using MRI is that is does not 

expose the patient to ionising radiation. This is important, especially for younger 

patients and those expected to experience many examinations to follow the 

progress of a disease or to monitor the effects of treatment. Another important 

argument favouring MRI is that a number of various image contrast patterns can 

be obtained to emphasise different tissue characteristics of the region of interest 

(ROI), and the perfusion measurement can thus be combined with MRI methods 

showing other types of image contrast during the same imaging session to get a 

complete understanding of relevant tissue properties. 

Using MRI, there are mainly three different techniques that provide information 

about perfusion and/or transcapillary permeability. In two of these techniques, an 

exogenous contrast agent (CA) is used to monitor the passage of blood in the 

tissue of interest. These two techniques are referred to as dynamic susceptibility 

contrast MRI (DSC–MRI) and dynamic contrast enhanced MRI (DCE–MRI). 

There is a third technique, called arterial spin labelling (ASL), which is based on 

the use of a radio-frequency (RF) pulse for labelling of endogenous water, using 

spin inversion in a tissue-supplying artery to enable perfusion quantification by 

measuring the subsequent effect of labelled spins on the signal in the tissue of 
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interest. DSC–MRI provides information about three central parameters, i.e. 

cerebral blood flow (CBF), cerebral blood volume (CBV), and MTT. However, 

owing to methodological difficulties, further described below, standard 

implementations of DSC–MRI are only expected to provide relative values of CBF 

and CBV. Using standard procedures for DSC–MRI measurements, the resulting 

values of CBF and CBV are often highly overestimated, compared with gold-

standard perfusion imaging techniques [1].  

In several applications, it is desirable to know the true perfusion level in 

absolute terms. For example, if accurate perfusion estimates were easily available, 

a perfusion-based tissue viability threshold approach in stroke patients might 

facilitate decisions of whether or not treatment with thrombolytic drugs should be 

employed [2-4]. Absolute perfusion values are also beneficial in longitudinal 

studies, where the perfusion is monitored over time, and to enable comparisons 

among different individuals or between different MRI sites.  

To calculate CBF, CBV, and MTT by DSC–MRI, a time series displaying how 

the concentration of CA varies during its passage is required for each voxel, and 

the main reasons for the commonly overestimated DSC–MRI CBV and CBF 

values are associated with incorrect CA concentration estimates. These problems 

originate, for example, from the intricate and non-linear relationship between MRI 

signal and CA concentration and from partial volume effects (PVEs), which tend 

to complicate the concentration estimation in blood. In this doctoral thesis, 

different strategies to register the effect of the CA and to estimate its concentration 

are reported. Some of the methods are used to provide an alternative measure of 

blood volume, which can be used to calibrate perfusion information from DSC–

MRI, whereas others are used to correct for PVEs in the artery used for CA 

concentrations in the blood. A comparison of how the standard DSC–MRI 

methodology performs, compared to a new CA quantification approach, is also 

included.  

1.1. Aims 

The general aims of the studies reported in this thesis are to improve and validate 

calibration approaches for perfusion estimates obtained by DSC–MRI and to 

improve quantification of CA concentration in vivo. The specific aims for each 

paper are summarised below: 

 

 Paper I: To calibrate perfusion estimates from DSC–MRI by an 

independent blood volume measurement and validate the results against 

a reference perfusion imaging method.  
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 Paper II: To correct perfusion values from DSC–MRI by employing an 

additional dynamic CA-enhanced measurement in pure blood using a 

lower dose of CA.  

 Paper III: To investigate the potential of using the phase of the MRI 

signal for relative measures of CA concentration in dynamic perfusion 

measurements.  

 Paper IV: To employ quantitative values of the magnetic susceptibility 

of the CA in the steady-state period (after the first passage) to estimate 

blood volume. 

 Paper V: To estimate CA concentration during the contrast-enhanced 

MRI time series using the change in magnetic susceptibility, with 

emphasis on voxels typically selected to represent blood in a standard 

DSC–MRI protocol.  
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2. Microcirculation 

2.1 Physiological background 

The capillary diameter is approximately 5–10 µm [5], and the blood velocity in the 

capillaries is of the order of a few mm/s, compared to the velocity of blood in large 

arteries, which can be tens of cm/s [6]. Oxygen is carried by the red blood cells, 

whereas nutrients, such as proteins, glucose, vitamins, amino acids, and lipid [5], 

are transported by the blood plasma [5]. In addition to red blood cells and plasma, 

the blood also comprises white blood cells, which are involved in the immune 

system, and platelets, which are important for ability of the blood to coagulate [5]. 

The volume fraction of the whole blood occupied by red blood cells is called the 

haematocrit, and it varies with the diameter of the vessel [7]. In an MRI 

experiment, the CA is situated in the blood plasma, and it is important to realise 

that the haematocrit needs to be considered in the quantification of blood volume 

and flow in methods where the CA concentration is compared between capillaries 

and large vessels. This is relevant to all papers in this thesis. 

As mentioned above, perfusion describes the volume-flow rate of blood in the 

capillary network per unit mass (or volume) of tissue and is often expressed in 

units of ml/min/100 g (or ml/min/100 ml). According to a summation of literature 

values by Donahue et al. [8], the range of CBF values in normal grey matter (GM) 

of the brain is 35–60 ml/min/100 g [8], and the corresponding range for white 

matter (WM) is 17–28 ml/min/100 g [8]. However, the values show substantial 

individual variations, and CBF tends to decrease with age [9]. Furthermore, CBV 

is the volume fraction of blood per unit mass (or volume) in a tissue sample and is 

often expressed in units of ml/100 g or ml/100 ml, and MTT is the average time it 

takes for blood to pass through the capillary system from the arterial to the venous 

side, in units of seconds. Values of CBV in healthy tissue range between 3.5 and 

6.6 ml/100 g in GM [8] and between 2.1 and 3.0 ml/100 g in WM [8]. MTT values 

in GM and WM are quite similar, with ranges of normal values of 3.8–6.6 in GM 

[8] and 4.6–7.4 in WM [8]. 

In principle, the perfusion can be modified by changes in the volume fraction of 

blood in the tissue sample of interest and/or by changes in the velocity at which 

the blood flows through the capillaries. It is important for the tissue to regulate 

CBF and, in particular, to keep it above a certain viability threshold. In some 

conditions of changed perfusion pressure, CBV and MTT can be altered to ensure 
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that CBF is maintained [10,11]. Hence, to describe the microcirculation in more 

detail, with respect to the effects of autoregulation, the additional parameters, 

CBV and MTT, are required. The relationship between CBF, CBV, and MTT is 

given by the central volume theorem [12]:  

 

𝐶𝐵𝑉 = 𝐶𝐵𝐹 ⋅ 𝑀𝑇𝑇. (1) 

 

As mentioned in the introduction, one particular advantage of DSC–MRI, the 

perfusion measurement method evaluated and developed in this thesis work, is that 

all three parameters are obtained.  

2.2 Clinical relevance of brain perfusion assessment 

One potentially important clinical application of perfusion measurements is in 

ischemic stroke, where information about perfusion can help in the decision of 

whether or not to treat the patient with a plasminogen activator (tPA) [13]. It has 

been proposed that regions showing a mismatch between observed lesion patterns 

in perfusion and diffusion imaging (i.e. tissue with impaired blood supply but 

unaltered diffusion) can be used to assess whether some of the tissue is 

salvageable by treatment [13-15]. Information about MTT can enhance this type of 

assessment in stroke patients, because MTT is often increased in the compensatory 

process of maintaining CBF [11]. Owing to the rather low GM-to-WM MTT 

contrast of healthy tissue, regions with prolonged MTT, associated with the so-

called ischaemic penumbra, are often clearly visible in MTT maps [11]. Thus, 

treatment with tPA, associated with a certain risk for haemorrhage [16], can be 

avoided in cases where it is unlikely to provide a positive effect. The combined 

information from perfusion and diffusion imaging is a strong argument for MRI 

perfusion measurements in stroke patients, compared to other imaging techniques.  

CBF and CBV information can also be valuable in identifying and grading 

intracranial tumours. For example, both CBF and CBV have shown higher values 

in more aggressive type of gliomas [17]. Some neurodegenerative diseases are also 

associated with altered perfusion. For example, patients with Alzheimer’s and 

Parkinson’s diseases exhibit regions with lower CBF values [18]. Perfusion can 

also be increased in patients with migraines [3], and perfusion imaging can be 

valuable for diagnosis of diseases, such as carotid occlusion and Moyamoya 

disease [13].  
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2.3 Quantitative perfusion levels 

The focus of the studies presented in this thesis is improving quantification of 

CBF and CBV estimates in absolute terms, because several previous studies have 

indicated that obtained values tended to be significantly overestimated when 

standard DSC–MRI methodology is employed [19-21]. In some applications, it is 

sufficient to visually inspect focal lesions in a perfusion image or to compare 

relative values of perfusion among different tissues. However, in other cases, it is 

of value to know the absolute perfusion levels, such as with ischemic stroke, 

tumour grading, and depression. With strokes, a perfusion threshold has been 

discussed as a means to decide whether or not to treat the patient [2-4], whereas 

for tumours, knowledge of the perfusion level can improve the accuracy of tumour 

grading [22,23]. For patients with depression, studies suggest that a global change 

in perfusion is expected, and this cannot be recognised if only relative perfusion 

values are available [24,25]. 

Absolute levels are warranted when comparing results from examinations 

performed at different points in time, for example, during a prolonged treatment 

period and for comparisons between different patients and different MRI sites.  
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3. Theory of perfusion measurement 

3.1 Basic tracer-kinetic considerations 

The theory used for calculations of CBF, CBV, and MTT in DSC–MRI is based 

on theory presented by Meier and Zierler [12,26,27], relying on Fick’s principle of 

mass conservation. This theoretical framework has been reviewed and 

reformulated by others [28-30], and the main relationships used in DSC–MRI are 

derived below, based on a combination of the above-mentioned references. The 

theory can be applied to any system meeting the requirements. However, in the 

context of this thesis, notations applying to the flow of blood in vessels are 

adapted. In Fig. 1, a system sketch is presented, showing one inflow vessel and 

one outflow vessel, coupled with a network of many small vessels with different 

pathways. The blood flows from A to B with flow F expressed as volume per unit 

time (i.e. formally the volume flow rate), and a tracer that is transported by the 

blood is assumed to be injected at A. For the model to be valid, certain conditions 

must be fulfilled. The flow should be constant, and the possible pathways through 

the system should remain unchanged during the time of measurement. 

Additionally, the injected tracer must follow the same kinetics as the blood, and all 

tracer particles must leave the system through B (i.e. no particles can stay in the 

volume of distribution VD). Depending on the tracer, the volume, VD, can be 

interpreted in different ways. In cerebral applications with an intact blood-brain-

barrier (BBB), as assumed in DSC–MRI, the gadolinium tracer does not leave the 

blood and the volume VD corresponds to the intravascular space.  

 

 

 

 

 

 

 

 

 
 
Figure 1. Schematic of the vascular system used to derive expressions used for estimation of perfusion 
parameters. 
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3.1.1 Simplified system 

For the simple system shown in Fig. 1, it is assumed that an amount, Q, of tracer 

particles (moles) is injected at A as an ideal bolus (i.e. a Dirac delta function). All 

tracer particles arrive at the inlet of volume VD at the same time, but may take 

different pathways to B and will thus not arrive at B at the same time. Thus, there 

will be a distribution of transit times, and this distribution is described by the 

function, h(t), which gives the probability of a particle, having been injected at A 

at time t = 0, to arrive at B at time t. As one of the assumptions mentioned above, 

all tracer particles must leave volume VD through B. One property of h(t) is that 

∫ ℎ(𝑡)𝑑𝑡 = 1
∞

0

. 
(2) 

The cumulative distribution function, H(t), can thus be described as the fraction of 

tracer particles reaching B during the interval of time 0 to time t.  

𝐻(𝑡) = ∫ ℎ(𝜏)𝑑𝜏
𝑡

0

. 
(3) 

Furthermore, the residue function, R(t), expresses the fraction of all injected 

tracers remaining in the volume, VD, at time t.  

𝑅(𝑡) = 1 − ∫ ℎ(𝜏)𝑑𝜏
𝑡

0

= 1 − 𝐻(𝑡). 
(4) 

For a simple system as described here, flow, F, can, in principle, be estimated by 

measuring the concentration over time at the outlet and the total amount of tracer 

particles, according to Eq. 5.  

𝐹 =
𝑄

∫ 𝐶𝐵(𝑡)𝑑𝑡
∞

0

. 
(5) 

Here, CB(t) represents the concentration of tracer particles at point B at time t. 

Additionally, as stated in the second mean value theorem, MTT can easily be 

determined from h(t) as 

𝑀𝑇𝑇 = ∫ 𝑡ℎ(𝑡)𝑑𝑡
∞

0

. 
(6) 

Furthermore, volume VD can be found by integrating all possible transit times: 

𝑉𝐷 = 𝐹∫ 𝑡ℎ(𝑡)𝑑𝑡
∞

0

. 
(7) 

Here, a derivation of the central volume theorem (mentioned earlier) is 

demonstrated as the relationship, 𝑉𝐷 = 𝐹 ⋅ 𝑀𝑇𝑇 [12]. This can easily be obtained 

by combining Eqs. 6 and 7.  
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3.1.2 Modifications of the model in a realistic system 

For in vivo measurements, it is not feasible to inject the tracer during an infinitely 

short time in a direct connection with the inlet to capillary system. Thus, the tracer 

will not enter as an ideal bolus. Additionally, measurements at point B are not easy 

to implement, and the relevant relationships should be adapted to a more realistic 

measurement situation. The amount of tracer particles having passed point A at 

time t, QA(t), can be described according to 

𝑄𝐴(𝑡) = 𝐹∫ 𝐶𝐴(𝜏)𝑑𝜏
𝑡

0

, 
(8) 

where CA(τ) is the concentration of tracer particles at A, measured at each point in 

time. For the simplified system, the amount having passed through B can easily be 

described as QA times the cumulative distribution function, H(t), because the only 

thing differentiating the individual tracer particles is the specific pathway, because 

they all enter the volume, VD, at the same time. For a more realistic system, the 

tracer particles enter volume VD at different times according to a temporally 

distributed input function. For example, with DSC–MRI, a tracer is injected into 

an arm vein, and the compact volume of the tracer (i.e. the bolus) will thus be 

distributed in time because of the finite injection time but also during the passage 

through the main circulatory system before it enters the tissue of interest. Hence, 

the concentration of particles measured at B at time t depends on both the input 

function at point A (i.e. the particles enter at different times, ) and on H(t), as 

described by Eq. 9: 

𝐶𝐵(𝑡) = ∫ 𝐶𝐴(𝑡)ℎ(𝑡 − 𝜏)𝑑𝜏
𝑡

0

. 
(9) 

Note that, in Eq. 9, a division by the tissue volume has been incorporated to obtain 

concentration C instead of the amount of particles, Q. The amount of tracer 

particles having passed B can be expressed as follows, similarly to Eq. 8: 

𝑄𝐵(𝑡) = 𝐹∫ 𝐶𝐵(𝜏)𝑑𝜏
𝑡

0

. 
(10) 

As mentioned above, it is difficult to perform measurements at B. Thus, it is 

common to study the amount of particles in a total tissue volume, Vtot, that instead 

includes VD. The amount of particles in Vtot can be expressed as the difference 

between the amount of particles having passed A and B at a given time. Note that 

the amount of particles in Vtot is the same as the amount of particles in VD. By 

combining Eqs. 8–10 and using the relationship between h(t) and R(t) from Eq. 4, 

it can be seen that  

𝑄𝑉(𝑡) = 𝑄𝐴(𝑡) − 𝑄𝐵(𝑡) = (11) 
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= 𝐹∫ 𝐶𝐴(𝜏)𝑑𝜏 − 𝐹∫ (∫ 𝐶𝐴(𝑡)ℎ(𝑡 − 𝜏)𝑑𝜏
𝑡

0

)𝑑𝑡
𝑡

0

𝑡

0

=  

= 𝐹∫ 𝐶𝐴(𝑡) ⋅ 𝑅(𝑡 − 𝜏)𝑑𝜏
𝑡

0

. 

Finally, division of QV by the total tissue volume, Vtot, is performed to obtain the 

tissue concentration, CVtot. Additional multiplication of the right-hand side by the 

density of tissue, ρ, yields the perfusion, 𝑓 = 𝑄𝑉/(𝑉𝑡𝑜𝑡𝜌), in units of 

ml/min/100 g.  

CVtot(t) = 𝑓𝜌∫ 𝐶𝐴(𝑡) ⋅ 𝑅(𝑡 − 𝜏)𝑑𝜏
𝑡

0

. 

 

(12) 

Equation 12 is a convolution integral, and the notation, ⊗, for convolution is 

commonly used: 

CVtot(t) = 𝑓𝜌[𝐶𝐴(𝑡) ⊗ 𝑅(𝑡)]. (13) 

 

Hence, if CVtot(t) and CA(t) are measured, a deconvolution of CVtot(t) with CA(t)  

yields the residue function scaled by the perfusion and the density of the tissue 

(i.e. 𝑅𝑆𝑐(𝑡) = 𝑓𝜌𝑅(𝑡)), and RSc(t) is sometimes referred to as the tissue impulse 

response function. By definition, R(0)=1, because R(0) represents the fraction of 

the injected amount of tracer that remains in the volume, VD, after an ideal bolus 

injection. Hence, the perfusion can be determined directly as the RSc(0) value.  

The amount of tracer, situated in the volume, can be expressed in terms of 

concentration and volume: either the distribution volume VD or the total volume 

Vtot. 

QV(𝑡) = 𝐶𝑉𝑡𝑜𝑡(𝑡) ⋅ 𝑉𝑡𝑜𝑡 = 𝐶𝑉𝐷(𝑡) ⋅ 𝑉𝐷. (14) 

 

Because Eqs. 8 and 10 are valid, and the mass must be conserved, it can be 

concluded that [28]: 

𝑄 = 𝐹∫ 𝐶𝐴(𝑡)𝑑𝑡 = 𝐹∫ 𝐶𝐵(𝑡)𝑑𝑡
∞

0

∞

0

= 𝐹∫ 𝐶𝑉𝐷(𝑡)𝑑𝑡
∞

0

. 

 

(15) 

The blood volume, V, is the fraction of the volume of interest that comprises 

blood, and the expression usually employed to estimate blood volume can be 

found by combining Eqs. 14 and 15. The density is included to get the familiar 

unit of ml/100 g.  
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𝑉 =
𝑉𝐷
𝜌𝑉𝑡𝑜𝑡

=
𝐶𝑉𝑡𝑜𝑡(𝑡)

𝜌𝐶𝑉𝐷(𝑡)
=
∫ 𝐶𝑉𝑡𝑜𝑡(𝑡)
∞

0
𝑑𝑡

𝜌 ∫ 𝐶𝑉𝐷
∞

0
(𝑡)𝑑𝑡

=
∫ 𝐶𝑉𝑡𝑜𝑡(𝑡)𝑑𝑡
∞

0

𝜌 ∫ 𝐶𝐴
∞

0
(𝑡)𝑑𝑡

. 
(16) 

 

The expression for MTT, as stated in Eq. 6 (𝑀𝑇𝑇 = ∫ 𝑡ℎ(𝑡)𝑑𝑡
∞

0
), is still valid for 

the realistic system. The transit time distribution function, h(t), is, however, 

normally not available. Instead, the relationship between h(t) and the residue 

function, as stated in Eq. 4 (𝑅(𝑡) = 1 − ∫ ℎ(𝜏)𝑑𝜏
𝑡

0
), is utilised to find a 

convenient expression for MTT. Following Eq. 4, the derivative of R(t) is 

𝑑𝑅(𝑡)

𝑑𝑡
= −ℎ(𝑡). 

(17) 

 

By performing an integration by parts of 1 ⋅ 𝑅(𝑡) [29], the following expression is 

obtained: 

∫ 𝑅(𝑡)𝑑𝑡
∞

0

= lim
𝑡→∞

[𝑡𝑅(𝑡)] + ∫ 𝑡ℎ(𝑡)𝑑𝑡
∞

0

. 
(18) 

 

Because 𝑡𝑅(𝑡) → 0 when 𝑡 → ∞ [12], MTT can be calculated as the integral of the 

residue function, R(t): 

𝑀𝑇𝑇 =
∫ 𝑅𝑆𝑐(𝑡)𝑑𝑡
∞

0

𝑅𝑆𝑐(0)
= ∫ 𝑅(𝑡)𝑑𝑡

∞

0

. 
(19) 

 

The middle part of Eq. 19 is sometimes referred to as Zierler's area-to-height 

relationship. A combination of Eq. 16 and the central volume theorem (𝑉 = 𝑓 ⋅
𝑀𝑇𝑇) yields an alternative expression for f: 

𝑓 =
𝑉

𝑀𝑇𝑇
=

∫ 𝐶𝑉𝑡𝑜𝑡(𝑡)𝑑𝑡
∞

0

𝜌 ∫ 𝐶𝐴(𝑡)𝑑𝑡
∞

0

∫ 𝑅𝑆𝑐(𝑡)𝑑𝑡
∞

0
𝑅𝑆𝑐(0)

=
𝑅𝑆𝑐(0) ⋅ ∫ 𝐶𝑉𝑡𝑜𝑡(𝑡)𝑑𝑡

∞

0

𝜌 ∫ 𝐶𝐴(𝑡)𝑑𝑡 ⋅ ∫ 𝑅𝑆𝑐(𝑡)𝑑𝑡
∞

0

∞

0

. 

(20) 

 

As discussed further in Chapter 5, Eqs. 16, 19, 13, and 20 are frequently used for 

estimating CBV, MTT, and CBF.  
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Table 1. Quantities involved in tracer kinetics including typical units 

 

PARAMETER DESCRIPTION 

CA(t) Concentration of tracer particles at A (in M) 

CB(t) Concentration of tracer particles at B (in M) 

CVD Concentration of tracer particles (in M) in the distribution volume VD 

CVtot Concentration of tracer particles (in M) in the total volume Vtot 

F Volume flow rate (in ml/min) 

f Perfusion (in ml/min/100 g) 

H(t) Cumulative distribution function 

h(t) Transit time distribution function 

MTT Mean transit time (in s) 

Q Total amount of tracer (in moles) injected to the system 

QA Amount of tracer (in moles) that has passed A 

QB Amount of tracer (in moles) that has passed B 

QV Amount of tracer (in moles) residing in Vtot or VD.  

RSc(t) Impulse response function resulting from deconvolution, RSc(t)=fρR(t) 

R(t) Tissue residue function 

V Blood volume (in ml/100 g) 

VD Distribution volume (in ml). Corresponds to the intravascular space in DSC–MRI 

Vtot Total tissue volume of interest (in ml). Corresponds to intravascular+extravascular space in 
DSC–MRI 

ρ Density (in g/ml) 

 

24



25 

 

4. Overview of different techniques 

for perfusion imaging 

The projects reported in this doctoral thesis focused primarily on development and 

validation of perfusion measurements based on DSC–MRI data, and this technique 

is described in detail in the next chapter. Several other methods providing 

perfusion maps exist, using MRI and other imaging modalities. Thus, a brief 

description of other methods is given below, followed by a somewhat more 

detailed discussion about MRI-based methods.  

4.1 Nuclear medicine 

In nuclear medicine, ionizing radiation from an internally distributed radioactive 

tracer is used for medical imaging. In PET, a positron-emitting radionuclide is 

employed, and the two resulting annihilation photons are detected outside the body 

for reconstruction of a 3-dimensional (3D) volume. In SPECT, a photon-emitting 

radionuclide is used. For perfusion measurements, the tracer can either be inhaled 

or injected into a vein [31]. Several techniques, based on different radioactive 

tracers, exist for perfusion measurements, with the most common radionuclide 

being 15O for CBF PET [32] and 99mTc, 123I, and 133Xe for CBF SPECT [31,32], all 

coupled to different types of molecules with specific properties in the body. 

Perfusion values from PET measurements are often regarded as the gold standard 

method for quantification in absolute terms. Most of the SPECT perfusion 

measurements show relative perfusion estimates. However, it is also possible to 

achieve absolute quantification using 133Xe SPECT [31,32].  

4.2 Computed tomography  

Perfusion measurements are also feasible with techniques involving CT, using 

either xenon or iodine as a CA. In Xenon-enhanced CT (XeCT), a stable isotope of 

xenon is inhaled to eventually diffuse through the BBB [32]. The use of iodine CA 
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is based on intravenous injection, followed by dynamic imaging during the first 

passage in the vascular system [32], similar to DSC–MRI. This method provides 

CBV, CBF, and MTT. Both methods are capable of delivering quantitative 

perfusion values in absolute terms [32]. However, dynamic CT share some (albeit 

not all) of the difficulties associated with DSC–MRI. For CT, it is fairly 

straightforward to determine the concentration of CA, because the change in 

attenuation caused by the CA is proportional to the concentration. This facilitates 

quantification [33].  

4.3 Ultrasound 

In US, microbubbles can be used as a tracer, because they alter the frequency and 

phase of the signal. Perfusion can be estimated by injecting microbubbles and 

monitoring their intravascular passage through the vascular system [34]. Unlike 

many other tracers, it is possible to remove the tracer while in the system, because 

the microbubbles can be destroyed by high-intensity US. Thus, as an alternative 

method, after elimination of all microbubbles in the imaging volume, it is possible 

to follow the renewed accumulation of tracer and to estimate perfusion by 

studying the initial slope and the plateau of the accumulation curve [34].  

4.4 Dynamic contrast-enhanced MRI 

An alternative or complementary method to DSC–MRI is DCE–MRI, primarily 

used to obtain information about plasma volume and transcapillary permeability. 

DCE–MRI is applicable not only to the brain, but also to many other organs of the 

body, because the theory behind DCE–MRI does not assume that the CA remains 

in the vascular space [29]. With DCE–MRI, T1-weighted images are collected for 

a period of several minutes (typically of the order of 5 min) before, during, and 

after intravenous injection of CA [35]. A T1 map is also obtained before the 

injection of CA, and a pharmacokinetic model is then fitted to the experimental 

signal data. With DCE–MRI, different models exist, depending on the specific 

application and on the quality of data. However, the most commonly used 

approach is the so-called extended Tofts model, which requires concentration-

versus-time curves in both tissue and blood [35]. It should be noted that, in DCE–

MRI, the parameters resulting from the calculations are not always a direct 

measure of perfusion. Instead, the composite parameter, Ktrans, is often estimated, 

showing different physiological meanings, depending on the physiological 

circumstances. For situations where the perfusion is sufficiently high, compared to 

capillary permeability, Ktrans describes the permeability-surface area product, 
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which is the combination of the permeability of the vessel and the surface area of 

the vessel per unit mass of tissue. This describes the extent to which the CA leaks 

from the vascular system. However, for systems with limited perfusion in relation 

to permeability, the amount of CA leaking from the vascular system to the 

surrounding tissue is not predominantly dependent on the permeability of the 

vessel but instead of the availability of CA (i.e. on the inflow). Thus, for systems 

with limited perfusion, the parameter, Ktrans, reflects perfusion [29,35].  

4.5 Arterial spin labelling 

Another MRI-based method for perfusion imaging is ASL, which is a completely 

non-invasive method in the sense that no exogenous CA needs to be injected. 

Hence, in contrast to other MRI-based methods, it is easy and unproblematic to 

perform repeated measurements during a short period. Additionally, for some 

patients suffering from impaired renal function, injection of gadolinium (Gd) CA 

may constitute a risk of developing nephrogenic systemic fibrosis [36]. In ASL, 

RF pulses are used to invert (or saturate) the spin magnetisation of arterial blood, 

upstream to the tissue of interest. The saturated/inverted spin magnetisation serves 

as an endogenous tracer transported to the tissue of interest. The basic idea in ASL 

is to collect two different types of images, one where the blood water spins are 

labelled (or tagged), and one without any labelling, referred to as the control 

image. When the labelled blood has entered the imaging volume, a reduced MRI 

signal can subsequently be measured, owing to the fact that the magnetisation of 

the inverted spin population subtracts from the original longitudinal magnetisation 

of the static spins in the tissue. The MRI signal difference between the labelled 

image and the control image, denoted Δ𝑀, is proportional to the perfusion, 

Δ𝑀 = 𝑀𝑐𝑜𝑛𝑡𝑟𝑜𝑙 −𝑀𝑡𝑎𝑔𝑔𝑒𝑑 ∝ 𝐶𝐵𝐹. (21) 

 

The signal difference, Δ𝑀, depends on the labelling approach, but is generally not 

more than a few percent of the control-image signal [37,38]. Thus, to increase the 

signal-to-noise ratio (SNR) in the resulting perfusion maps, the labelled and 

control image acquisitions are normally repeated several times during an ASL 

experiment. In ASL, the tracer is labelled water, which is almost freely diffusible. 

Thus, it is possible for the tracer to leave the vascular system during the 

experiment [39]. Additionally, the inverted blood magnetisation will experience 

T1 relaxation as soon as the labelling is completed, and the tracer will thus 

gradually be reduced during the measurement [37,39].  
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4.5.1 Different ASL labelling approaches 

In ASL, several different techniques for labelling arterial blood exist. In 

continuous ASL (CASL), blood is labelled in a thin slice, close to the imaging 

volume, using a long label duration of about 2–4 s [38-40]. Because the labelling 

slice is positioned close to the imaging volume, less T1 relaxation of the labelled 

blood spins occurs before entering the imaging volume, and CASL thus provides 

perfusion maps with high SNR [37]. However, a standard clinical MRI scanner is 

normally not capable of emitting RF energy during a sufficiently long period, and 

special equipment is therefore necessary. The long labelling duration is also 

associated with high specific absorption rate (SAR) [40].  

A similar method, without the need for special equipment, is pseudo-continuous 

ASL (pCASL) in which a long labelling period is achieved via many repeated 

short RF pulses. As in CASL, a thin labelling slice close to the imaging volume is 

used. With this technique, a reasonably high SNR [37] is obtained without the high 

SAR levels associated with CASL[39].  

Another category of labelling technique is referred to as pulsed ASL (PASL), 

where blood spins in a large labelling slab of 10–15 cm are labelled during a short 

duration of 5–20 ms [39]. With this technique, SAR is low at the expense of low 

SNR, because fewer blood spins are inverted, compared to other techniques, and 

because the inverted spins must travel some distance between the labelling 

location and the imaging volume. They will thus experience T1 relaxation during 

that time [37,38].  

Another ASL approach is called velocity-selective ASL (VS-ASL). With this 

method, the labelling volume also includes the imaging volume, but only blood 

moving with a velocity above a certain threshold value (e.g. 1 cm/s) is labelled 

[38]. The major advantage of VS-ASL is that it is not sensitive to artefacts related 

to different transit delays, which reflects the time it takes for the labelled blood to 

reach the imaging volume [38,39].  

In the ASL method called quantitative STAR labelling of arterial regions 

(QUASAR) [41], quantification is based on the convolution integral described in 

Eq. 12. By measuring ΔM at different inversion times (i.e. the time between the 

labelling and the imaging of the volume of interest) a curve showing the perfusion-

weighted ΔM signal as a function of time is obtained. Hence, once an AIF can be 

estimated from the experiment, perfusion f can be calculated by solving the 

convolution integral (Eq. 12), as further specified in Section 4.5.2.  

In 2015, a consensus paper from the perfusion study group of the International 

Society for Magnetic Resonance in Medicine (ISMRM) and the European 

Consortium for ASL in Dementia was published, in which pCASL was 

recommended as the preferred method for clinical use [37]. In the study reported 

in Paper I, pCASL was used as a reference method for comparison with the CA-

based perfusion methods under evaluation. The pCASL data obtained in the 
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Paper I study showed good repeatability, demonstrated by high correlation 

between measurements in the same volunteer on two different occasions. 

However, the drawback of using pCASL in Paper I was that the labelling failed in 

some of the volunteers, leading to perfusion images in which some regions of the 

brain showed very low apparent CBF.  

4.5.2 Quantification of perfusion using ASL 

As described above, the MRI signal difference between the labelled and the 

control image is proportional to the perfusion. However, with certain assumptions 

and information about the imaging parameters, it is possible to obtain absolute 

levels of perfusion with ASL. The methods for quantification differ between 

different labelling techniques [37]. In the quantification method used in the study 

reported in Paper I, where the pCASL sequence was used, the signal difference 

can be described as [42,43]: 

Δ𝑀 = 2 ⋅ 𝑀0𝑎 ⋅ 𝛼 ⋅ 𝐶𝐵𝐹 ⋅ 𝑇1𝑎 ⋅ (1 − 𝑒
− 

𝜏
𝑇1𝑎)𝑒

− 
𝜔
𝑇1𝑎 , 

(22) 

where M0a is the signal intensity of blood at equilibrium, α is the label efficiency, 

T1a is the longitudinal relaxation time in arterial blood, τ is the label duration and 

ω is the time between labelling and imaging of the volume of interest.  

All parameters in Eq. 22 are either MRI scanner settings or data that can be 

found in the literature, except for M0a, which must be measured for each 

examination. Because M0a corresponds to the signal in blood at 𝑇𝑅 → ∞, it cannot 

be directly measured in the labelled or control images. Instead, an additional scan 

with identical parameters, except for a very long TR, can be utilised to find the 

signal in blood [37]. However, in practice, owing to PVEs, it is not always easy to 

find the signal in a voxel containing only arterial blood. Thus, as described in 

Paper I, the signal in arterial blood at 𝑇𝑅 → ∞ can be calculated from a 

measurement in WM at very long TR, according to: 

M0a =
𝑆𝑊𝑀

(1 − 𝑒
− 
𝑇𝑅𝑟𝑒𝑓
𝑇1𝑊𝑀) ⋅ (𝑒

− 
𝑇𝐸𝑟𝑒𝑓
𝑇2𝑊𝑀

∗
)

⋅
𝜆𝑎
𝜆𝑊𝑀

⋅ 𝑒
− 
𝑇𝐸
𝑇2𝑎

∗
⋅ 𝜌. 

(23) 

 

Here, SWM is the signal intensity in WM, λa and λWM are the fractions of water in 

arterial blood and WM, respectively, and ρ refers to the density of brain tissue to 

obtain CBF in ml/min/100 g.  

In the study described in Paper III, QUASAR was used as a reference method, 

for comparison with phase-based CBF estimates. In QUASAR, ΔM is obtained at 

different inversion times, and CBF can thus be estimated by deconvolution of ΔM 

in tissue with the AIF (see Eq. 12). The shape of the AIF is obtained from the 
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difference between data from sequences without and with bipolar crusher 

gradients. The crusher gradients cause moving spins to dephase, and this sequence 

will thus provide images without the intravascular signal. A correct amplitude of 

the AIF is obtained by considering the label duration and M0a, and by scaling the 

AIF to the correct arterial blood volume (aBV) fraction for each voxel [41]. With 

this approach, a reasonable repeatability was found in a multi-centre study, 

including 28 sites [44].  

4.6. Estimation of CBV using measurements of contrast 

agent concentration in the steady-state period 

Following CA injection into an arm vein, an arterial bolus of CA enters the brain, 

passes the microvasculature of the brain tissue, and leaves the brain on the venous 

side. After some time, a second passage of CA can be seen, referred to as the 

recirculation phase. This effect occurs at approximately 30 s after the initial rise of 

the CA concentration, as can be seen in the concentration curves shown in Fig. 2 

and in Paper V. After the second passage (i.e. after the first recirculation), a fairly 

stable non-zero level of CA is reached. This is referred to as the steady-state 

period. In the steady state, the concentration of CA decreases slowly and can be 

assumed constant during the remaining time of measurement. Considering that CA 

is present in the vasculature also at steady state, properties such as relaxation times 

and magnetic susceptibility are altered, compared to the baseline. The differences 

in parameters, depending on CA concentration between baseline and steady state, 

can be utilised to estimate CBV. Three different strategies used in Papers I and IV, 

are described below.  

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Concentration-versus-time curves in (a) GM and (b) a voxel representing blood from a typical DSC–
MRI experiment. Relaxivity values for tissue (r2* = 85 s-1mM-1) and AIF (r2* = 91 s-1mM-1) from Papers IV and V 
were used to convert ΔR2* values to concentration. 
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4.6.1 Change in longitudinal relaxation time, used in the Bookend 

technique 

In the study reported in Paper I, the shortening effect of CA on the longitudinal 

relaxation time, T1, was used to estimate CBV. By relating the change in tissue 

relaxation rate (i.e. 1/T1) to the altered relaxation rate in blood, CBV can be 

estimated according to Eq. 24 [45].  

 

𝐶𝐵𝑉𝐹𝑎𝑠𝑡𝐸𝑥 = 100 ⋅
1

𝜌
⋅
1 − 𝐻𝑐𝑡𝐿𝑉
1 − 𝐻𝑐𝑡𝑆𝑉

⋅

(
1

𝑇1𝑝𝑜𝑠𝑡
−

1
𝑇1𝑝𝑟𝑒

)
𝑡𝑖𝑠𝑠𝑢𝑒

(
1

𝑇𝑝𝑜𝑠𝑡
−

1
𝑇1𝑝𝑟𝑒

)
𝑏𝑙𝑜𝑜𝑑

. 

(24) 

 

HctLV and HctSV represent the haematocrit values in large and small vessels, 

respectively, considering that the CA is situated only in plasma. T1pre and T1post 

represent the longitudinal relaxation times at baseline and at steady state, 

respectively, and ρ is the density of brain tissue. Examples of images of T1pre, 

T1post, and CBV estimated by the Bookend approach are shown in Fig. 3.  

 

 
Figure 3. Images showing (a) T1 before CA administration, (b) T1 after CA administration, and (c) CBV. Note 
that the CBV image is only for visualisation purposes; CBV was calculated from regions of interest in the 
Paper I study. T1 is shown in ms and CBV in ml/100 g.  

 

As indicated by the notation, CBVFastEx, in Eq. 24, the relationship is valid when 

the exchange of water molecules between the intravascular space and the 

extravascular extracellular space (EES) can be regarded as fast. Under such an 

assumption, the diffusion of water molecules between the intravascular space and 

the EES is sufficiently rapid to assure that all water molecules in the tissue volume 

are affected by the CA, whereas the CA is distributed only in the intravascular 

compartment. Hence, all tissue molecules experience longitudinal relaxation to a 

degree that is determined by the mean voxel CA concentration, and the model 

based on the change in tissue longitudinal relaxation rate would be appropriate 

[45-47]. In the case of slow-water exchange, the difference in MRI signal in a T1-

weighted MRI sequence would instead be the appropriate quantification approach 
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[45-47]. However, whereas it has been shown that the fast-exchange model is most 

reasonable, neither the fast-exchange nor the slow-exchange model is completely 

valid for the actual measurement situation in tissue. Thus, a water correction factor 

(WCF) needs to be implemented to account for the deviation from the fast water-

exchange limit. Using literature values of CBVtrue, the WCF can be estimated by 

plotting CBVtrue/CBVFastEx as a function of the CA-induced change in relaxation 

rate in blood, ΔR1blood, and fitting a curve of the form 𝑎 ⋅ Δ𝑅12 + 𝑏 ⋅ Δ𝑅1 + 𝑐 to 

the data [45,48,21]. Unless the WCF is applied, the assumption of fast water 

exchange would result in underestimated CBV values, whereas the assumption of 

slow water exchange would, correspondingly, lead to overestimated CBV values 

[45,46]. It should be noted that the validity of the fast exchange limit approach 

depends on the CA concentration levels (taken into account by the WCF), but also 

on the MRI imaging parameters [46]. Thus, the WCF should be individually 

estimated for each specific MRI pulse sequence used to measure T1. When the 

WCF is defined, CBV can be calculated according to  

𝐶𝐵𝑉 = 𝑊𝐶𝐹(Δ𝑅1) ⋅ 𝐶𝐵𝑉𝐹𝑎𝑠𝑡𝐸𝑥. (25) 

 

In the work described in Paper I, the approach described above was used to obtain 

a WCF for the specific MRI pulse sequence employed in the study. This WCF 

returned CBV values close to reference values, but the model fitting to the 

measured data was not convincing. In Fig. 4, a comparison of the WCFs described 

in Paper I (for both WM and GM ROI) are compared to the WCF reported by Shin 

et al. [48], who measured in WM. The shapes of the WCF curves indicate that a 

similar degree of correction was required when assuming the fast water exchange 

limit, implying that the measurement conditions in the Paper I study were similar, 

regarding water-exchange effects [46], to the experiment reported by Shin et al. 

[48]. 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
Figure 4. Curves showing the WCF used for CBV estimates with the Bookend method. Curves from Paper I 
and curve adapted from Shin et al. [48] are displayed. 
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4.6.2 Vascular space occupancy 

Another method used to estimate CBV, reported in Paper I, was the vascular space 

occupancy (VASO) technique. Similar to the Bookend technique, VASO was, in 

Paper I, also based on the CA-induced shortening of T1 to estimate CBV. In 

VASO, however, an MRI pulse sequence cancelling the voxel signal components 

with a T1 of blood (without CA) is used. The difference in MRI signal in a steady 

state, after the CA injection, and the MRI signal without CA was calculated and 

compared with the signal from blood to estimate the fraction of blood in the tissue 

[49].  

In an inversion recovery (IR) pulse sequence, the signal difference in a tissue 

voxel containing both an extravascular and a vascular compartment [49] can be 

expressed as 

 

𝑆𝑝𝑜𝑠𝑡 − 𝑆𝑝𝑟𝑒 = 𝑆𝑒𝑥𝑡𝑟𝑎
𝑝𝑜𝑠𝑡

+ 𝑆𝑏𝑙𝑜𝑜𝑑
𝑝𝑜𝑠𝑡

⏟          
𝑆𝑝𝑜𝑠𝑡

− 𝑆𝑒𝑥𝑡𝑟𝑎
𝑝𝑟𝑒
⏟  
𝑆𝑝𝑟𝑒

= 𝑆𝑏𝑙𝑜𝑜𝑑
𝑝𝑜𝑠𝑡

. (26) 

 

Sextra represents the MRI signal from the extravascular part of the tissue voxel, and 

Sblood represents the MRI signal from the intravascular part. ‘Pre’ and ‘post’ denote 

measurements before the CA and in steady state after the injection of CA, 

respectively. Note that the pre-CA signal lacks the contribution from blood, owing 

to the blood-nulling IR sequence. Because the CA is assumed to remain in the 

vascular space, T1 in the extravascular space is unchanged. Thus, the signal from 

the extravascular part is unaffected by the CA and is cancelled out when the signal 

difference is calculated. This assumption implies no water exchange between the 

intra- and extravascular part [49,50]. The validity of this assumption is, however, 

dependent on the concentration of CA, and the assumption is less valid at high CA 

concentrations [50]. Because the concentration of CA gradually decreases after the 

recirculation phase, it is favourable for the experiment to perform the VASO 

sequence after a period of time. As shown by Uh et al. [50], the best time period is 

between 7 and 14 min after the CA injection to minimise the effect of water 

exchange while maintaining high signal difference between the pre-CA and post-

CA VASO images. 

The signal from blood with CA can be described as [49] 

𝑆𝑏𝑙𝑜𝑜𝑑
𝑝𝑜𝑠𝑡

= 𝐴 ⋅ 𝐶𝐵𝑉 ⋅ 𝐶𝑏𝑙𝑜𝑜𝑑 ⋅ (1 − 2𝑒
− 

𝑇𝐼
𝑇1𝑏𝑙𝑜𝑜𝑑). 

(27) 

 

Factor A describes the MRI signal from water protons at equilibrium (per unit 

volume). Cblood is the water proton density in the intravascular space (ml water per 

ml blood), and TI is the inversion time. Thus, combining Eqs. 26–27, and 

33



34 

 

assuming a sufficiently short T1blood (owing to the CA) to make the 2𝑒−𝑇𝐼/𝑇1𝑏𝑙𝑜𝑜𝑑 

term vanish, an expression for CBV can be formulated [49]: 

 

𝐶𝐵𝑉 = 100 ⋅
1

𝜌
⋅
𝑆𝑝𝑜𝑠𝑡 − 𝑆𝑝𝑟𝑒
𝐴 ⋅ 𝐶𝑏𝑙𝑜𝑜𝑑

⋅
1

𝐾𝑠𝑙𝑖𝑐𝑒𝑠
. 

(28) 

 

The brain density is included to obtain CBV values in the familiar unit of ml/100 

g, and Kslices is a factor that corrects for the fact that the optimal TI can be obtained 

only in one slice. Kslices can be calculated according to 𝐾𝑠𝑙𝑖𝑐𝑒𝑠 = 2𝑒
−𝑇𝐼𝑠𝑙𝑖𝑐𝑒/𝑇1𝑏𝑙𝑜𝑜𝑑 

using literature values of T1 of blood and a TIslice value that needs to be 

determined for the specific pulse sequence [49]. Two different approaches to find 

A and Cb are described and evaluated by Lu et al. [49]. Using the first approach, 

literature values of Cb are used and A is measured in cerebrospinal fluid (CSF) in a 

proton density weighted image. The second approach is based on estimation of 

A∙Cb in a voxel with pure blood in the post-CA VASO image. In the work 

described in Paper I, the second approach was used, because it requires no 

additional proton density weighted scan, and the undesired CA-induced T2* effect 

in blood can be accounted for. However, according to Lu et al. [49], the first 

approach might provide results with better repeatability.  

In a voxel containing only tissue, Spost-Spre will be positive, because the TI of the 

IR sequence is chosen to cancel the blood signal component unaffected by CA, 

and T1 in the extravascular component is shorter compared to pre-CA blood. 

Thus, the signal from extravascular space is positive, both at the pre- and post-CA 

measurements, and the blood signal is positive in the post-CA situation and zero in 

the pre-CA measurement. However, for voxels containing components with long 

T1, predominantly CSF, the actual MRI signal can be negative for both the pre-CA 

and post-CA situations, and a positive contribution from blood can be interpreted 

as a decreased signal when studying the magnitude MRI images (showing absolute 

values), implying negative CBV estimates. To account for this effect, Lu et al. [49] 

used the absolute values of Spost-Spre, which will be correct if both the pre-CA and 

post-CA signals have equal signs. In Paper I, an alternative method similar to that 

utilised by Uh et al. [50] was used to avoid problems in voxels where the sign of 

the MRI signal was changed by the CA. Hence, the phase of the MRI signal was 

used to elucidate whether the magnitude signal should be treated as positive or 

negative. Images from the VASO sequence, before and after CA administration, 

and a CBV map calculated according to Eq. 28 are shown in Fig. 5. 
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Figure 5. Images showing (a) VASO before CA administration, (b) VASO after CA administration, and (c) CBV. 
Note that in Paper I, CBV was calculated in regions of interest and no CBV images were obtained. Hence, the 
image above is displayed for visualisation purposes only, and no motion correction was applied. VASO 
images are shown in arbitrary (but comparable) units and CBV in ml/100 g.  

4.6.3 Change in steady-state magnetic susceptibility  

In Paper IV, an additional approach was introduced for steady-state CBV 

estimation. With this method, the fact that a paramagnetic CA would affect not 

only the relaxation times of the tissue but also the magnetic susceptibility was 

explored. The magnetic susceptibility of the material of interest influences the 

magnetic flux density B experienced by the spins in and around the object, and a 

change in B is reflected by a corresponding phase shift of the MRI signal, 

according to the Larmor equation. Hence, the MRI signal phase reflects the 

magnetic susceptibility, albeit in a rather complex manner, and the phase can be 

used to estimate the in vivo magnetic susceptibility. The procedure to convert 

phase information to quantitative susceptibility distributions (for arbitrary 

geometries) is called quantitative susceptibility mapping (QSM) and is discussed 

in detail in Chapter 7. If the susceptibilities of tissue and blood are known and the 

magnetic susceptibility change is assumed proportional to CA concentration, CBV 

can be estimated by comparing the change in susceptibility in tissue and in blood. 

Thus, when correcting for different haematocrit levels in large and small vessels, 

the expression for CBV is given by 

𝐶𝐵𝑉 = 100 ⋅
1

𝜌
⋅
1 − 𝐻𝑐𝑡𝐿𝑉
1 − 𝐻𝑐𝑡𝑆𝑉

⋅
(𝜒𝑝𝑜𝑠𝑡 − χ𝑝𝑟𝑒)𝑡𝑖𝑠𝑠𝑢𝑒
(χ𝑝𝑜𝑠𝑡 − χ𝑝𝑟𝑒)𝑏𝑙𝑜𝑜𝑑

, 
(29) 

 

where χpre and χpost represent the magnetic susceptibilities before and after (i.e. 

steady state) CA administration. Fig. 6 shows susceptibility maps and CBV 

calculated using Eq. 29.  
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Figure 6. Images from Paper IV showing (a) magnetic susceptibility estimated using QSM before CA 
administration, (b) QSM image after CA administration, and (c) CBV. Susceptibility images are shown in ppm 
and CBV in ml/100 g. 
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5. Dynamic susceptibility contrast 

MRI 

5.1 Tracer kinetic theory adapted to DSC–MRI 

measurement conditions 

Dynamic susceptibility contrast MRI is a method to measure perfusion, based on 

the Meier–Zierler theory described in Chapter 3, employing Eqs. 13 or 20 to 

estimate CBF and Eqs. 16 and 19 to calculate CBV and MTT, respectively. 

However, some aspects should be further considered to adapt the theory to DSC–

MRI.  

The most common MRI CA consists of a Gd-chelate and, in the presence of an 

intact BBB, it remains in the vascular space while passing through the brain. The 

CA is situated in the blood plasma, and the plasma fraction differs between large 

vessels (used to define an arterial input function, AIF) and capillaries [7]. Hence, a 

correction factor is introduced to obtain the corresponding concentration of CA for 

whole blood. The correction is made by dividing the measured concentrations by 

the plasma fraction, approximated by (1-Hct), where Hct denotes the haematocrit 

level in the blood vessel of relevance. In most DSC–MRI experiments, 

haematocrit values from literature are used, often with assumed values of 0.45 in 

large vessels and 0.25 in small vessels [51], but methods for experimental 

estimation of in vivo haematocrit levels have been proposed [52]. 

 As described in Chapter 3, R(t) is the fraction of the injected amount of tracer 

remaining in the volume at time t and, ideally, R(0) = 1. However, because R(t) is 

retrieved by a deconvolution of the concentration curves in tissue and blood, for 

experimental data, the estimated R(t) is not always strictly declining, because of, 

for example, imperfections in the mathematical deconvolution procedure [53] or 

the presence of arterial dispersion [54]. Hence, as an approximation, the maximal 

value of RSc(t) is often used instead of RSc(0) to find perfusion information [55].  

With the above-mentioned DSC–MRI considerations, and using the common 

abbreviations for perfusion measurements in brain (i.e. CBF, CBV, and MTT), Eq. 

13 can be written in the form 

 

37



38 

 

𝐶(𝑡) =
𝜌(1−𝐻𝑐𝑡𝑆𝑉)

(1−HctLV)
CBF[𝐴𝐼𝐹(𝑡) ⊗ 𝑅(𝑡)]. (30) 

 

Thus, a deconvolution of the measured concentration curve in tissue, C(t), and in 

blood, AIF(t), results in the residue function scaled by CBF and the haematocrit 

constant, (i.e. 𝑅𝑆𝑐(𝑡) = 𝐶𝐵𝐹𝜌(1 − 𝐻𝑐𝑡𝑆𝑉)/(1 − 𝐻𝑐𝑡𝐿𝑉)𝑅(𝑡)), and CBF is 

approximated by the maximum value of RSc(t). Alternatively, CBF can be 

estimated as  

𝐶𝐵𝐹 =
(1 − 𝐻𝑐𝑡𝐿𝑉)

𝜌(1 − 𝐻𝑐𝑡𝑆𝑉)

max (𝑅𝑆𝑐(𝑡)) ⋅ ∫ 𝐶(𝑡)𝑑𝑡
∞

0

∫ 𝐴𝐼𝐹(𝑡)𝑑𝑡 ⋅ ∫ 𝑅𝑆𝑐(𝑡)𝑑𝑡
∞

0

∞

0

. 
(31) 

 

Similarly, CBV and MTT are given by Eqs. 32 and 33, respectively. 

𝐶𝐵𝑉 =
(1 − 𝐻𝑐𝑡𝐿𝑉)

𝜌(1 − 𝐻𝑐𝑡𝑆𝑉)

∫ 𝐶(𝑡)𝑑𝑡
∞

0

∫ 𝐴𝐼𝐹(𝑡)𝑑𝑡
∞

0

, 
(32) 

 

𝑀𝑇𝑇 =
∫ 𝑅𝑆𝑐(𝑡)𝑑𝑡
∞

0

max (𝑅𝑆𝑐(𝑡))
. 

(33) 

 

In Fig. 7, typical examples of CBF, CBV, and MTT images from a DSC–

MRI experiment are shown.  

 

 

 

 

 

 

 

 
 

 

Figure 7. Images resulting from a standard DSC–MRI experiment showing (a) CBF (in ml/min/100 g), (b) CBV 
(in ml/100 g), and (c) MTT (in s) in a healthy volunteer.  

5.2 Measurement considerations 

As indicated by Eqs. 30–33, perfusion imaging requires concentration versus time 

curves in tissue and in an artery feeding the tissue of interest with blood. It is 

desirable to create a narrow bolus of CA to increase the contrast-to-noise ratio 

(CNR) [56]. Because the DSC–MRI CA is injected into an arm vein, the CA 
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travels through the heart, lungs, and heart again before it arterially enters the brain 

tissue of interest. This path of transport contributes to an inevitable temporal 

smearing of the bolus. To reduce temporal smearing or dispersion, it is desirable to 

use a high CA injection rate. For the same amount of injected tracer, a CA 

preparation with high molarity (implying a smaller total volume of CA) and a high 

injection rate will contribute to a short injection time. In the projects reported in 

this thesis, a CA preparation of 0.5 M [Dotarem, Guerbet, Paris, France] and an 

injection speed of 5 ml/s was used, which can be considered a standard procedure, 

creating a sufficiently short bolus [57].  

It has been discussed whether to use spin echo (SE) or gradient echo (GRE) 

sequences to obtain the optimal information for perfusion imaging. It is recognised 

that SE sequences are selectively more sensitive to vessels with sizes of the same 

order of magnitude as the capillaries, implying that the response to the CA per unit 

of concentration, measured in terms of ΔR2, is higher for small vessels [58]. For 

GRE sequences, the response, measured in terms of ΔR2*, is almost independent 

of the vessel size [59] but the overall sensitivity (i.e. transverse CA relaxivity) is 

higher. Thus, the choice of sequence will influence the resulting perfusion images. 

At a given concentration level, the effect on the MRI signal is more pronounced in 

GRE, leading to a higher CNR. At first glance, it would also seem reasonable to 

conclude that GRE is better for absolute quantification, owing to the fact that 

capillaries and arteries, contrary to the SE case, show more or less the same 

sensitivity (cf., Eqs. 31–32). However, this is not necessarily true, because this 

issue is complicated by the complex relaxivity situation in vivo, as further 

discussed below.  

Another important basic parameter in the DSC–MRI data collection is the echo 

time (TE). As TE increases, the signal drop caused by the CA will be larger. 

However, simultaneously, the SNR of the baseline (i.e. the signal before the 

arrival of CA) is reduced. A high SNR at baseline has been shown to be 

advantageous in creating high quality perfusion maps. Thus, a rather short TE is 

preferable [56]. As a compromise between high baseline SNR and sufficiently 

large CA-induced signal drop in tissue, a TE of 29 ms was used in the studies 

described in this thesis.  

For accurate quantification, the shapes of the concentration curves should be 

registered, and a high temporal resolution is thus a prerequisite for accurate 

perfusion images, particularly for AIF registration [56]. The temporal resolution in 

the studies reported in this thesis was 1.24 s. To obtain high temporal resolution 

together with sufficiently high spatial resolution and volume coverage, echo-

planar imaging (EPI) readout is normally utilised in DSC–MRI. 
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5.3 Estimation of CA concentration from MRI signal 

In DSC–MRI, the concentration of CA must be calculated from the MRI signal. 

Alternative methods for CA concentration estimations are discussed in this thesis 

and were addressed in Papers IV and V. However, in standard DSC–MRI, the 

change in transverse relaxation rate (i.e. ΔR2* for GRE-based imaging) is used. 

GRE images are collected before, during and after the passage of CA, and ΔR2* is 

calculated for each time point according to Eq. 34 (assuming pure T2*-weighting 

without competing T1 effects [60]). 

 

Δ𝑅2∗(𝑡) = −
1

𝑇𝐸
𝑙𝑛 (

𝑆(𝑡)

𝑆0
), 

(34) 

 

where S(t) is the MRI signal at each time point, t, during the dynamic scan, and S0 

represents the baseline signal. The relationship between CA concentration and 

ΔR2* can, to a first approximation, be described as 

Δ𝑅2∗(𝑡) = 𝑟2∗ ⋅ 𝑐(𝑡), (35) 

 

where r2* is the relaxivity of the CA, often considered to be a CA-specific 

constant. Thus, in most standard DSC–MRI experiments, the relationship between 

ΔR2* and CA concentration is assumed to be linear (i.e. r2* is a constant), and r2* 

is assumed identical for all tissue types and in blood. Thus, because calculation of 

perfusion parameters is based on the tissue-to-blood ratio of ΔR2* (cf. Eqs. 30–

33), the exact value of r2* is not needed, because it cancels out in the calculations. 

Thus, the CA concentration in the equations needed for calculations of perfusion 

parameters is often replaced by ΔR2*.  

Whereas Eq. 35 describes a simple relationship between ΔR2* and CA 

concentration, many methodological complications in DSC–MRI are attributed to 

the issue of quantifying CA concentration. Although the assumption of a linear 

response to the CA was predicted to be valid in brain tissue, for GRE data [61], the 

ΔR2*-versus-concentration relationship in whole blood is best described by a 

quadratic function [62,63]. Additionally, for the same concentration of CA, the 

transverse relaxation effect of CA has been shown to be much stronger in tissue 

[61,64], leading to, in relative terms, an underestimated AIF when the relaxivities 

in tissue and blood are assumed to be the same. The reason for the high relaxivity 

in tissue is that the CA shows a heterogeneous spatial distribution. The CA, 

residing in the intravascular space only, creates very strong field inhomogeneities, 

which extend to the extravascular compartment, and the spins outside the 

capillaries are effectively dephased [61].  
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Other issues related to the quantification of CA are predominantly associated 

with the AIF. Because the mean concentration of CA in blood is much higher than 

in the tissue compartment, it is difficult to find an optimal combination of CA 

dosage and TE that provides sufficient signal drop in tissue without 

simultaneously extinguishing the signal in blood completely, at maximal 

concentrations [19]. This phenomenon is often called the signal saturation or 

signal clipping effect. Thus, the shape of the AIF is affected, and this phenomenon 

is one reason for distorted peaks of the AIF concentration curves at high 

concentrations. In the study described in Paper II, to avoid this problem, an 

additional MRI pulse sequence with short TE was executed while a lower dose of 

CA was injected prior to the main bolus experiment (i.e. a prebolus). This prebolus 

scan was thus used only to collect blood signal data.  

Another important problem often ignored or neglected in DSC–MRI is that the 

MRI signal originating from blood may be displaced at high CA concentrations 

because of local geometric distortions caused by susceptibility effects [65]. EPI 

readout is normally utilised to obtain high temporal resolution, and EPI is 

associated with very low bandwidth in the phase direction. At high CA 

concentrations, the magnetic susceptibility in blood is strongly increased, creating 

a frequency shift of the MRI signal, leading to a displacement of the signal in the 

phase encoding direction. Thus, when a given image pixel is used to trace the 

concentration during the time series, the blood signal may move out of the selected 

pixel of interest. This phenomenon can also contribute to distorted AIF curves at 

maximal concentrations. To optimise the information obtained from blood, a 

segmented EPI with higher phase direction bandwidth was used in Paper II for the 

prebolus experiment.  

Another major difficulty in finding an accurate AIF is PVEs. With the spatial 

resolution usually achieved in DSC–MRI with the diameter of the arteries to be 

considered as an AIF candidate, there will, in practice, be no or very few voxels 

available with signal from only arterial blood [66,67]. All selected AIFs will thus 

be more-or-less influenced by PVEs, affecting both the shape and time integral, 

i.e. the area under the curve (AUC), of the AIF, and thus the quantitative estimates 

of the perfusion parameters. In a voxel with two different compartments (i.e. blood 

and tissue), the summed MRI signal is based on the addition of two vectors in the 

complex plane. It was demonstrated by van Osch et al. [67] that, when the CA 

passes through the voxel, a trajectory is created, forming a spiral-like path in the 

complex plane, with the origin of the spiral located at the tip of the tissue signal 

vector (see Fig. 8). Thus, the final shape of the AIF depends on where the sum of 

the two vectors ends up. Thus, for some concentration levels, the complex sum of 

the two vectors can be close to zero, corresponding to an apparently high CA 

concentration. Because of this effect, it is possible to estimate apparently higher 

concentration levels in an AIF from a pixel with PVEs than from a pixel consisting 

of blood only, and even a pixel with only small PVEs can substantially influence 

41



42 

 

the shape of the AIF [68]. It has also been shown that the impact of AIF PVEs on 

the resulting CBF levels, after the deconvolution procedure, is higher when the 

expected maximal signal drop is larger [68].  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 8. (a) Illustration of the signal during the passage of CA in a voxel containing only blood and (b) the 
addition of signal vectors from surrounding tissue and blood in the complex plane during the passage of CA, 
creating a spiral around the tip of the tissue vector. The theoretical explanation for the shape of the curves is 
given by van Osch et al. [67]. 

 

One additional phenomenon that can affect the estimated CA concentration based 

on Δ𝑅2∗ is the competing effect on the signal caused by the CA-induced change in 

longitudinal relaxation time, T1. Because the T1 is shortened by the CA, the MRI 

signal will tend to increase when the pulse sequence is not purely T2*-weighted. 

This will thus counteract the MRI signal decrease caused by the shortened 𝑇2∗. If 
a single-echo MRI sequence is used, and ΔR2* is calculated according to Eq. 35, a 

decreased T1 value may lead to some degree of ΔR2* underestimation. However, 

with a fairly long TR and a small flip angle, effects of shortened T1 caused by the 

CA can be minimised [69].  

Another effect that can influence the estimated concentration levels occurs in 

situations where there is leakage through the BBB (e.g. in tumours). For such 

cases, the T2* relaxation effects of the CA are reduced, and T1 in the 

extravascular space are shortened [1]. The combined effect of changes in T1 and 

T2* in the presence of CA leakage can lead to either over- or under-estimated 

CBV values [60,70]. It is, however, possible to reduce the effects of leakage by 

injecting a small dose of CA before the DSC–MRI experiment [1] or by using 

post-processing correction methods [71-75].  
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5.4 Deconvolution 

As described above, deconvolution of the tissue concentration curve with the AIF 

is required to obtain CBF and MTT. Because deconvolution is an ill-posed inverse 

problem that is noise sensitive, several studies have aimed at developing improved 

methods and to find the optimal deconvolution approach for DSC–MRI data 

[55,76-80]. Generally, deconvolution methods can be categorised into model-

dependent and model-free methods. In the model-dependent approach, the residue 

function is described by an analytic expression. In DSC–MRI, it is most common 

to use model-free algorithms, where the output of the deconvolution (i.e. the tissue 

residue function scaled with the CBF) can assume any shape [60].  

For practical situations, the measured AIF and the measured tissue concentration 

curve are discretised to a limited temporal resolution, and the convolution 

described in Eq. 30 can be expressed in discrete form as  

C(tj) ≈
ρ(1 − HctSV)

(1 − HctLV)
⋅ Δt ⋅ CBF∑𝐴𝐼𝐹(𝑡𝑖) ⋅ 𝑅(𝑡𝑗 − 𝑡𝑖)

𝑗

𝑖=0

, 

(36) 

 

where the temporal sampling interval is denoted Δt, and the index, 𝑗, is used in the 

summation over different points in time. Several techniques exist to solve this 

equation, where methods, based on singular value decomposition (SVD) [55], are 

most commonly used in DSC–MRI [60].  

For a short description of the SVD deconvolution method, the equation above 

can be formulated in matrix form as 𝒄 = 𝑨𝑰𝑭 ⋅ 𝒓 (including the constants in the 

matrices). Hence, to obtain 𝒓, one needs to calculate 𝒓 = 𝑨𝑰𝑭−𝟏 ⋅ 𝒄. However, 

because AIF cannot always be inverted (i.e. the matrix is singular), the AIF matrix 

is decomposed into three matrices and 𝒄 = 𝑼𝚺𝐕T ⋅ 𝒓, where U and V are 

orthogonal matrixes. T denotes the transpose operator, and 𝚺 is a diagonal matrix 

with non-negative values. Thus, 𝒓 can be obtained by solving 𝒓 = 𝑽𝚺−1𝑼𝑇. 

However, the residue function obtained from solving this matrix equation 

frequently suffers from severe oscillations, and to obtain a physiologically 

meaningful residue function, a threshold is applied to the singular values in 𝚺. To 

avoid very high values in the inverted diagonal matrix, 𝚺−𝟏, the threshold is 

applied, such that 𝚺−𝟏 values are set to zero when the corresponding 𝚺 value is 

below a certain threshold.  

The early type of implementation, sometimes referred to as standard SVD, is 

sensitive to time shifts of the data (see Section 5.5). A modified method, called 

block-circulant SVD deconvolution [79], was soon developed and is currently the 

most commonly used algorithm in DSC–MRI calculations. SVD deconvolution 

has become popular owing to its robustness and computational efficiency. For 

these reasons, the block-circulant SVD algorithm was used in the studies described 
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in Papers I–III and V. It should, however, be noted that the estimated CBF values 

tend to be underestimated with this deconvolution technique, particularly at low 

SNR and short MTTs [79].  

For CBF and MTT estimations, only the maximum value and the integral of the 

impulse response function (RSc) is used. However, in some applications, it is 

particularly important for the deconvolution algorithm to return curves where the 

entire shape of the RSc curve is reliable. One such example is when RSc is used to 

study flow heterogeneity and distribution of transit times in attempts to assess 

oxygen extraction fraction (OEF) and cerebral metabolic rate of oxygen (CMRO2) 

[81-84]  

5.5 Arterial delay and dispersion 

Two important additional issues in the perfusion estimation are arterial delay and 

arterial dispersion. The standard procedure is to use a global AIF for all tissue 

voxels, or, sometimes, a limited number of local AIFs [85-87], and some degree of 

time delay between the measured AIF and a given tissue concentration curve is 

likely to occur. Deconvolution algorithms, as mentioned above, can be sensitive to 

any time shift (positive or negative) between the AIF curve and the tissue curve. 

Thus, the deconvolution algorithm is sensitive to any time delay between the 

arterial curve at the AIF measurement site and the corresponding arterial curve at 

the inlet of the tissue, and, in standard SVD deconvolution, this leads to 

underestimated CBF and overestimated MTT (in the case when the tissue curve 

appears after the arterial curve) [88]. It is, however, possible to avoid the effects of 

delay, either by shifting the curves before deconvolution or, as mentioned above, 

to use a deconvolution algorithm that is delay insensitive, for example, the block-

circulant SVD as was used in the studies of Papers I–III and Paper V.  

A more severe effect caused by the difficulties in measuring the true AIF for 

each tissue voxel is a dispersion of the AIF curve that will take place when the CA 

bolus travels from the AIF measurement site to the inlet of the tissue voxel of 

interest. Ideally, the measured tissue concentration curve should reflect a 

convolution of the tissue impulse response function with the true AIF, but the true 

AIF is also a convolution of the measured AIF with a generally unknown 

dispersion function. This extra convolution, in the presence of dispersion, will 

affect the shape of the retrieved impulse response function, and dispersion effects 

will lead to underestimated CBF values and overestimated MTT [88]. Attempts 

have been made to characterise the dispersion by analysing the R(t) shape 

[77,89,90] and modelling the dispersion and incorporating it into the 

deconvolution procedure using, for example, the nonlinear stochastic 

regularisation approach [80]. Note that CBV is calculated as the ratio of the 
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measured tissue concentration time integral to the measured AIF time integral, and 

CBV is thus unaffected by both delay and dispersion effects, as long as the total 

measurement time is sufficiently long, because neither delay nor dispersion will 

alter the total amount of tracer molecules [88].  

5.6 Absolute quantification of perfusion in DSC–MRI 

Using standard DSC–MRI methodology and analysis, considerable overestimation 

of CBF and CBV is frequently seen. For example, in Paper I, the reported mean 

CBF estimate in GM was 277 ml/min/100 g using DSC–MRI (i.e. 4–5 times 

higher than the corresponding CBF values obtained by pCASL). Apart from 

potential deconvolution issues in the CBF quantification, the same errors affect the 

quantification of CBV and overestimations of the same order of magnitude as for 

CBF are often seen in CBV. One important reason for the overestimation is the 

problem of finding an AIF without PVEs. As was described earlier, PVEs can 

affect the AIF shape in many different ways, giving both over- and under-

estimated concentration values. However, generally, the effect of PVEs leads to 

underestimated CA concentration values. Thus, overestimation of CBF and CBV 

occurs. In cases where special efforts have been made to correct for first-order 

arterial PVEs, by correcting or rescaling the AIF time integral, overestimations in 

CBV and CBF are often still of the order of a factor 1.5–2.5 [20,91]. This has 

often been attributed to the tissue-versus-blood relaxivity issue. However, in the 

prebolus DSC–MRI study described in Paper II, no remaining overestimation was 

observed after PVE correction. In this study, arterial PVEs were corrected by 

rescaling the AIF time integral with a venous output function (VOF) time integral, 

and the VOF was measured in a large vein using a small prebolus of injected CA 

before the normal DSC–MRI experiment. 

As mentioned, the difference in transverse relaxivity between tissue and blood 

is likely to cause an overestimation of CBF and CBV, particularly at high 

magnetic field strengths. Because a given CA concentration will have a smaller 

effect on the transverse relaxation rate in blood compared to tissue, the 

concentration levels in blood will, relative to tissue, be underestimated in blood if 

the same relaxivity is assumed. Again, an underestimated AIF will cause 

overestimated CBF and CBV values. As reported in Paper V, it should be noted 

that, in a normal DSC–MRI experiment, the AIF is likely to be registered in a 

voxel with a substantial amount of PVEs. The relaxivity corresponding to such an 

AIF voxel can, as reported in Paper V, be very similar to the tissue relaxivity, 

estimated in the study reported in Paper IV and predicted by Kjølby et al. [61]. 

However, in the prebolus study described in Paper II, the resulting mean CBF 

value in GM was 55 ml/min/100 g, which is in good agreement with gold-standard 
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CBF techniques [9]. Hence, no overestimation related to different relaxivities in 

tissue and blood was detected, which is somewhat contradictory to other 

observations, considering that PVEs were minimised in this case. When PVEs are 

reduced, one would expect differences in relaxivity to manifest themselves more 

clearly. 

5.7 Calibration of DSC–MRI data for perfusion 

quantification 

For quantification of CBF in absolute terms, different approaches have been 

proposed for calibration of DSC–MRI data. One simple approach has been to use 

normal-appearing WM as a reference region [92], whereas others have suggested 

determining a general correction factor (CF) from a direct comparison between 

DSC–MRI data and a reference perfusion measurement method (e.g. PET), and to 

subsequently apply this general CF to all subjects [93]. None of these approaches 

is optimal, because, first, CBF in normal WM varies among different subjects 

[94], and, in second, the use of a general CF is problematic, because the sources of 

error (e.g. the amount of PVEs) show large individual variations [69]. It is thus 

highly recommended to use a subject-specific CF, preferably to be determined 

during the same scanning session as the DSC–MRI experiment [69].  

CBF and CBV estimates are influenced by the same errors in the AIF time 

integral and will, thus, suffer from the same degree of overestimation. Thus, once 

either CBF or CBV is independently quantified, all three parameters estimated 

from DSC–MRI (CBF, CBV, and MTT) will be available in absolute terms. 

Obviously, deconvolution-related issues and large distortions in AIF shape (only 

relevant to CBF) may complicate this assumption. However, DSC–MRI-based 

MTT measurements tend to show similar absolute values as PET gold standard 

estimates [95,9]. These arguments imply that it is reasonable to apply a CBV-

based CF for CBF corrections. 

In the following section, different approaches to obtain a CF for CBF and CBV 

estimates originating from a standard DSC–MRI experiment are described. The 

CFs are generally used to obtain quantitative values in absolute terms according to 

𝐶𝐵𝐹 = 𝐶𝐵𝐹𝐷𝑆𝐶−𝑀𝑅𝐼 ⋅ 𝐶𝐹, (37) 

 

𝐶𝐵𝑉 = 𝐶𝐵𝑉𝐷𝑆𝐶−𝑀𝑅𝐼 ⋅ 𝐶𝐹, (38) 

 

where CBF and CBV refer to the corrected values, given in absolute terms, and 

CBFDSC-MRI and CBVDSC-MRI are the uncorrected values.  
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5.7.1 Prebolus data used to rescale the arterial input function 

As previously mentioned, the issue of arterial PVEs is one of the most pronounced 

problems in perfusion quantification using DSC–MRI. One promising approach is, 

as mentioned, to rescale the AIF by comparing the AUC of the AIF with a VOF 

from a large vein (e.g. the sagittal sinus, which is easy to locate and has a large 

diameter). However, in a standard DSC–MRI experiment, the VOF registration 

will also suffer from signal saturation and signal displacement in the same way as 

the AIF. In the study reported in Paper II, the VOF was measured using a pulse 

sequence optimised for blood signal only (i.e. sufficient effect of CA on the tissue 

signal was not required). Thus, data using a pulse sequence specifically adapted to 

VOF measurements were collected during the passage of CA following injection 

of a smaller dose (i.e. 20% of a normal single dose as in the study described in 

Paper II). This small CA dose was injected before the main DSC–MRI experiment 

and is thus referred to as a prebolus. The prebolus pulse sequence employed 

segmented EPI readout with high bandwidth to avoid blood signal displacement 

during the CA passage, and a shorter TE, which, with a lower dose of CA, assures 

that signal saturation at peak concentration can be avoided. After a simple 

correction for different CA doses, the AUC from a VOF (AUCVOF) was then 

compared with the AUC of the AIF from the main bolus DSC–MRI experiment 

(AUCAIF) to establish the CF according to 

𝐶𝐹 =
𝐴𝑈𝐶𝐴𝐼𝐹
𝐴𝑈𝐶𝑉𝑂𝐹

. 

 

(39) 

In Paper II, it can be seen that the prebolus approach for calibration of DSC–MRI 

data resulted in a mean GM CBF of 55 ml/min/100 g, which is close to 

corresponding values from PET measurements. Additionally, repeated 

experiments in the same subject on two separate occasions (test–retest) showed 

that the repeatability increased after calibration with the prebolus CF (see Fig. 9). 

This study indicated that the main quantification problem in DSC–MRI was 

related to arterial PVEs. Thus, it is somewhat surprising, considering the fairly 

well-established relaxivity difference between tissue and whole blood, as 

mentioned above.  
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Figure 9. Scatter plot from Paper II, showing the test-retest results of whole-brain CBF values after calibration 
with the prebolus approach. The intra-class correlation coefficient was 0.85. 

5.7.2 Tail-scaling correction of the AIF 

Another approach for correcting the AIF for PVEs is to compare concentration 

values in the steady-state period (i.e. in the so-called tail of the concentration 

curve) from a standard AIF and a large-vein VOF from the same DSC–MRI 

experiment [76]. Thus, a CF can be estimated without the need for any additional 

data acquisition, and this CF can be described as 

𝐶𝐹𝐴𝐼𝐹 =
𝐶𝑉𝑂𝐹
𝐶𝐴𝐼𝐹

, 

 

(40) 

where CVOF and CAIF are the mean concentrations at steady state for the VOF and 

the AIF, respectively. CFAIF is a correction factor, used for rescaling the AIF, 

before utilising it for perfusion calculations. Using this correction method, CBF 

and CBV estimates close to PET literature values were seen in a study performed 

with a double dose of CA (0.2 mmol/kg body weight) at 1.5 T [76]. However, the 

same method provided higher absolute values when performed at 3T [96] and 7T 

[97]. The mean CBF values in GM were 58 ml/min/100 g at 1.5T [76], 80 

ml/min/100 g at 3T [96], and 114 ml/min/100 g at 7T [97]. However, in one study 

at 3T, the absolute levels of CBF and CBV were lower than values obtained at 

1.5T [98]. One possible reason for the observed differences in absolute levels is an 

increased difference in relaxivity between tissue and blood with increasing field 
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strength, as predicted by Kjølby et al.[61]. However, the cause of the field 

strength-related differences is not yet fully established.  

5.7.3 Calibration using an additional CBV measurement 

One of the advantages of DSC–MRI is that CBF, CBV, and MTT can be estimated 

simultaneously. However, other methods to measure CBV with MRI exist, and 

because CBF is, at a first approximation, overestimated by the same factor as 

CBV, a CF for CBF can be found by comparing DSC–MRI CBV with an 

alternative CBV method as 

𝐶𝐹 =
𝐶𝐵𝑉

𝐶𝐵𝑉𝐷𝑆𝐶−𝑀𝑅𝐼
. 

(41) 

 

Here, CBV denotes the estimate obtained by an alternative method. Alternative 

CBV measurements methods include the Bookend method, where the CA-induced 

change in T1 is used, and VASO, where a pulse sequence cancelling the signal 

from blood in the pre-CA situation is used. These CBV methods are described in 

more detail in Chapter 4. Principally, it would also be possible to use CBV 

measurements based on the CA-induced susceptibility difference, as was discussed 

in Chapter 4. The Bookend technique has been used in several studies, evaluating 

the repeatability and comparing the estimates to other methods. In the study 

reported in Paper I, the mean absolute level was in good agreement with ASL, but 

the repeatability of the CBV estimation from the T1 maps and the calibrated DSC–

MRI CBF estimates was moderate (Fig. 10). Additionally, the direct comparison 

of corrected DSC–MRI CBF values with CBF from pCASL in GM failed to show 

good correlation between methods. However, in contrast to Paper I, other studies 

have shown good agreement with PET [99] and pCASL [100]. Repeatability data 

were reported by Shin et al. [48], including patients scanned with 123 ± 111 days 

between examinations, and by Crane et al. [98], analysing data from patients 

scanned a second time after 2–3 days. Shin et al. found reasonable repeatability, 

whereas Crane et al. showed a low but significant CBV correlation between the 

two scanning occasions only in some parts of the brain. One reason for the poor 

repeatability reported in Paper I might be lower-than-normal CA concentrations in 

the steady-state period because of a somewhat later execution of the post-CA T1 

measurement. It is interesting to note that, in the repeatability study by Shin et al. 

[48], a double dose of CA was injected for some of the study subjects. Other 

Bookend studies used a single dose [21,45]. If the repeatability of one method is 

poor, it is problematic to obtain good agreement with another method. This might 

explain the moderate correlation with pCASL. In Paper I, similar results were 

reported for the VASO calibration approach, with moderate repeatability (Fig. 10) 
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and difficulties to find good correlation with CBF values from pCASL. However, 

Uh et al. [101] showed excellent repeatability and good correlation with PET 

values for CBV VASO estimates. The repeatability in that study was based on two 

subsequent VASO measurements during the same session (i.e. without 

repositioning of the subject). This is a significant difference compared with the 

study reported in Paper I, where the examinations were separated by at least 7 

days. In contrast to the Bookend method, VASO measurements are favoured by a 

time delay between the CA bolus passage and data acquisition, because the effect 

of water exchange between the intra- and extra-vascular spaces is minimised. Uh 

et al. [50] showed that it is optimal to conduct the VASO experiment 7–14 min 

after the CA injection, and the time delay was approximately 9 min in the study in 

Paper I.  

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
Figure 10. Scatter plots from Paper I showing test-retest results. The displayed results correspond to using a 
WM ROI for calibration purposes for (a) Bookend-calibrated CBF values and (b) VASO-calibrated CBF values. 

5.7.4 Calibration using an additional CBF estimate 

If CBF can be independently estimated in absolute terms using another MRI 

method, a patient-specific CF can be found in a similar manner. In such a case, the 

CF can be established as 

𝐶𝐹 =
𝐶𝐵𝐹

𝐶𝐵𝐹𝐷𝑆𝐶−𝑀𝑅𝐼
, 

(42) 

 

where CBF is estimated using an alternative method to DSC–MRI.  

One suggested method for alternative CBF estimates is ASL [102]. By using 

CBF information from ASL in regions with short bolus arrival times, realising that 

a long bolus arrival time is associated with inaccurate CBF values, a CF can be 
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determined and used to calibrate CBF and CBV maps from DSC–MRI. Using this 

approach, similar values as XeCT were obtained, and the correlation between 

calibrated DSC–MRI values and XeCT was higher than the correlation between 

ASL and XeCT in regions with long bolus arrival time. In a whole-brain CBF 

comparison between calibrated DSC–MRI and XeCT, the correlation was, 

however, moderate [102].  

Another approach for finding CBF information using an alternative method is to 

measure the total CBF using phase-contrast MRI for flow quantification [103]. If 

the blood flow is measured in both the internal carotid and the vertebral arteries, 

the total supply of blood is measured, and a total CBF can be estimated. By 

comparing this measure to the total CBF from DSC–MRI, estimated by adding all 

pixels with GM or WM, a CF is obtained according to Eq. 42. Using this 

calibration approach, the variance of measured CBF values are reduced, compared 

to uncalibrated values [103].   
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6. Phase images and magnetic 

susceptibility 

6.1 Basic theory and contrast mechanisms 

The signal obtained in MRI, often described by a complex number, is related to 

the local magnetisation vector of the object. In the image reconstruction, the most 

common approach is to visualise a value proportional to the length or absolute 

value of the complex signal vector in magnitude images. The magnitude of the 

signal depends on the settings of the MRI scanner in terms of the selected mode of 

weighting (e.g. TE, repetition time, flip angle), the proton density and relaxation 

parameters of the tissue and on proportionality constants related to the hardware. 

However, by studying the phase of the signal, additional information can be 

obtained, because the measured phase shift, corresponding to the frequency shift 

relative the resonance frequency, 0, reflects the difference in magnetic flux 

density (relative B0) experienced by the spins, according to the Larmor equation. 

 

 

Here, ΔBz is the deviation in magnetic flux density (in tesla) from the main 

magnetic flux density, B0, assumed to be directed along the z-axis, γ is the 

gyromagnetic ratio (242.6 MHz/T for hydrogen) and TE is the echo time. 

Below, the more general term, ‘magnetic field’ is sometimes used in connection 

with descriptions of magnetic flux density. 

Phase images can be used to enhance the contrast in magnitude images, as in 

susceptibility-weighted imaging (SWI) [104,105], to explore new tissue contrast 

patterns [106-108], to quantify the magnetic susceptibility to study tissue 

properties [109] and to estimate the concentration of a paramagnetic CA [110]. 

Another common application for MRI phase imaging is to study spins moving in a 

magnetic field gradient (e.g. to obtain information about flow [111-113]), as 

mentioned in Section 5.7.4. 

In the context of this thesis, the use of phase maps for the assessment of 

magnetic field variations is of particular relevance. When an object is placed in an 

external magnetic field, it becomes magnetised to a degree that depends on the 

Δ𝜙 = 𝛾 ⋅ Δ𝐵𝑧 ⋅ 𝑇𝐸. (43) 
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magnetic susceptibility of the material. For a homogenous substance, the magnetic 

susceptibility is a scalar, specific for each material, and it can be either positive or 

negative. Both paramagnetic and ferromagnetic materials show positive 

susceptibility, with a much higher (non-constant) susceptibility for ferromagnetic 

materials. Materials with negative magnetic susceptibility are called diamagnetic 

[114]. However, it has been shown that, for some materials, the magnetic 

susceptibility is best described by a tensor, because it depends on geometry and 

differs between different angles relative to the external magnetic field [115]. For 

brain tissue, this effect is most pronounced in WM, where the anisotropy in the 

susceptibility is predominantly caused by the lipids in myelin [116]. However, the 

research concerning anisotropic susceptibility is ongoing and, in most cases, the 

magnetic susceptibility is approximated by a scalar, as was done in the studies 

described in Papers IV and V.   

Whereas phase information is used mostly for calculating parametric maps, the 

phase image itself can offer a unique contrast pattern, because the phase reflects 

the underlying magnetic susceptibility [106-108]. In the brain, the magnetic 

susceptibility is diamagnetic, because of the overabundance of water and different 

levels of iron, myelin, and calcium [117], which affect the susceptibility to make it 

slightly more paramagnetic or diamagnetic. The main source of magnetic 

susceptibility contrast in GM is iron, whereas the main source of contrast in WM 

is assumed to be myelin [118].  

6.2 Relationship between magnetic field and 

susceptibility: the general case 

In the MRI unit, the resulting magnetic field depends on both the magnetic 

susceptibility and the geometry of the object of a given material. For the general 

case, the induced change in magnetic flux density, ΔBz, relative the magnetic flux 

density of the main magnetic field, B0 (along the z direction), is described by a 

convolution of the susceptibility distribution and a unit dipole kernel [119,120]. 

Δ𝐵𝑧(𝑟) = 𝐵0 ⋅
3 cos2 𝜃 − 1

4𝜋𝑟3
⨂𝜒(𝑟). 

(44) 

 

Here, θ is the angle relative to the main magnetic field, r is the position given in 

spherical coordinates and χ(r) is the spatial distribution of the magnetic 

susceptibility. Hence, the kernel, (3 cos2 𝜃 − 1)/4𝜋𝑟3 in Eq. 44, is the unit 

dipole. Eq. 44 can also be described in the Fourier space as [121-123]. 
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Δ𝐵𝑧(𝑟) = 𝐵0 ⋅ 𝐹𝑇
−1 [(

1

3
−
𝑘𝑧
2

𝐾2
) ⋅ 𝐹𝑇(𝜒(𝑟))]. 

(45) 

 

In Eq. 45, the unit dipole is expressed in Fourier space, where k is the k-space 

vector, kz, the coordinate in the direction of the main magnetic field and 𝐾 =

√𝑘𝑥
2 + 𝑘𝑦

2 + 𝑘𝑧
2 gives the magnitude of k. The direct relationship between the 

magnetic field difference, which can be measured using phase imaging according 

to Eq. 43, and the susceptibility distribution enables a method for quantification of 

relative magnetic susceptibility using MRI. This method is often referred to as 

QSM and is further discussed in Chapter 7. 

6.3 Relationship between magnetic field and 

susceptibility: the cylindrical object 

For some specific geometries, it is possible to express the relationship between the 

magnetic field and the susceptibility in an explicit analytical form. The solution of 

Eqs. 44–45 for (r), by deconvolution, is an ill-posed inverse problem. It is 

sometimes useful to apply simpler equations for specific geometries. For a 

cylinder, the solution is well known and is commonly used to characterise the 

phase shift in and around blood vessels [124-129]. The magnetic flux density 

inside the cylinder, ΔBin (relative B0), is described by [114]. 

Δ𝐵𝑖𝑛 =
Δ𝜒

6
(3 cos2 𝜃 − 1)𝐵0 +

1

 3
𝜒𝑜𝑢𝑡𝐵0. 

(46) 

 

Here, χout is the magnetic susceptibility outside the cylinder, Δχ is the difference 

between the internal and the external susceptibility (Δχ = χin - χout), B0 denotes the 

main magnetic field and θ is the angle between the long axis of the cylinder and 

the direction of the main magnetic field, as shown in Fig. 11. Eq. 46 was also used 

in Paper IV to estimate susceptibility in a blood vessel.  

The magnetic flux density (relative B0) outside the cylinder, created by the 

cylinder, ΔBout, can be expressed as [114]: 

Δ𝐵𝑜𝑢𝑡 =
Δ𝜒

2

𝑎2

𝑑2
sin2 𝜃 𝑐𝑜𝑠2Φ𝐵0 +

1

3
𝜒𝑜𝑢𝑡𝐵0. 

(47) 

 

Here, 𝑎 is the radius of the cylinder, and 𝑑 and Φ are coordinates describing the 

position outside the cylinder according to Fig. 11.  
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Figure 11. Illustration of a cylinder placed in a magnetic field B0. 𝜽 is the angle between the long axis of the 
cylinder (Z direction) and the main magnetic field, d and 𝚽 describe the xy-plane position of the point P where 
the magnetic field is calculated outside the cylinder. 

 

The magnetic field shift inside the cylinder depends on the angle of the cylinder 

relative to the direction of the main magnetic field (B0), and both an increase and a 

decrease of the magnetic flux density can be observed, depending on the 

orientation of the cylinder. Thus, for a blood vessel with higher susceptibility than 

the surrounding tissue (i.e. positive Δχ), an increased magnetic field, compared to 

surrounding tissue, is to be expected if the blood vessel is oriented parallel to the 

main magnetic field. However, a decreased magnetic field is expected for a blood 

vessel oriented perpendicular to B0. Similarly, an increase in CA concentration, 

which increases susceptibility, can lead to increased or decreased magnetic field, 

depending on the orientation of the cylinder relative to the main magnetic field. 

Profiles across the diameter of a cylinder with different orientations relative the 

main magnetic field are shown in Fig. 12.   
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Figure 12. Simulated phase images and profiles showing the magnetic field shift created by the cylinder. 
Phase images are shown in radians for a cylinder placed (a) parallel and (b) perpendicular to the main 
magnetic field. Profiles are drawn perpendicular to the long axis of the cylinder for the case of a cylinder  
placed (c) parallel to the magnetic field (profile indicated by the solid line in (a)), (d) perpendicular to the 
magnetic field (profile indicated by the solid line in (b)) and (e) perpendicular to the magnetic field (profile 
indicated by the dashed line in (b)). The difference between (d) and (e) is that the profile is drawn (d) parallel 
to the main magnetic field and (c) perpendicular to the main magnetic field. The y-axes in (c)–(e) show the 

geometry factor (i.e. for the actual magnetic field shift, the values should be multiplied by Δ and B0). 

6.4 Post-processing of phase images 

Phase images are, in this context, used to obtain information about the magnetic 

field shift caused by the magnetisation of tissue with a given magnetic 

susceptibility, as described above. However, when an object is placed in the 

uniform magnetic field of an MRI scanner, the magnetic field in a voxel will be 

affected not only by the susceptibility inside the voxel, but also by the 

susceptibility of all surrounding voxels in and around the tissue. In fact, the most 

pronounced effect on the total magnetic field is caused by the effect of air 

surrounding the object, provided that the susceptibility difference is large, as is 

normally the case when the object of interest shows susceptibility levels close to 

tissue water. Hence, when visually inspecting a phase image prior to any post-

processing, the most pronounced impression is a slowly and smoothly varying 

phase throughout the whole object. This contribution to the total magnetic field is 

often referred to as the background field. The phase values are displayed in an 

interval from zero to 2π, and when a magnetic field variation in an object is large 

enough to create frequency variations corresponding to phase values exceeding 2π 

57



58 

 

at a given TE, the phase map will display phase wraps. The post-processing steps 

to obtain useful field maps are described below, and examples of the image 

appearance through the post-processing procedure are shown in Fig. 13. 

 

 

 

 

 

 

 

 

 

 
Figure 13. Images at different steps in the process of phase image post-processing. (a) Original phase image, 
including phase wraps (in units of radians), (b) unwrapped phase image converted to the field difference in 
units of T (according to Equation 43) with remaining background field contributions, and (c) the field 
difference after unwrapping and removal of background field (in units of T). 

6.4.1 Unwrapping 

To obtain the phase values actually reflecting the magnetic field (i.e. values 

outside [0, 2]), the phase image should be unwrapped. Unwrapping can be 

accomplished by different methods, using a number of different algorithms, either 

in the temporal or in the spatial domain. If a multi-TE MRI sequence is used, 

temporal unwrapping can be utilised, in which the phase is unwrapped by 

comparing phase values at different TEs in a single pixel. For such methods, 

multiple phase wraps must be avoided between subsequent TEs. Hence, a 

sufficiently short inter-echo time is needed, and this can be a challenge at high 

magnetic fields, because Bz, and thereby the phase shift, for a given 

susceptibility level increases with B0 according to Eqs. 44–45 [117].  

For spatial unwrapping, several different techniques exist, in which the phase 

values of neighbouring pixels are compared [117]. One of these methods, utilising 

a path-tracking algorithm [130], was used in the studies reported in Papers IV and 

V. Using this method, phase values of adjacent voxels are compared, and an 

integer times 2π is added if the difference between the voxels is larger than π. 

Thus, one starts with a reference pixel and the pixel neighbours are evaluated in a 

step-wise manner, creating a path. If one voxel is incorrectly assessed, the rest of 

the path will be misinterpreted. The risk for incorrect assumptions increases with 

noise. Hence, to avoid such effects, the noisy parts are evaluated last in the 

unwrapping process.  

For the unwrapping to work, the true phase difference between two 

neighbouring pixels should be less than 𝜋 [117,130]. This condition is not always 

fulfilled for long TEs and for regions having large spatial variations in magnetic 
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susceptibility. This problem was identified for data reported in Papers IV and V, 

and the unwrapping tended to fail in regions close to the sinuses and in large veins, 

such as the sagittal sinus. Hence, manual unwrapping was performed by adding or 

subtracting multiples of 2π in these regions. As an approximate angle of the 

sagittal sinus relative to the main magnetic field can be determined at different 

locations in the brain, and the susceptibility difference between the vein and the 

surrounding tissue is approximately known, it was possible to manually assess 

whether any additional unwrapping was required. The use of an additional manual 

unwrapping is, however, not ideal, because it is time consuming and imposes a 

risk of user dependence in difficult areas. The only reason for using it was that the 

phase images from a standard DSC–MRI experiment were used. In future studies, 

it would be beneficial to use multi-echo data with short inter-echo times to avoid 

large phase differences between neighbouring voxels.  

For dynamic measurements, with gradually varying CA concentrations, as in a 

DSC–MRI or DCE–MRI experiment, an alternative unwrapping approach can be 

used called pairwise subtraction [131]. In this procedure, a complex signal 

representation is expressed using the phase information as Zj = exp(iϕj), and the 

phase difference between two adjacent time points on the dynamic curve is given 

by 

 

Δ𝜙𝑡 = Δ𝜙2/1 + Δ𝜙3/2 +⋯ .+Δ𝜙𝑗/(𝑗−1) +⋯ .+Δ𝜙𝑡/(𝑡−1), (48) 

 

where Δϕj/(j-1) = arg(Zj/Zj-1). This method requires that the phase difference 

between two adjacent time points, for all time points, is restricted to be in the 

interval of −𝜋 to 𝜋, which is likely to be fulfilled if a high temporal resolution is 

used [131]. This method was successfully applied to unwrapping of phase images 

in the  versus time curve in the study described in Paper III.                                                                                                                                                                                                                                                                                                                                                                                                    

6.4.2 Removing background phase   

To assess information about magnetic field components created by sources inside 

the volume of interest, the background field must be removed. Several techniques 

exist, including high-pass filtering, geometry-dependent artefact correction, 

sophisticated harmonic artefact reduction for phase data (SHARP), the Laplacian 

boundary value (LBV) method, the projection onto dipole field (PDF) approach, 

and several others [117,132-134].  

The most straightforward method is to use a high-pass filter to remove the 

background field. This method is common in applications where the quantitative 

values of the phase are not important (e.g. SWI). Regarding such filters, it is, 

however, difficult to establish the optimal filter size, because a small filter size 
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might not succeed in removing the entire background field, whereas a larger filter 

size might remove some of the desired information [133].  

The geometry-dependent artefact correction method is based on segmentation of 

the image into two categories: tissue and air. The segmented image is then used to 

estimate the magnetic field originating from the tissue-air distribution. After 

removing the estimated tissue/air dependent magnetic field, an additional high-

pass filter is applied to take other undesired phase components into account, for 

example, contributions from eddy currents. The additional high-pass filter needed 

is, however, far less aggressive, and will remove less of the desired phase 

information, compared to using only a high-pass filter to remove background field 

contributions [132,135].   

In SHARP, the background field is removed from the total field by assuming 

that the field created from sources in the background are harmonic, whereas the 

magnetic field created by sources inside the volume of interest is non-harmonic 

[117,136].  

In LBV, the Laplace equation for the background field can be solved by 

assuming that the total field at the boundary of the ROI originates from the 

background field only. This is a reasonable approximation, because the 

contribution from the background field is normally one or two orders of magnitude 

higher than the magnetic field contribution from sources inside the object 

[134,137]. 

In the studies reported in Papers IV and V, PDF was employed to remove 

undesired phase contributions, and this is a method that utilises the fact that the 

field created by dipoles outside the ROI is approximately orthogonal to the field 

created by dipoles inside the ROI [117,134,138]. Hence, if the total measured field 

is projected to the space spanned by fields created by all possible susceptibility 

distributions outside the ROI, the contributions from the field from sources inside 

the ROI will be eliminated [117,134,138]. The result from the projection operation 

is thus a field map showing only contributions from the background field. To 

obtain the desired field created by sources inside the ROI, the result from the 

projection operation needs to be subtracted from the total measured field 

[117,134,138]. In Papers IV and V, PDF was shown to generate phase images with 

appealing visual appearance without obvious artefacts.  

It has been shown by other groups that PDF provides accurate results, similar to 

other comparable background removal methods, inside the ROI [139]. However, 

close to the boundary of the ROI, the assumption of orthogonality does not hold, 

and the phase values obtained at the boundary are associated with considerable 

uncertainty [138]. Problems associated with this issue were only expected to have 

a small effect in the study of Paper V, in which only tissue data were registered 

close to any boundaries, and the boundary part of the tissue constituted only a 

small fraction of the total ROI for grey or white matter of the whole brain. The 

same argument is valid for tissue data in Paper IV. However, in Paper IV, 

60



61 

 

information about blood susceptibility before and after CA administration in the 

sagittal sinus was also required. The sagittal sinus is situated close to the air-tissue 

boundary, and to avoid uncertainties caused by the PDF algorithm, susceptibility 

was instead estimated by recording phase values from images with background 

contributions, followed by calculation of the susceptibility for a cylinder according 

to Eq. 46. In future studies, if the sagittal sinus is to be used for susceptibility 

information, LBV background removal might be a better choice, because it has 

been shown to provide more accurate values close to boundaries of the ROI [135]. 

In Paper III, there was no need for removing the background field, because only 

a small region of the image was analysed for tissue information, and the 

comparison with phase values from the AIF was only performed in relative terms.  

6.5. Relationship between concentration of contrast 

agent and phase/susceptibility 

Because MRI CAs have inherently high magnetic susceptibility, the CA will cause 

an increase in susceptibility when present in human tissue or blood. The difference 

in susceptibility can be calculated if the molar susceptibility is known. At body 

temperature, the molar susceptibility for a Gd CA is typically 308 ppm/M [140], 

assumed to be independent of chelation. It should be noted that some degree of 

variability has been observed in phantom measurements, at body temperature [62] 

and at room temperature [119,141,142]. The change in susceptibility caused by the 

CA can be calculated as 

Δ𝜒 = 𝜒𝑚𝑜𝑙 ⋅ 𝐶, (49) 

 

where C denotes the concentration of CA, and χmol is the molar susceptibility. This 

relationship was used to calculate the concentration levels reported in Papers IV 

and V. To illustrate how susceptibility and phase values vary in a typical dynamic 

series, during a CA passage, as in Papers III–V, values of susceptibility, as 

reported in Paper IV are given in Table 2 with the corresponding phase values if 

measured in a cylinder, calculated according to Eq. 46. For completeness, values 

per Eq. 46 are shown for tissues as well. However, cylinders are generally not a 

particularly good approximation for geometries corresponding to tissue regions. 

The phase tissue values should thus be interpreted only as approximate indications 

of the true phase levels.  
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Table 2. Examples of susceptibility and phase values at different levels of CA concentration. Concentration 
and susceptibility values are reported in Paper IV. Phase values are added for a cylinder oriented either 
parallel or perpendicular to the main magnetic field, measured at 3T with TE = 29 ms (as used in Papers IV 
and V). 

 
Concentration (mM) Susceptibility 

difference 
(ppm) 

Phase (in radians) at 
TE = 29 ms at 3T 

Parallel cylinder 

Phase (in radians) at TE 
= 29 ms at 3T 

Perpendicular cylinder 

0.65 (Blood in CA steady state) 0.20 1.6 -0.78 

0.026 (WM in CA steady state) 0.0079 0.062 -0.031 

0.037 (GM in CA steady state) 0.011 0.088 -0.044 

5.9 (Blood at max CA concentration) 1.8 14 -7.0 

0.23 (WM at max CA concentration) 0.072 0.56 -0.28 

0.33 (GM at max CA concentration) 0.10 0.80 -0.40 

6.6. Phase-based information in blood 

The use of phase information has been proposed for registration of both AIFs and 

VOFs to avoid problems associated with ΔR2*-based concentration estimates, 

such as a non-linear response to CA concentration in blood [126,131,143-146]. In 

the study described in Paper III, both AIFs and VOFs were obtained by using 

phase images, resulting in curves of the expected shape. When  is known, the 

concentration of CA can, in principle, be estimated by a combination of Eqs. 43, 

46 and 49, provided the angle between the blood vessel and the main magnetic 

field is known and that the blood vessel can be approximated by an infinite 

cylinder.  

The strongest argument for using phase information for AIF and VOF 

measurements is probably the expected linear response of phase to CA 

concentration [62,131,144,147], because the linear relationship is important to 

obtain the correct shape of the curves. A higher SNR in phase-based compared 

with Δ𝑅2∗-based AIFs has also been shown [143,144,146], and when searching 

for AIFs with the correct shape and high SNR in the vicinity of the middle cerebral 

artery (MCA), phase information provides a larger number of useful AIF pixels 

[143]. It has also been shown that the response to the CA is independent of the 

haematocrit level (0 to 40% range) for phase data, in contrast to Δ𝑅2∗ data for 

which haematocrit levels influenced the shape of the ΔR2* versus concentration 

relationship [147].  

There are, however, some problems associated with in vivo measurements, in 

which the measurement situation cannot be fully controlled, that need to be 

62



63 

 

addressed in order to find the true phase information. The main problem is that the 

measured phase depends not only on the concentration of CA, it is also affected by 

thermal noise, motion (including patient movements, breathing and pulsatile blood 

motion), temperature and instabilities of the MRI scanner (e.g. drift of the main 

magnetic field during the period of measurement) [145]. Examples of dynamic 

curves before any correction for these kinds of problems are shown in Fig. 14. For 

AIFs and VOFs, such effects have typically been accommodated by subtracting 

phase information from a pixel close to the AIF/VOF location exhibiting no 

obvious effect of the CA [131,145], and this apporach was also employed in Paper 

III. It can, however, be difficult to find a pixel without any CA effect, and a risk of 

subtracting phase information, which is, in fact, influenced by CA, exists. To 

avoid such effects, Garpebring et al. developed a sophisticated method to find a 

function to subtract from the AIF, based on voxels close to the AIF location [145].  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 14. Visualisation of B0 drift of the MRI scanner and other effects that influence the phase during a 
dynamic measurement. (a) Phase curve during the dynamic measurements from one WM pixel indicated by 
the arrow, (b) phase image without any additional post-processing, and (c) example of phase curve during the 
dynamic measurement from one GM pixel indicated by the arrow. 

6.7. Dynamic contrast-enhanced phase mapping 

Similar to observations in a blood vessel, the passage of CA in tissue can be 

followed using phase images, whereas the effects of geometry lead to a less 

predictable and more spatially variable phase evolution over time. In the literature, 

it is sometimes stated that the phase effect of CA in tissue will average to zero 

because of the randomised orientations of capillaries [62,67,143,148]. However, 

Conturo et al. [110] showed a net phase effect in the putamen in a dynamic study, 

after injection of a CA in baboons subjected to unilateral partial occlusion of the 

MCA. In the same study, the measured phase was plotted as a function of time 

after injection, and a relative measure of CBV was obtained as the AUC. In 

accordance with what was expected, the results indicated a reduced CBV in 

putamen in the ischemic hemisphere of the brain, affected by the MCA occlusion 
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[110]. Additionally, the study described in Paper III showed a net phase effect 

owing to CA in a small ROI in GM, giving  versus time curves similar to those 

based on ΔR2*. Most likely, the non-zero net phase is caused by a bulk 

susceptibility effect from tissue structures of finite extension. It is also possible 

that the capillaries show a somewhat preferred direction, implying that the 

capillaries are not completely randomised and, furthermore, arterioles, venules, 

and sometimes even larger vessels might be present in tissue. Thus,  values can 

be obtained in tissue as well, proportional to the concentration of CA. However, 

the proportionality factor is expected to be different for different tissue geometries 

and is generally not known. In Paper III, tissue curves and AIFs, based on phase 

images, were used to calculate CBF and MTT according to Eqs. 30 and 33, 

assuming that  was proportional to concentration. Because the geometry factor 

was not considered, the estimated CBF values in Paper III were given in relative 

terms. It was, however, assumed that the geometry factor was similar for different 

subjects in corresponding regions, and when comparing the relative CBF values to 

ASL data, a good correlation was obtained for selected tissue regions.  
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7. Quantitative susceptibility 

mapping  

7.1 Basic QSM concept 

The task of reconstructing a spatial magnetic susceptibility distribution from MRI 

phase images is referred to as QSM. Hence, after the completion of phase 

unwrapping, conversion from phase to magnetic field and removal of background 

field contributions, the susceptibility can be estimated according to Eq. 44 or Eq. 

45. Thus, a deconvolution of the magnetic field in a voxel, caused by sources 

around the voxel (estimated from phase images), and the unit dipole kernel must 

be accomplished. This constitutes a problem often referred to as an ill-posed 

inverse problem, because there are many spatially different susceptibility 

distributions that can result in the same magnetic field perturbation in a voxel. 

This is most easily understood by inspecting the convolution described in Fourier 

space (Eq. 45), where the Fourier transform of the susceptibility distribution is 

multiplied by the Fourier transform of the unit dipole. For k-space coordinates 

where 𝑘𝑧
2/𝐾2 = 1/3, the unit dipole is zero. Thus, information about the 

susceptibility is lost when the dipole is multiplied by the Fourier transform of the 

susceptibility distribution. The deconvolution, performed to obtain the 

susceptibility information can be described as[121-123,149] 

𝜒(𝑟) = 𝐹𝑇−1 [𝐹𝑇 (
Δ𝐵𝑧
𝐵0
) ⋅ Π], 

(50) 

 

where FT and FT-1 denote the forward and the inverse Fourier transform, 

respectively. Π is expressed as  

𝛱 =
1

1
3 −

𝑘𝑧
2

𝐾2

. 
(51) 

 

Hence, when 𝑘𝑧
2/𝐾2 is close to 1/3, the value of Π is very high. If performing the 

deconvolution without considering these coordinates, the reconstructed 

susceptibility image will be dominated by streaking artefacts, and noise in the 

resulting susceptibility map will be amplified [123].   
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7.2 Measurement considerations 

In contrast to the relative estimates of CA concentration described in Paper III, 

where phase images were used without any conversion to susceptibility, the work 

reported in Papers IV and V is based on the use of QSM for quantification of CA 

concentration. In practice, it is not entirely straightforward to obtain absolute 

values of susceptibility, because the susceptibility distribution returned by most 

QSM reconstruction algorithms comprise susceptibility maps in which the 

displayed values, QSM, are shifted in relation to the true values, true (i.e. QSM = 

true + Shift, where Shift is a constant). Thus, to enable comparison, it is common to 

use either CSF or WM as a reference with known susceptibility. In the work 

described in Paper IV, CA concentration was obtained by comparing tissue 

susceptibility with CA to the tissue susceptibility without CA. Ideally, when 

susceptibilities at two different time points are compared, there would be no need 

to find a reference region, because Shift would disappear in the subtraction of two 

different QSM values. However, in practice, Shift will differ among different time 

points because of instabilities in the MRI measurement (e.g. drift of the MRI 

scanner, shown in Fig. 14). Additionally, when using PDF and morphology-

enabled dipole inversion (MEDI) to obtain susceptibility maps, as in Paper IV, 

information about the absolute level is lost in the post-processing. Thus, all 

susceptibility maps at different time points, corresponding to different CA 

concentrations, must be related to a reference region unaffected by CA. In a study 

by Lim et al. [150], susceptibility values in CSF were shown to vary considerably, 

and CSF was ruled out as a potential reference, with WM proposed as a better 

reference candidate. The large variations in CSF susceptibility estimates were 

assumed to be caused by pulsatile CSF flow and artefacts in QSM images, caused 

by the anisotropic susceptibility in WM. The artefact caused by WM anisotropy 

can be expected to be especially pronounced in CSF, because the ventricles are 

often surrounded by WM [151]. Despite these problems, CSF was chosen as a 

reference in Paper IV, because WM was not an option, owing to the need for a 

reference region that was unaffected by CA. However, problems with the use of 

CSF as a reference were indeed observed during the work with Paper IV. Thus, 

careful criteria were applied to optimise the selection of pixels to be included in 

the CSF reference ROI. The choice of CSF pixels, determined by different 

thresholds of the applied criteria, was shown to have a substantial impact on the 

estimated susceptibility values, represented by CBV variations in Paper IV, per 

Eq. 29. Recently, a method that might be beneficial in similar projects was 

presented, penalising large variations of susceptibility values in CSF to improve 

the procedure of finding a reliable reference region [151].  

Obviously, PVEs would also be a potential problem in AIF registration in QSM 

images. However, studies comparing the effect of PVEs in magnitude- and phase-
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based AIFs have indicated that PVEs will have less effect on the shape of the AIF, 

compared to magnitude AIFs [67,143,152]. Additionally, if the AIF is chosen in 

the vicinity of a vessel, there are more available voxels with the correct shape if 

the AIF is based on phase data instead of magnitude data [143]. Phase images are, 

however, not unaffected by PVEs, and the effect can be complicated for particular 

geometries. Xu et al. showed that the measured phase could vary substantially 

when measuring in a region containing a cylinder but with different PVEs, 

depending on the vessel diameter and orientation and the voxel dimensions [153]. 

Additionally, Haacke et al. showed that PVEs caused underestimated susceptibility 

in vessels perpendicular to B0 when reconstructed by QSM [154].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15. Images illustrating one of the benefits of using QSM instead of phase images. (a) Sagittal phase 
image and (b) QSM image of the same sagittal slice. The direction of the main magnetic field (B0) is shown in 
the images. The grey arrow highlights how the phase differs along a vessel depending on the angle of the 
vessel relative the main magnetic field, while the QSM image shows similar values throughout the length of 
the vessel. (Credit: Emma Olsson) 

 

One important issue to consider in the acquisition of data to be used for QSM 

calculations is the echo time TE. For phase images, the contrast, defined as the 

phase difference between two regions with different local magnetic field strengths, 

will increase linearly with TE [117]. However, for long TEs, the noise level is high 

and, to obtain the best CNR, the noise in the phase images must be considered 

[117]. The phase noise depends on the magnitude of the MRI signal and on the 

noise in the magnitude images. First, if the signal intensity is zero (or very low), 

every phase value between -π and π is equally probable [155]. Secondly, for 

situations with high magnitude signal intensity, the noise will have a smaller effect 

on the phase value [155]. The noise standard deviation in phase images, , for 

these two situations can be described per Eq. 52 [155,156] 

 

𝜎ϕ =

{
 
 

 
 
𝜎

𝑆
 𝑖𝑓 𝑆 ≫ 𝜎

√
𝜋2

3
𝑖𝑓 𝑆 = 0

. 

(52) 
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Here, σ is the standard deviation of the noise in the real and imaginary parts of the 

MRI signal, which is equal to the noise standard deviations in magnitude image at 

regions with high intensities. S is the magnitude of the MRI signal. Thus, to obtain 

optimal CNR, TE should be chosen, such that TE ≈ T2* for the tissue of interest 

[117,118]. For studies of WM and GM at 3T, the optimal TE is thus approximately 

30–40 ms [118], and the TE used in Papers III–V was 29 ms.  

The noise in the phase images will obviously affect the noise in the 

reconstructed QSM images, and the standard deviation of the noise in estimated 

susceptibility, σχ, is given by [133] 

 

𝜎𝜒 =
𝜅𝜎𝜙

𝛾𝐵0𝑇𝐸
=

𝛼

𝛾𝐵0𝑇𝐸 ⋅ 𝑆𝑁𝑅𝑚𝑎𝑔
. 

(53) 

 

Here, κ is a ratio of noise in the susceptibility image to the noise in the phase map, 

which will vary for different QSM algorithms, and SNR in the magnitude image is 

given by SNRmag  

7.3 Different QSM algorithms 

Owing to the ill-posed nature of estimating susceptibility from magnetic field 

perturbations, many different methods exist, exploring different approaches to 

overcome the issue of missing information close to the magic angle in Fourier 

space. 

The method referred to as calculation of susceptibility through multiple 

orientation sampling (COSMOS) [157] is often used as a gold standard or 

reference method for QSM measurements when different algorithms are compared 

or evaluated. In the COSMOS approach, the missing information at the magic 

angle is obtained by combining information from a series of measurements in 

which the object is positioned at different angles relative to the main magnetic 

field. Using this method, no regularisation is needed. However, owing to the 

uncomfortable and complicated measurement situation, the method is normally not 

applicable to a clinical setting. 

Methods based on one measurement at a single orientation can be grouped into 

three different categories [132]. The first can be described as deconvolution by 

division in Fourier space, according to Eqs. 50 and 51. This is often referred to as 

thresholded k-space division (TKD) [123]. The problem with high values of Π in 

some regions is handled simply by replacing values above a certain threshold with 

a constant. The selected threshold is a compromise between obtaining the correct 

susceptibility values (higher threshold needed) and avoiding streaking artefacts 

(lower threshold needed). The second category of algorithms includes the use of 

68



69 

 

iterative methods to minimise the difference between the measured magnetic field 

and the magnetic field calculated from an estimated susceptibility distribution. 

Prior knowledge is typically included to obtain reliable solutions. One example 

from this group of algorithms is the MEDI approach [120,158], used in Papers IV 

and V, to be described in more detail below. The third category is similar to the 

second category in the sense that iterative methods are used to solve the same type 

of problem. In this category, the prior information is, however, only used for 

regularisation in the regions in Fourier space that closely correspond to the magic 

angle. For other parts of Fourier space, measured data remain unaffected. One 

example from this group is homogeneity-enabled incremental dipole inversion 

(HEIDI) [159], in which the Fourier space is divided in ill-conditioned and well-

conditioned regions and an interim region. 

In a comparison of different algorithms, applied to simulated data, phantom data 

and in vivo brain imaging, MEDI (used in Papers IV and V) performed well when 

compared to true values and values obtained via COSMOS [134]. Additionally, in 

a study by Deh et al., MEDI showed good repeatability in phantom measurements 

in a multicentre study including MRI scanners with several different field 

strengths and from different vendors [141]. However, in a multi-centre study in 

which different research groups were given the same data set, with the task to 

optimise their locally employed algorithm to create the best possible QSM images, 

the algorithms corresponding to the third category of algorithms generated the best 

results [160]. New methods are still being developed, and more accurate 

calculations in better agreement with the COSMOS results are expected in the 

future.  

7.3.1 Morphology-enabled dipole inversion 

In MEDI, morphological information from the magnitude image is used as prior 

information. Hence, the number of pixels defined as being close to an edge in the 

estimated susceptibility map, but not in the magnitude image, is minimised. 

Additionally, the difference between the magnetic field that would theoretically be 

created by the estimated susceptibility distribution and the local magnetic field 

actually measured must be equal to or smaller than the noise level. This can be 

expressed as follows [120,158,161]: 

min
𝜒
‖𝑀∇𝜒‖1  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ‖𝑊(𝐵𝐿 − 𝐹𝐷𝜒)‖2

2 ≤ 𝜀. (54) 

 

M is a digital parameter used to assign the edges in the magnitude image. It is 1 

where the gradient is large, corresponding to an edge, and 0 otherwise. ∇ denotes 

the 3D gradient operator, χ is the estimated susceptibility distribution, W is a 

weighting matrix accounting for noise variations over the image and BL is the 
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measured local magnetic field corresponding to the susceptibility distribution 

inside the object. Additionally, ε is the noise level estimated from the magnitude 

images, and FD is a matrix representation of the convolution with the unit dipole. If 

the regularisation parameter, λ, is chosen such that ‖𝑊(𝐵𝐿 − 𝐹𝐷𝜒‖2
2 = 𝜀, the best 

solution for the susceptibility distribution, χ*, can be found [158]: 

𝜒∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜒‖𝑀∇𝜒‖1 + 𝜆 ‖𝑊(𝐵𝐿 − 𝐹𝐷𝜒)‖2
2. (55) 

 

However, to reduce the impact of noise propagation in the inversion process, the 

complex function created by the field distributions can instead be estimated, 

according to Eq. 56 [162]: 

𝜒∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜒‖𝑀∇𝜒‖1 + 𝜆 ‖𝑊(𝑒
𝑖𝐵𝐿 − 𝑒𝑖𝐹𝐷𝜒)‖

2

2
. 

 

(56) 

To solve the minimisation problem, a cost function can be defined as 

𝐸 = ‖𝑀∇𝜒‖1 + 𝜆 ‖𝑊(𝑒
𝑖𝐵𝐿 − 𝑒𝑖𝐹𝐷𝜒)‖

2

2
. (57) 

 

Hence, the problem is solved by finding the susceptibility distribution 

corresponding to the case when the gradient, with respect to χ, of the cost function 

E is zero. This can be accomplished in an iterative process in which the 

susceptibility distribution is varied until the best solution is found [120,162].  

7.4 Blood-volume estimation using QSM images 

In Chapter 4, the principle of estimating CBV from susceptibility differences 

induced by the CA was described. In Paper IV, work with CBV estimation 

according to Eq. 29 was reported, using QSM by MEDI for quantification of 

magnetic susceptibility. It is, in principle, possible to collect separate images 

before and after the CA administration, similar to what was done to obtain CBV 

values from Bookend and VASO, as described in Paper I. However, in the study 

reported in Paper IV, phase data from GRE–EPI images acquired in a standard 

DSC–MRI experiment were used to enable the use of the whole dynamic 

measurement during the CA passage to improve the method of characterising 

reliable CSF reference pixels. As mentioned above, the repeatability of CBV 

values obtained from QSM data was dependent on the CSF reference, but when 

applying the optimised CSF reference region, the CBV repeatability was good, 

with intra-class correlation coefficient analyses showing r = 0.81 in WM and r = 
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0.91 in GM. Additionally, the optimised CSF reference generated absolute levels 

of CBV (2.93 ml/100 g in WM and 4.22 ml/100 g in GM) that were in reasonable 

agreement with previously published values, but with a somewhat lower GM-to-

WM ratio (cf. 5.0 ml/100 g in GM and 2.6 ml/100 g in WM according to Leenders 

et al. [9]).  

7.5 Dynamic contrast-enhanced QSM for perfusion 

imaging  

Dynamic measurements of QSM can be used to obtain CA concentration estimates 

during the passage of CA, enabling application of the tracer dilution theory 

described in Chapter 3. Thus, apart from the data used for estimation of CA 

concentration, the method is very similar to DSC–MRI. In the work reported in 

Paper V, both ΔR2*-based and QSM-based perfusion parameters were estimated, 

similar to the study by Bonekamp et al. [163]. Despite the higher SNR in phase 

images reported by previous investigators [143,144,146], the observed CNR in 

QSM data was generally lower than for ΔR2* data both in Paper V and in Ref. 

[163]. However, a standard DSC–MRI pulse sequence, not optimised for QSM 

calculation, was used. CNR might be improved by using a 3D multi-TE GRE 

pulse sequence for QSM-based perfusion measurements, as proposed by Xu et al. 

[164]. However, no direct CNR comparison between QSM- and R2*-based data 

was performed in that study [164]. When plotting perfusion estimates derived 

from QSM data as a function of perfusion estimates derived from ΔR2* data, a 

slope of 0.81 was found by Bonekamp et al. [163]. A similar value was found for 

data reported in Paper V by comparing CBF values in GM from the two different 

methods (see Fig. 16). Note, however, that the perfusion maps obtained by 

Bonekamp et al. [163] were rescaled to show the same CBF value in WM. 

Consequently, their comparison did not reflect results from different examinations, 

but instead compared the values within the CBF images. 
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Figure 16. Scatter plot comparing CBF in GM estimated from 𝚫𝑹𝟐∗ and QSM data (Paper V). Results from a 
linear regression analysis is also included. 

7.6 QSM application for estimating oxygen metabolism 

Perfusion is an indirect measure of tissue viability in the sense that it reflects the 

transport of oxygen and nutrients to the tissue of interest. Additional information 

of importance can be obtained by quantification of the actual oxygen consumption 

in the tissue. By combining information about CBF and OEF, CMRO2 can be 

estimated [124]. 

𝐶𝑀𝑅𝑂2 = 𝑂𝐸𝐹 ⋅ 𝐶𝐵𝐹 ⋅ 𝐶𝑎, (58) 

 

where 𝐶𝑎 is the oxygen content in blood, usually given by a constant value. OEF 

can be estimated as 𝑂𝐸𝐹 = (𝑌𝑎 − 𝑌𝑣)/𝑌𝑎, where Ya and Yv is the oxygen 

saturation level in an artery and vein, respectively. Because oxyhaemoglobin is 

diamagnetic and deoxyhaemoglobin is paramagnetic, the venous oxygen saturation 

level is associated with the magnetic susceptibility of the venous blood. The 

relationship can be described as [127] 

Δχ = Δχ𝑑𝑜 ⋅ 𝐻𝑐𝑡 ⋅ (1 − 𝑌). (59) 

 

Δχ refers to the difference in susceptibility between the vein and the surrounding 

tissue, Y is the oxygen saturation level for the blood vessel of interest, Hct is the 

haematocrit value, and Δχ𝑑𝑜 is the difference in susceptibility between red blood 

cells without oxygen and fully oxygenated red blood cells.  
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By assuming that Ya = 1, the relationships described above can be used to obtain 

information about global (i.e. whole-brain) oxygen consumption from phase 

images, translating phase to susceptibility per Eq. 46 [124,125,127,128] or from 

QSM images [165]. Information about the local oxygen saturation level in veins 

has also been obtained and presented as venograms in which the oxygen saturation 

was shown for different locations along the venous vessel tree [165]. Furthermore, 

pixel-wise estimation of CMRO2 has been conducted, returning CMRO2 maps 

comparable to those obtained by PET [166]. To enable estimation of local 

CMRO2, coffee [167] and hyperventilation [168] have been used to alter CBF 

without changing CMRO2. A method using small regions in which CMRO2 and 

susceptibility of tissue without blood were assumed constant has also been 

presented [169].  
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8. Conclusions and future studies 

The work reported in this doctoral thesis aimed at developing, improving, and 

evaluating different methods for quantification of perfusion using dynamic first 

pass contrast-enhanced MRI. In the studies reported in Papers I and II, approaches 

to calibrate conventional DSC–MRI data were employed, assuming that the shape 

of the AIF was correct and that no or only small effects of arterial delay, arterial 

dispersion, or deconvolution imperfections were present. Hence, the obtained 

values of CBF and CBV from the original DSC–MRI experiment were assumed to 

provide correct relative values. However, concerns about the shape of the AIF 

have been substantial in the literature, because a distorted shape would also affect 

relative CBF and absolute MTT estimates. In that sense, the results shown in Paper 

V are encouraging, because only a small difference in shape was observed for two 

CA quantification approaches. Whereas it is possible that both methods would 

show AIFs with distorted shapes compared to the true shape (e.g. caused by 

PVEs), it is unlikely that the effect on the shape would be the same for both phase-

based and R2*-based data. However, Paper V also indicated that only a slight 

difference in shape would affect the resulting perfusion estimates, but not 

substantially.  

The results from all three calibration/correction approaches described in Papers 

I and II (i.e. Bookend, VASO, and prebolus) were encouraging in the sense that 

they returned absolute levels of CBF and CBV close to the reference method 

and/or literature values obtained by other modalities, such as PET. One interesting 

aspect of this is that Bookend and VASO were assumed to correct for all 

quantification issues related to DSC–MRI, whereas the prebolus correction is 

mainly expected to correct for PVEs in the AIF, and for effects of signal saturation 

and signal displacement. Thus, PVEs seem to be the main factor prohibiting 

perfusion quantification in absolute terms using DSC–MRI. For Bookend and 

VASO, the repeatability and the correlation with ASL results were not convincing, 

and further studies are required to evaluate the underlying reason for this, 

especially because other groups have shown results that are more promising. With 

respect to repeatability, the prebolus calibration approach seemed more promising. 

In particular, for the prebolus method, future studies including subjects with 

altered microcirculation comparted with normal volunteers would be of interest.  

In the studies described in Papers III, IV, and V, the phase of the MRI signal 

was used to obtain information about CBF and CBV. Generally, good repeatability 
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(Paper IV) and good correlation with ASL data (Paper III) were seen. Paper III 

should, however, be viewed in light of the fact that it was compiled at a time when 

QSM reconstruction algorithms were not widely available. It should be regarded 

as a first step towards the use of phase information for perfusion assessment. 

Whereas promising and interesting at the time, the results of Paper III were only 

given in relative units and only for selected tissue regions. In future studies, it 

would be interesting to use CBV obtained from susceptibility information (Paper 

IV) for calibration, in the way reported for other CBV methods in Paper II. It is, 

however, crucial to establish a reliable way to perform the referencing (i.e. the 

shift of the QSM values) for QSM images obtained only at CA steady state. The 

method for referencing, described in Paper IV, should be further evaluated in other 

groups of subjects, because the method was developed and evaluated using the 

same datasets, and new algorithms for identification of reliable CSF susceptibility 

values are indeed promising in this context. For perfusion estimates based on 

dynamic QSM data, either using QSM-based AIFs only or based entirely on QSM 

data, a reliable CSF reference is also of utmost importance. Another important 

issue not accounted for in Papers III, IV, and V, is the potential manifestation of 

anisotropic susceptibility, particularly in WM, in the CA concentration 

quantification.  

In conclusion, the results presented in this thesis indicate that PVEs in AIFs 

constitute a major issue in perfusion estimation using DSC–MRI data, and that 

calibration approaches tend to provide perfusion estimates of an expected level in 

absolute terms. Compared to QSM-based AIF registration, problems related to CA 

quantification using ΔR2* appear to cause only minor to moderate deviations in 

the shape of an AIF that already has been judged to be acceptable by visual 

inspection. Even small distortions can, however, significantly but not substantially 

affect the resulting CBF and MTT values. Whereas substantial validation remains 

to be accomplished, a promising alternative method to R2* might be able to use 

QSM for CA quantification, if a reliable referencing approach can be established.  
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