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Proteins are molecular machines of the human body which regulate all life sus-
taining processes such as energy production, communication, transport of es-
sential molecules, defense against microbes, etc. ey are built by small mole-
cular units called amino acids, bound together like pearls on a necklace. Each
amino acid consists of a common part and a unique side chain. e former
makes up the backbone of a protein chain and the laer determines the nature
of the amino acid. ere are 22 kinds of amino acid side chains which provide
an enormous diversity to the protein chains. e amino acid side chains can
have a water- (polar) or oil-like (hydrophobic) nature. Some polar amino acids
may bear a positive or negative charge depending on the environmental con-
ditions such as acidity and salt concentration. It is a well-known phenomenon
that water tends to separate from oil. is also holds for an oil-like, hydropho-
bic amino acid where water tends to push these amino acids together to avoid
contact with them. Due to this tendency, the protein chains fold into a globular
shape so that most of the hydrophobic amino acids are located in the protein
interior and the polar amino acids are on the surface. However, some proteins
that lack hydrophobic amino acids do not fold into a globular shape and behave
as flexible chains. ese proteins are called intrinsically disordered proteins.

e nature of protein interactions is determined by the distribution of char-
ged and hydrophobic amino acids on the surface, in case of globular proteins, or
in the chain, in case of disordered proteins. e segregation of positive amino
acids from the negative ones results in anisotropic interactions which resem-
ble the interactions of two magnets where opposite poles aract and the simi-
lar ones repel each other. us, the nature of anisotropic interactions depends
on the orientations of the proteins. ese interactions can also originate from
clustering of hydrophobic amino acids on protein surfaces, which creates sticky

xvii
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surface patches.
In this thesis, we have studied the effect of hydrophobic and charge patchi-

ness of protein surfaces on the protein-protein and protein-surface interactions
in salt solutions. We used Monte Carlo simulations to mimic protein behaviors
with the help of computers and played around with the acidity and salt concen-
tration of the protein solutions to determine their impact. We have developed
system specific protein models which represent proteins by collections of inter-
acting spheres. In the model development, we used a coarse graining approach
where we have only considered the details of proteins that are essential for the
specific study.

We have shown that the hydrophobic and charge patchiness on a protein
surface can be altered by binding of charged salt species on the protein surface
– called the Hofmeister ion effect. Under correct solution acidity, the charge
residues can adapt a charged or neutral state to maximize araction with oppo-
site charges or to minimize repulsion with similar charges. is phenomenon is
called charge regulation which can also alter the charge patchiness of the pro-
tein surfaces. e resulting complex patch interactions may reinforce specific
protein orientations, and may facilitate protein associations into functional ma-
chines.
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Figure 2.2: (a) Polarity of water molecules and (b) cos θ dependence of their in-
teractions with a positive ion. (c) ermally averaged ion-freely rotating dipole
interactions where dipoles prefer aractive orientations over repulsive ones due
to Boltzmann weights. (d) Fully aligned dipoles around a positive and a nega-
tive ion at zero K which minimize the energy. (e) Orientational dependence of
dipole-dipole interactions.

an ion, this will maximize aractive interactions (θ = 0◦) while the opposite
direction (θ = 180◦) will lead to repulsive interactions – see Figure 2.2. e
relative probability of observing these two orientations is given by the ratio of
their Boltzmann weights, w(θ=0)

w(θ=180) = e−βUion−dipole(θ=0)

e−βUion−dipole(θ=180) . erefore, a freely
rotating dipole, like a water molecule in the liquid state, will always favor at-
tractive orientations over repulsive ones – see Figure 2.2. Since the Boltzmann
weights are temperature dependent (β = 1/kT ) this preference is called the
thermal averaging of ion-dipole interactions.

e dielectric screening of polar media comes from the ability of polar mole-
cules to align themselves according to an external electric field. e alignment
of themediummolecules reduces the electric field, and thus screens electrostatic
interactions. Since the dipole moment of water is high, they show a strong re-
sponse resulting in a high dielectric constant. Due to the Boltzmann weighing,
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tem where the electrostatics are insignificant and should be further in-
vestigated by comparing with explicit solvent simulations. It can also be
generalized to capture ion specific “salting out” effects by incorporating
the surface tension changes due to salt.

• e implicit ion binding model can be generalized to apply all kinds of
ion binding processes including divalent ions. e model can further be
improved by implementing an aractive potential between the occupied
and the non-occupied binding sites to capture possible bridging effects of
divalent ions. Moreover, the binding constant of ions can be related to the
solvent exposed surface area of binding sites to incorporate the degree of
solvent exposure in the model.

• Rotational restrictions can be incorporated to the freely-joint flexible pro-
tein model through dihedral angle constraints to capture possible chain
stiffness due to proline residues.

• A limited degree of flexibility can be introduced to the rigid protein model
by selecting protein conformations from a set of possible structures during
simulations.

• Additional hydrogen bonding sites can be implemented in the amino acid
model to capture the directionality of the hydrogen bonds.

• e adsorption ofβ-casein can further be investigated by theQCM- dissipa-
tion method to get a deeper understanding of the adsorbed layer charac-
teristics and the effect of Ca2+ triggered aggregation on the surface.
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Abstract

The well-tuned spinning technology from spiders has attracted many researchers with the

promise of producing high performance, biocompatible and yet biodegradable fibres. So far,

the intricate chemistry and rheology of spinning have eluded us. A break through was achieved

recently, when the 3D structures of the N-, and C-terminal domains of spider dragline silk

were resolved and their pH induced dimerization was revealed. To understand the terminal do-

mains’ dimerization mechanisms, we developed a protein model based on the crystallographic

structures that reproduces charge and hydrophobic anisotropy of the complex protein surfaces.

Monte Carlo simulations were used to study the N-terminal domain dimerization as a function

of pH and ionic strength. We show that the hydrophobic and electrostatic anisotropy of the

N-terminal domain cooperate constructively in the association process. The dipolar attractions

at pH 6 lead to weakly bound dimers by forcing an antiparallel monomer orientation which

is then, stabilized by hydrophobic locking at close separations. Elevated salt concentrations

suppress the protein association due to screened electrostatic dipolar attraction. Moreover,

the mutations on ionizable residues reveal a free energy binding, proportional to the dipole

moment of the mutants. Its has previously been shown that the dimers, formed at pH 6, com-

pletely dissociate at pH 7 which is though to be due to the altered protein charges. In contrast,

our pH study indicates that such pH increase has no influence on the charge distribution of

the N-terminal domain. Instead, we find that the pH effect is not because of the electrostatics

but because of the adapted structure at pH 7. In this structure, the hydrophobic patches are

relocated on the surface to decouple hydrophobic patch and dipolar alignments, resulting in

reduced dipolar and hydrophobic attractions.
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Introduction

Silks have evolved to be some of nature’s most impressive composite materials.1,2 Silk fibres3 are

not only one of the toughest polymers known, but they have a number of other characteristics, such

as biocompatibility and degradability, that make them an interesting as well as an important object

for research in the general areas of biomaterials,4 biomimetic and the coevolution of behavior,5

morphology, and function.2 Harnessing silk production and processing have however been proven

difficult and elusive. A complete understanding of silk fibre formation is needed.

Spiders have the ability to control key aspects of silk production,1,6 namely (i) silk protein

composition, (ii) storage and (iii) fibre processing. Modern studies on mechanical strength of silks

and spinning behavior7–9 show a clear correlation between silk strength and relative elasticity with

specific molecular architecture.10,11 Genetic analysis,12–14 and earlier amino acid composition,15

of silk proteins sequences demonstrated a strong bias towards specific amino acid content domi-

nated by alanine and glycine residues. Furthermore, silk gene molecular design show preferential

motif arrangements (poly-alanine crystalline domains and glycine rich amorphous domains) that

can be correlated to macroscopic properties of silk such as elasticity and strength.14

Inside the glands, the silk proteins can be stored for long periods of time in an apparently stable

form.16,17 This conformation seems to change just prior to fibre formation in order to allow the

highly energy efficient conversion from their aqueous solution state to the insoluble fibrillar state.6

For this the individual silk molecules must adopt shapes and conformations dictated by polar and

non-polar moieties.18 To achieve bulk orientations with optimal axial stiffness (which is important

for mechanical properties of the fibres) the system must allow the molecules to self-organize in

their extended configuration19 followed by an efficient inter-molecular lock-in but with only a

limited number of cross-links in order to maintain flow viscosity. However, β -strands (unlike

α-helical structures) are unstable in solution as isolated secondary structures20,21 and hence tend

to engage and stabilize interactions with neighbouring strands leading to the construction of an

intermolecular gelation network.6

To control such ’structurally reactive’ silk proteins, progressive and judicious modifications

3



of solution conditions (pH, ionic strength, etc.) are necessary.21 The detailed exploration of the

chemical controls has highlighted the role of acidification of the silk proteins as a key step prior

to fibre formation.21–24 The exact role of this acidification was unclear until recently when the

’N-, and C-terminal domains’ structures of dragline silk were resolved.25,26 Specifically, the N-

terminal domain plays a critical role in delaying aggregation at neutral pH. At pH values of around

6, the N-terminal domain is found as a homodimer, while at high salt concentration and neutral

pH it is found as a monomer.27–30 Several models have now been proposed to explain the role of

the terminal domains in silk fibre formation29,31,32 via micelles formation and activation of specific

amino acids. The details of the interactions involved in the assembly of the N-terminal homo-dimer

and its implication for spinning may not be resolved experimentally. Computational methods can

provide new insights on the balance of forces and sequence of events leading to fibre formation.

In the present contribution, we modeled the N-, and C-terminal domains of silk protein at an

amino acid resolution based on their available crystallographic structures. Using these models

in Monte Carlo simulations, we studied the dimerization of the N-terminal domain as a function

of pH and ionic strength. We also analyzed the distribution of hydrophobic patches and charged

residues on the surface of both terminal domains to determine the surface anisotropy (patchiness).

We investigated individual contributions of the hydrophobic and the electrostatic interactions to

the binding affinity to understand their interplay in the dimerization mechanism.

Model and Method

Model

N- and C-terminal domains were modeled as rigid bodies built from a collection of beads, each

representing an amino acid. The protein structures were taken from the Protein Data Bank with IDs

3LR225 and 2KHM,26 respectively. The first 32 residues of C-terminal domain were truncated due

to their ill-defined structure. Bead sizes were determined by using a common amino acid density

of 1.0 g/L and molecular weights of the represented residues. Each bead was mapped onto the
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atomistic structures of the proteins by locating them at the mass center of the represented residues.

Protonation states of ionizable residues were allowed to switch during the simulations, by turning

their charges on and off, as a response to the present ions and the solution pH. Water was treated

as a dielectric continuum and interactions were modeled with three components (Equation 1):

1. Van der Waals and excluded volume interactions, between all beads, using Lennard-Jones

potential,

2. electrostatic interactions with implicit salt ions, between charged beads, using Debye-Hückel

potential, and

3. hydrophobic interactions, between hydrophobic beads, using a square well potential with

a range of 3 Å (size of a water molecule) whose strength is based on an effective surface

tension (γeff) and the change in the solvent accessible surface area (ΔAsas) upon approaching

two hydrophobic surfaces.

In addition to these, an intrinsic protonation energy was incorporated to the total energy (Utot),

following a protonation trial of an ionizable residue.

Utot =

VDW & excluded volume energy︷ ︸︸ ︷
4εLJ ∑

i, j∈n

((
σi j

ri j

)12

−
(

σi j

ri j

)6
)
+

Electrostatic energy︷ ︸︸ ︷( 1

4πε0εr
∑

i> j∈nc

qiq j

ri j
e−κri j

)
+

Hydrophobic energy︷ ︸︸ ︷(
−γeff ∗�Asas

)

+
(

kBT ∑
i∈np

(pKa,i −pH)ln10
)

︸ ︷︷ ︸
Intrinsic protonation energy

(1)

Parameters of Equation 1 are given in Table 1.

To model hydrophobic interactions, a solvent accessible surface area (Ai) was assigned for each

hydrophobic residue which was calculated with a probe radius of 1.5 Å using VMD software.33

The surfaces of two residues were considered inaccessible when they were closer than 3 Å, result-

ing in ΔAsas = ∑i∈ninacc Ai. The effective surface tension were adjusted 2.97 dyne/cm in 10 mM

NaCl solution which corresponds to 0.25 kcal/mol (∼0.44 kT ) attraction for a residue pair with
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Table 1: Parameters in Equation 1

Parameter = value Description
n all residues

ri j distance between residue i and j
e electron unit charge

ε0 permittivity of vacuum

εr = 80 water dielectric constant

nt ionizable residues

qi charge

κ−1 =

√
∑i z2

i ci
ε0εrkBT Debye length

T = 298 K temperature

kB Boltzmann’s constant

np protonated residues

pKa = see Table 2 acid dissociation constant

γeff = see Table 3 effective surface tension

Table 2: Intrinsic acid dissociation constants (pKa) of ionizable (titratable) residues including car-

boxyl (CTR) and amino (NTR) groups of the terminal residues of each domain.

number
Site pKa N-ter C-ter
ASP 4 2 1

GLU 4.4 5 1

HIS 6.3 1 0

TYR 9.6 0 2

LYS 10.4 2 0

CYS 10.8 0 1

ARG 12 1 2

CTR 2.6 1 1

NTR 7.5 1 1

total 13 9
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an averaged sized Asas of 30 Å2. The residues ALA, ILE, LEU, MET, PHE, PRO, TRP, VAL are

considered hydrophobic.

Table 3: Effective surface tension and the change in the macroscopic surface tension of water34

(∂γ/∂csalt) in NaCl salt solution. γeff = γeff(0M)+ csalt∂γ/∂csalt

Salt ∂γ/∂csalt γeff(10 mM) γeff(100 mM)

(mN/m)/(mol/L) (dyne/cm) (dyne/cm)

NaCl 1.70 2.97 3.12

Method

We used the Metropolis Monte Carlo (MC) algorithm in the canonical ensemble (NV T ) at 298 K in

a simulation box of 300x300x150 Å3. To investigate bulk electrostatics, a protein monomer (chain

A of the crystal dimer structure) was placed in a NaCl solution and protonation state swap moves

were applied to each ionizable residues with a corresponding intrinsic protonation and electrostatic

energies – see Equation 1. Statistical averages of the net charge 〈Q〉 = 〈∑i∈nc qi〉 and the dipole

moment 〈μ〉= 〈∑i∈nc qiri〉 were sampled as a function of pH, where ri is the distance of the residue

i from the protein center of mass.

In the dimerization simulations, two monomers (chain A and B) were located in the simulation

box and allowed to translate and rotate on the z-axis to explore all possible monomer-monomer

separations (RAB) and orientations with a Boltzmann probability weight of exp(−Utot/kT ). The

charges on the ionizable residues were also allowed to fluctuate during the simulations. The ther-

mally averaged probability distribution function of monomer separations (P(RAB)) was determined

by constructing a histogram of the visited separations. Using the probability distribution function,

the free energy of interactions was calculated as F =−kT ln
P(RAB)

P(RAB,max)
.

During the dimerization simulations, the statistical averages of the three energy components

VDW, hydrophobic and electrostatic, were sampled as a function of protein-protein separation. In

addition, the electrostatic energy was decomposed into ion-ion, ion-dipole, ion-quadrupole, and

dipole-dipole energy to determine their separate contributions–see Table 4. The relative orienta-

tions of the dipole moments (dipole-dipole alignment) was calculated by taking the scalar product
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between the dipole moment vectors of the two monomers. The dipole alignment due to the net

charge of the neighboring monomer (ion-dipole alignment) was determined by averaging the z-

component of the dipole moment.

Table 4: 3rd degree electrostatic multipole expansion of protein-protein interactions where proteins

are allowed to move only on the z-axis. Note that this expansion is valid when the protein-protein

separation is bigger than the size of the protein, RAB >Rmax = 23 Å. Note that salt screening effect

is not incorporated in the multipole expansion.

component energy expressions

multipole-multipole ∑NA
i ∑NB

j
qiq j
ri j

ion-ion
∑

NA
i qi ∑

NB
j q j

RAB

ion-dipole −∑
NA
i qi ∑

NB
j q jz j

R2
AB

+
∑

NA
i qizi ∑

NB
j q j

R2
AB

ion-quadrupole
∑

NA
i qi ∑

NB
j q j(z2

j−1/2y2
j−1/2x2

j)

R3
AB

+
∑

NB
j q j ∑

NA
i qi(z2

i −1/2y2
i −1/2x2

i )

R3
AB

dipole-dipole −2
∑

NA
i qizi ∑

NB
j q jz j

R3
AB

+
∑

NA
i qiyi ∑

NB
j q jy j

R3
AB

+
∑

NA
i qixi ∑

NB
j q jx j

R3
AB

To determine the surface patchiness of the proteins, a separate hydrophobic patch analysis was

performed on the monomers where each surface exposed hydrophobic residue within the distance

of 6.5 Å (two averaged sized beads at contact) is assigned to a patch. As seen in Figure 2,

each patch was designated with a vector (hi), pointing to its surface center. During dimerization

simulations, the scalar products (hi j = hi · h j) were calculated between the patch vectors of the

monomer A (hi) and monomer B (h j) to determine the correlations of the hydrophobic patches in

the dimers as well as to set an effective surface tension.

The binding affinity, ΔG, was calculated from the simulated interaction free energies (F),

ΔG =−RT lnKdimer, where Kdimer =
∫ ∞

2Rhs

(exp−F(RAB)/kT −1)4πR2
ABdRAB (2)

where Kdimer is the association constant of the homo-dimers and Rhs is the closest distance between

the two monomers obtained in simulations. The difference in the binding affinities accompanied

by a mutation is calculated as ΔΔG = ΔGmut −ΔGwild(pH6) with respect to the affinity of the wild
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type at pH 6 and 10 mM ionic strength.

In all simulations, configurations (a given charged state, monomer-monomer separation and

orientation) were generated by applying translation, rotation and charge swapping moves to the

monomers with a frequency of 1:1:nt . The statistical averages were taken over 45 ·106 configura-

tions after 105 configurations of equilibration.

Results and Discussions

Structure analysis of the terminal domains

We first investigated the surface anisotropy of the N- and C- terminal domains of the silk protein

resulting from the uneven distribution of the charged and hydrophobic residues on their surfaces.

Electrostatic anisotropy of the monomers

The anisotropic distribution of charged residues were quantified via calculating the dipole moment

of the proteins. The net charge of the protein was calculated as a function of pH and salt concen-

trations to estimate the effect of net charge repulsions between the monomers. As seen in Figure 1,

the charge of N-terminal domain decreases rapidly from +4.5e to -4e when solution pH is elevated

from 2 to 6. This is accompanied by a dramatic increase of the dipole moment with a peak at pH 6.

The charge distribution of N-terminal domain shows a remarkable anisotropy formed by clusters

of GLU and ASP residues at the negative N-terminal end and HIS, ARG and LYS at the positive

N-terminal end. This provides a significant dipole moment with a well-defined direction (Figure

1c). These clustered residues yield a maximized dipole moment around pH 6 where dimerization

is favored.27,35

Elevated salt concentrations allow higher charges on the clustered residues by screening the

repulsion between them (Table 5). Therefore, proteins can achieve the same level of de-protonation

state at a slightly lower pH value. This influence is magnified in the dipole moment due to the

collective effect of the clustered charges. Note that, the charge of LYS and ARG in the clusters are

9



2 4 6 8 10 12 14
pH

-8

-4

0

4
C

ha
rg

e,
e

10 mM
100 mM

N-terminal
compact

C-terminal

(a) Charge

2 4 6 8 10 12 14
pH

20

40

60

80

100

D
ip

ol
e,
eÅ

10 mM
100 mM

N-terminal
compact

C-terminal

(b) Dipole

pH 2

pH 8

pH 6

-

+ +

-
-

-

-

-

+

(c) N-terminal-pH6

pH 2

pH 8

pH 6

(d) C-terminal

Figure 1: Net charge (a) and dipole moment (b) of terminal domains as a function of pH and

at different NaCl concentration. (c) and (d) show the dimerization surface where hydrophobic

residues are depicted in yellow and charged residues at pH 6 and 10 mM salt are depicted in

red and blue. Arrows show the dipole moment directions of N and C terminals where the arrow

thicknesses are proportional to the strength of the dipoles.

already fully protonated even at low salt concentrations, thus their protonations are not effected by

salt. In contrast, the C-terminal domain has an isotropic distribution of a few charges resulting in

a weak dipole moment, insensitive to salt.

Hydrophobic anisotropy of the monomers

The hydrophobic anisotropy of a protein is caused by the clustering of solvent exposed hydropho-

bic residues on the surface. In order to quantify the hydrophobic anisotropy, we examined the

solvent accessible surface area (Asas) of both terminal domains and determined the area and the

location of their three largest hydrophobic patches. We show that both domains have large hy-

drophobic surfaces that are reduced upon dimerization – see Table 6, Figure 1c and 1d.

In the C-terminal domain, 40% of the surface is hydrophobic which is roughly twice of that
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Table 5: The effect of salt screening on the clustered charged residues at pH 6

Residue 10 mM 100 mM
HIS6 0.151 0.173

Positive LYS65 1.000 1.000

end ARG60 1.000 1.000

ASP39 -0.921 -0.960

Negative ASP40 -0.876 -0.943

end GLU79 -0.858 -0.932

GLU84 -0.770 -0.896

GLU85 -0.887 -0.943

similarly sized globular proteins such as lysozyme and α-lactalbumin, hinting at a high preference

to a hydrophobic association. As seen in Figure 2b, the C-terminal domain has three large patches

h1:
29%

h3:
20%h2:

21%

(a) N-terminal

h1:
41%

h2:
12%

h3:
11%

(b) C-terminal

Figure 2: Top three largest hydrophobic patches of terminals and the vectors point to surface

centers of the patches.

(named h1 to h3 from the largest to smallest) in which the largest one (h1) includes more than 40%

of the hydrophobic surface. N-terminal has a slightly lower degree of hydrophobic anisotropy

where the largest patch constitutes 29% of the hydrophobic surface.

Anisotropic correlations in the crystal dimers

After defining the dipole moment and the hydrophobic patch vectors of the terminal domain

monomers, we investigated the orientations of these vectors in the dimer configurations, resolved

by the crystallography experiments. Figure 3 shows the alignment of dipole moment and hy-

drophobic patch vectors in the crystal structures. In order to quantify the monomer orientations

in the dimers, we calculated the scalar products of the patch and dipole vectors – see Figure 3c.
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Table 6: Surface properties of the crystal structures of terminal domains. Solvent accessible surface

area was calculated with a 1.5 Å probe, including both side chain and backbone of the solvent

exposed residues.

N-terminal Domain C-terminal Domain

monomer dimer monomer dimer
Residue number, n 125 250 108 116

number of hydrophobic residues 57 114 51 52

Total surface area, Atot , Å2 6192 9812 6512 7918

Hydrophobic surface in % of Atot 28% 24% 38% 29%

Binding surface per monomer, Å2 1475 – 2548 –

Hydrophobic % of the binding surface 41% – 55% –

These scalar products are used as a reference state to compare the simulated dimer structures with

the crystal structures.

The monomer orientation in the N-terminal domain dimers ensures an antiparallel dipole align-

ment, yielding a scalar product of dipole moments, (d-d ≈ −1). However, this orientation sup-

presses ion-dipole interactions, (i-d ≈ 0). Moreover, the antiparallel monomers are located suffi-

ciently close (17.7 Å) to enable close contact salt bridge interactions between the ASP residues of

one monomer and LYS and ARG residues of the other monomer on the binding surface.

The monomer orientation in the crystal structure of the C-terminal domain’s dimer also pro-

vides antiparallel dipole moments at pH 6, (d-d ∼ −1). However, as we have previously shown

that the C-terminal domain dipole is insufficient to achieve this alignment, implying a cooperation

with the hydrophobic anisotropy. This configuration, indeed, maximizes the hydrophobic interac-

tions by providing a full correlation between the first and the third largest patches (h11∼ h33 ∼
-1) resulting in exclusion of these patches from the surface upon dimerization.

It has been shown that C-terminal dimerization involves a disulfide bond between the monomers

and a tweezer like interactions between the helix 1 of chain A and helix 5 of the chain B.26 Since

the tweezer like entanglement is inaccessible without unfolding the monomer our rigid protein

model is inadequate to study its dimerization and thereby, we only present a dimerization study on

the N-terminal domain.
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Figure 3: Hydrophobic and dipole moment alignment of dimers in the crystal structures. Chain A

and B are shown in blue and pink, respectively. hi j is the scalar product of ith patch vector of chain

A and jth patch vector of chain B. i-d is ion-dipole alignment and d-d is dipole-dipole alignment.

Dimerization study of the N-terminal Domain in salt solution

Effect of hydrophobic interactions

Experiments show that the N-terminal domain forms a stable dimer at pH 6 and low salt concen-

trations which is diminished by elevated pH and salt,27,35 hinting the importance of electrostatics.

We first performed dimerization simulations at pH 6 in 10 mM salt solution by considering only

electrostatic and VDW interactions. We find that the affinity without hydrophobic interactions

is insufficient to form stable dimers. The dimers obtained in the simulation show a random hy-

drophobic patch correlation, hij ≈ 0 (Figure 4). However, with an additional short range attraction,

the N-terminal domain forms strongly bound dimers where the monomer orientation completely
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matches the crystal structure within the thermal fluctuations – see Figure 4b and c. This indicates

that the hydrophobic and electrostatic interactions cooperate constructively to form stable dimers.

This is also confirmed by the experiments that the mutation of a centrally located hydrophobic

residue on the binding surface to a negatively charged ARG (A72R), diminishes dimer formation.30
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(b) Patch vector alignment (c) Isodensity with hydrophobic

interactions

Figure 4: (a) The interaction free energy of the N-terminal domain with (black) and without (red)

hydrophobic attraction. (b) The alignment of hydrophobic patch and dipole vectors at pH 6 and

in 10 mM NaCl solution with (black) and without (red) hydrophobic attraction. (c) Preferred

locations of HIS6 (pink transparent bubble) ASP40 (purple transparent bubble), GLU79 (green

transparent bubble) and GLU84 (blue transparent bubble) of chain B in the simulated dimers and

in the crystal structure (shaded spheres with corresponding colors). The chain A in the crystal and

in the simulated dimers are located on top of each other and depicted by a cartoon and solid ball

representations, respectively.

Effect of salt concentration and pH

In line with the experimental observations,27,35 the self association of the N-terminal domain is

predicted at pH 6 which is then reduced by elevated pH and salt concentrations – see Table 7.

Moreover, the dimer formation is diminished at pH 2 due to the protonation of negative ASP and

GLU residues.

Figure 5 shows that free energy of interactions have two minima at low salt concentrations,

revealing two modes of dimerization. The minimum at 23 Å monomer separation maximizes the

electrostatic attraction while the one at 18 Å separation maximizes the hydrophobic and VDW at-
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Table 7: Difference in the calculated binding free energies of the N-terminal domain in kcal/mol

as a function of salt and pH, with respect to the affinity at pH 6 and 10 mM ( ΔG−ΔGpH6,10mM).

Salt pH 6 pH 8

10 mM 0 1.26

100 mM 0.69 1.16
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Figure 5: Association of the N-terminal domain as a function of monomer-monomer separation in

10 (solid lines) and 100 mM (dotted lines) salt solutions.

tractions. However, at high salt concentration, hydrophobic interactions dominate over the screened

electrostatics and diminish the minimum originated from electrostatics. Note that even for the min-

imum at 23 Å monomer separation, electrostatic and hydrophobic interactions cooperate together

and makes almost equal contributions to the binding energy.

As seen in Figure 5 (row3), increasing pH from 6 to 8, mainly affects the dipole-dipole inter-
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actions and together with the enhanced net charge repulsion leads to a reduced binding affinity.

We have shown that the dipole moments and the net charges at pH 6 and pH 7 are similar. This

implies that the pH effect on the charge distribution will not be pronounced in the association of

the N-terminal domain.

Effect of mutations

In order to quantify the dipole moment effect on the binding affinity, we simulated dimerization of

three single, D40N, E79Q, E84Q; one double D40NE84Q; and one deletion mutation H6-. As seen

in the Figure 6, all mutations, except deletion of H6, reduce the dipole moment of the N-terminal

domain at pH 6 while preserving its direction. The most dramatic reduction (25%) is caused by

the double mutation D40NE84Q due to the simultaneous elimination of the two charges from the

negative end. Calculated dipole moments of the mutants at pH 6 are μwt ≈ μH6 > μE79 = μD40N >

μE84 > μD40NE84Q.

The calculated dipole moments correlate well with the calculated binding constants, Kwt
dimer >

KE79
dimer > KE84

dimer > KD40N
dimer = KH6

dimer > KD40NE84Q
dimer , revealing a direct proportionality between the dipole

moment and the binding affinity (Table 8, Figure 7). Moreover, the predicted binding constants are

in a semi-quantitatively agreement with experimental observations.29,35

pH

C
h
a
rg
e,

e

 

 

(a) Charge

pH

D
ip
o
le
,
eÅ
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Figure 6: Electrostatic properties of mutated N-terminal domains as a function of pH at 10 mM

salt concentration. Each mutation is depicted with a color that are seen in the legends and on the

residues.
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Table 8: Difference in the binding constants of mutated N-terminal domains in kcal/mol with

respect to the wild type affinity at corresponding pH (ΔΔG = ΔGmut −ΔGwt ).

pH H6- D40N E79Q E84Q Double wild
Simulation 6 0.35 0.35 0.19 0.21 0.85 0

8 -0.04 0.51 0.05 0.24 0.65 0

Experimenta 29 6 1.0±0.2b n.a 0.3±0.2 0.6±0.1 n.a. 0
aExperiments are performed at 50 mM ionic strength b HIS6 replaced with ALA residue instead

of deletion. n.a. not available

Dipole moment, eÅ
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Figure 7: ΔΔG as a function of dipole moment of N-terminals with various mutations at 10 mM

salt concentration.

The double mutation D40NE84Q which has the weakest dipole moment causes the most dra-

matic reduction in the electrostatic attraction (Figure 9), resulting in a significantly suppressed

binding constant. Note that the mutation on ASP residue (D40N) has a more pronounced effect on

the binding affinity than the mutation on GLU79 due to the broken salt bridge attractions between

the ASP40 and ARG60/LYS65. Although the dipole moment seems insensitive to H6- mutation

when pH is higher than 5, an affinity reduction, similar to D40N mutation, is observed at pH 6 but

not at pH 8 – see Figure 9 and Table 8. This is because H6 has an ability to charge itself up as a

response of negative charges at the close vicinity when solution pH matches its pKa (≈ 6). Hence,

it contributes to the dipole moment and provides an additional attraction only at pH 6 and in the

vicinity of negative charges but neither at pH 8 nor in the bulk alone without any nearby negative

charges.

In order to determine the monomer orientations in the mutated dimers, we analyzed the align-
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Figure 9: Association of the N-terminals domains mutants at 10 mM salt concentration.

ment of the hydrophobic patch vectors when two monomers were at contact – see Figure 8. A

significant deviation from the wild type dimer structure is observed for the double mutation where
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only the h11 alignment on the binding surface is preserved. This indicates a conserved binding

surface with weakly defined monomer orientations due to the diminished dipolar interactions and

the salt bridges. The monomer orientation in the N-terminal domain dimers is insensitive to single

mutations, except H6, suggesting that charge regulation effect of HIS6 is important for achieving

orientations as in the crystal structure. Note that our rigid protein model neglects any possible con-

formational changes in the wild type caused by the mutations and hence reflects purely electrostatic

effects caused by the mutations.

Effect of conformational change

It has been recently shown that the N-terminal domain adopts two different structures depending

on the environmental pH.36 At pH 6, it obtains a compact conformation which is identical to the

crystal structure. However, at pH 7, it prefers a loose conformation by pushing a helix bundle on

the dimerization site outwards. This distorts the binding surface in a way that the helix bundle

separates some of the hydrophobic residues from the charged ones.(Figure 10). Since this change
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Figure 10: a) The dipole moment of the compact and loose conformation of N-terminal domain.

b) and c) are the compact and loose conformation of the protein, respectively.

has no significant influence on the charge distribution, it maintains the direction and the strength of

the dipole moment. To determine the effect of this conformational change on the binding affinity of

the N-terminal domain, we investigated the dimerization of the loose conformation and compared
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it with the compact one. We chose to simulate the dimerization of the loose conformation at

pH 6 and low salt concentrations to ensure that environmental conditions are right for a possible

dimerization.
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Figure 11: Free energy of interactions with compact (solid) and loose structure (dashed) of N-

terminal domain at pH 6.

As seen in Figure 11, the attraction between the monomers is significantly suppressed when

the loose conformation is adopted, resulting in a lower binding affinity, ΔΔG = 1.68 kcal/mol.

This suppression originates from the reduction of both hydrophobic and electrostatic energies,

implying a destructive cooperation of the hydrophobic and electrostatic anisotropies. Note that our

model is unable to capture free energy cost of the conformational changes since it models both

conformations as a separate rigid structure without any flexibility and it does not allow to switch

between the conformations during a simulation.

Conclusion

We have here, presented a dimerization study of terminal domains of silk proteins to understand

the balance between the electrostatic and hydrophobic interactions as a function of pH and salt

concentration. We have shown that in the dimerization process of the N-terminal domain, the

electrostatic and hydrophobic interactions cooperate together where the dimerization proceeds via

electrostatic dipole interactions, forcing an antiparallel monomer orientation, followed by specific

hydrophobic interactions induced locking of the dimer. In line with the experimental observations,
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the strongest monomer binding is predicted at pH 6 and low salt concentrations. Elevated salt

concentrations and pH suppress the electrostatic dipole attraction and lead to a weaker binding.

The mutation study on the dimerization have shown that the binding constant is proportional to

the dipole moment. However, we have also predicted that the pH effect on the dipole moment of

the N-terminal domain is insufficient to prevent the dimer formation at pH 7. This indicates that

the hindered dimerization at pH 7 is not because of the altered charge distribution but because

of the adopted loose conformation. We have shown that this loose conformation destroys the

constructive cooperation between the electrostatic and hydrophobic interactions and significantly

reduces the binding affinity. Interestingly, the analysis on the surface properties of the C-terminal

domain monomer has indicated a strong influence of hydrophobic interactions on the assembly

rather than electrostatics. The large hydrophobic surface of the C-terminal domain and the possible

disulphide bond between the monomers support the fact that the C-terminal is dimerized during

protein secretion in the spider gland.
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ABSTRACT: Recent experimental studies show that oppositely charged proteins can
self-assemble to form seemingly stable microspheres in aqueous salt solutions. We here
use parallel tempering Monte Carlo simulations to study protein phase separation of
lysozyme/α-lactalbumin mixtures and show that anisotropic electrostatic interactions are
important for driving protein self-assembly. In both dilute and concentrated protein
phases, the proteins strongly align according to their charge distribution. While this
alignment can be greatly diminished by a single point mutation, phase separation is
completely suppressed when neglecting electrostatic anisotropy. The results highlight the
importance of subtle electrostatic interactions even in crowded biomolecular environ-
ments where other short-ranged forces are often thought to dominate.

SECTION: Biophysical Chemistry

In a set of experimental studies, it has been shown that 1:1
mixtures of lysozyme (lys) and α-lactalbumin (α-lac) self-

assemble into well-defined micrometer-sized spheres.1−3 This
process is highly dependent on the salt concentration, and
microspheres are formed only for the calcium depleted apo
form of α-lac at salt concentrations below 100 mM, while for
the calcium loaded holo form of α-lac, the self-assembly
vanishes. Contrary to phase separation of similarly charged
proteins,4,5 lys and apo α-lac phase separate due to attractive
electrostatic interactions between the two oppositely charged
proteins. Interestingly, this electrostatic interaction is far from
isotropic, and it has recently been shown that the anisotropic
charge distribution of α-lac, combined with the high positive
net charge of lys gives rise to strong directional protein−protein
interactions.6,7 The remaining question is how such long-
ranged, noncentrosymmetric interactions from charged residues
influence protein assembly and phase transition? We here
present a mesoscopic simulation study of aqueous protein
mixtures where we investigate the contribution of anisotropic
protein−protein interactions on phase transition of proteins as
well as on microstructuring in dense protein environments.
Previous studies on anisotropic protein−protein interac-

tions8−14 typically describe proteins as patchy spherical particles
with attractive sites interacting via angularly dependent square
well potentials. These models rely mainly on ambiguously
placed attractive patches and not on anisotropy owing to
nonuniform surface charge distributions of real proteins. One
exception is the embedded discrete charge model9,11,15 where
charged residues are projected onto a hard sphere. Although
approximately accounting for anisotropic electrostatics, this
model treats the excluded volume as spherical symmetric. To
remedy this, here we develop a protein model that captures
anisotropic interactions due to both excluded volume and
electrostatic interactions, while at the same time being fast

enough for simulation studies of phase transitions involving
many protein molecules.
Simulating phase behavior at an atomistic level is unfeasible

due to the vast number of solvent and solute molecules in the
system. We therefore gradually coarse-grained the proteins (see
illustration in Figure 1) while maintaining (i) the salt-

dependent potential of mean force between lys/α-lac and (ii)
the distance-dependent average alignment of α-lac’s dipole
moment with respect to lys. The latter unitless property ranges
between +1 and −1, where +1 corresponds to a fully aligned
dipole. The final model, (c), maintains all charged residues as in
the crystal structure, while the remaining part is represented by
a central particle. As shown in the Supporting Information, this
model closely reproduces the well-tested reference model (a).
Metropolis Monte Carlo simulations in the canonical

ensemble, NVT, were used for two-protein interactions when
coarse-graining model (a), while simulations in the isobaric−
isothermal ensemble, NpT, were used to study many-protein

Received: December 22, 2011
Accepted: February 21, 2012

Figure 1. Coarse graining starting from an implicit solvent/explicit salt
model where amino acids are represented by spheres (a).6,16 From
(a)→(b) Debye−Hückel electrostatics; (b)→(c) neutral residues are
collected into a central sphere. See Supporting Information for details.
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interactions and phase behavior with model (c). The system
energy for a given configuration was U = ∑i<j4εLJ[(σij/rij)

12 −
(σij/rij)

6] + (e2zizj/4πε0εrrij)ζ, where εLJ is the depth of the
Lennard-Jones potential, σi is the diameter, and σij = (σi + σj)/
2. rij is the separation between particle i and j, zi is the charge
valency, e is the electron unit charge, and ε0εr is the dielectric
permittivity of water. For explicit salt, ζ = 1; for implicit salt, ζ =
e−κrij, where κ is the inverse Debye screening length. For NpT
simulations, the histogram method was used to sample volume
probability distributions, P(V), related to the constrained Gibbs
free energy, G = −kT ln P(V) where k is Boltzmann's
constant.17 Minima in G correspond to (meta-)stable phases,
and to obtain coexistence concentrations, G was reweighted, G′
= G ± ΔpV, such that two minima had equal free energies.18

The Helmholtz free energy is A = G′ − pV. We used parallel
tempering in both p and κ to efficiently sample configurational
space at low salt concentrations where strongly attached
clusters form. For simulation details, see Supporting
Information.
Using model (c), we performed NpT simulations with 40

proteins to investigate the Helmholtz free energy of bulk 1:1
protein mixtures containing lys and four different forms of α-
lac: apo, holo, smeared, and mutated apo (see Table 1 and

Figure 2). Phase separation, indicated by a common tangent of
two points in the Helmholtz free energy curve, was observed
only for mixtures containing the apo forms and at low salt
concentrations. This is in perfect agreement with experimental
observations.2 Increasing the salt concentration leads to
reduced electrostatic interactions between the oppositely

charged lys and α-lac, and eventually suppresses phase
separation. The same is the case for holo α-lac, where the
bound calcium ion reduces the net charge of α-lac.
To identify the contribution of anisotropic electrostatics to

phase separation, we artificially reduced the α-lac dipole
moment from 78 to 34 D by swapping merely two charged
amino acids (Table 1). As seen in Figure 3, this mutation,

which does not alter the net charge, drastically decreases the
critical salt concentration at coexistence and widens the
immiscibility gap of lys/apo α-lac. We also approached
isotropic electrostatics by smearing out the total charge of
apo α-lac on all titratable residues and, as seen in Figure 2, lack
of directional interactions completely obstructs phase separa-
tion in the investigated salt concentration range.
It is instructive to follow the alignment of α-lac’s dipole

moment with respect to the mass center of lys (see Figure 3,
right): at infinite protein dilution, the apo form of α-lac is
aligned by more than 70% when in contact with lys and then
levels off to zero when the proteins separate. As expected, by
diminishing the dipole moment with a point mutation, this
alignment is reduced. A similar behavior is seen in the dense
protein phases but to a lesser degree due to the surrounding
proteins. Still, the apo form of α-lac is aligned by ∼40%,
underlining that anisotropic electrostatics are involved in the
dense phase structuring.
Experimentally, microsphere formation occurs at low salt and

at total protein concentrations between 0.075 and 1.05 mM,2

implying that the equilibrium concentration of the dilute phase
is in the sub-millimolar range. Our model predicts a dilute
phase concentration 5−70 times higher, and thus under-
estimates the width of the coexistence curve. Similar issues have
been reported for lys.11,19 One reason could be the lack of
charge regulation in our model, although this is probably of
minor importance.6,20 It has also been proposed that apo α-lac
undergoes conformational changes into a semifolded molten
globule state upon binding to lys, leading to exposure of
hydrophobic residues.3 Such a mechanism, which will be
temperature dependent,8,19 likely leads to a short-range
attraction unaccounted for by our rigid protein model.
Although quantitative agreement is not the chief goal of this
work, we attempted to remedy the above discrepancy by
pragmatically incorporating a square well potential (depth 1 kT,

Table 1. Model Details for Lys and α-Laca

α-lac

protein apo holo mutatedb smearedc lys

PDB entry 1F6R 1F6S 1F6R 1F6R 4LZT
Nresidues 124 125 124 124 130
net charge, pH 7.5 −5.9 −4.5 −5.9 −5.9 7.0
dipole momentd (D) 78 68 34 3 20

aFor all particles, εLJ =0.05 kT in models (a) and (b), εLJ = 0.075 kT in
model (c). σi = 30 Å for the central sphere (see ref 6 for σ of other
particles). bResidues D79 and K99 are swapped. cNet charge is
uniformly smeared over all titratable sites. dCalculated with respect to
the protein mass center.

Figure 2. Helmholtz free energy for 1:1 mixtures of lys with apo, holo,
mutated, and smeared α-lac at 30 mM (solid lines) and 100 mM
(dashed lines) salt concentrations.

Figure 3. Left: Fluid−fluid coexistence curve of lys and α-lac in
different forms and with extra short-ranged attraction (SR). The
shaded area shows the experimentally observed concentration range of
the dilute phase; error bars reflect the standard deviation of five
independent Monte Carlo runs. Right: α-lac dipole moment alignment
with respect to lys (25 mM salt) as a function of protein separation in
the dense phases (solid) and at infinite dilution (dotted); the vertical
line indicates the position of the w(r) minima.
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width 3.1 Å, corresponding to a water layer) between the
neutral spheres in model (c). This spherically symmetric
potential is justified by lack of angular correlations in the
hydrophobic interactions for the present system (see
Supporting Information). Figure 3 shows that this simple
addition significantly improves the agreement with the
experimental dilute phase density. Further, the simulated two-
body potential of mean force, w(R), is related to the
t h e rmodynam i c d i s s o c i a t i on con s t an t , K d

− 1 ≈
4π∫ contact

∞ (e−w(R)/kT − 1)R2 dR.21 Without short ranged
attraction, Kd = 737 μM at 39 mM salt and pH 7.5, merely
32% off the experimental value of 490 ± 70 μM.7 Including the
above square well potential, we obtained Kd = 446 μM. Thus,
the short-ranged attraction improves agreement with the
experimental phase behavior as well as consistency at the
two-protein level. Note that our reference model (a) was
originally used to reproduce lys−lys osmotic second virial
coefficients16 and that we have made no efforts to fit it to
experimental data for the current lys/α-lac system.
We have shown that anisotropic electrostatic interactions

resulting from a nonuniform distribution of amino acid charges
play an important role in protein self-assembly. Due to the high
charge anisotropy of α-lac, this protein aligns in the electric
field of lys, both in dilute and concentrated protein environ-
ments, showing that directional electrostatics are influential
even at crowded conditions. Phase separation is sensitive to
subtle charge changes, and a single amino acid point mutation
that minimizes the protein dipole moment of α-lac, while
retaining the net charge, is enough to significantly shift the
immiscibility gap to lower salt concentrations. This dipole
moment reduction changes the close contact alignment and,
consequently, the structure of the dense phase. Artificially
smearing out the charge over the protein surface, and thus
approaching isotropic electrostatics, completely inhibits phase
separation. These results show that phase behavior of aqueous
protein mixtures is sensitive to anisotropic electrostatics, both
qualitatively and quantitatively, and that inclusion of direction-
ality in theoretical models is important for accurate prediction
of coexistence curves.
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grained approach to ion specific interactions
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Oblivious to ion specificity, pH has been a key parameter for macromolecular

solutions for little more than a century. We here widen the concept by describing

the ionization of macromolecules not only via pH, but also pX where X are other

binding species. Using binding constants, measured by NMR, of chloride and

thiocyanate to amino acid motifs on g-crystallin, we calculate i) titration curves

as a function of pH and pX and ii) estimate second virial coefficients using both

approximate theory and computer simulations. In agreement with experiment,

a Hofmeister reversal for protein–protein interactions is observed when crossing

iso-electric conditions. Thiocyanate binding further leads to large charge

fluctuations that may trigger intermolecular charge regulation interactions.

1 Introduction

For nearly a century, chemists and other natural scientists have been brought up
with concepts such as pH, Brønsted acids and bases, auto-protolysis, and pKa-
values. This terminology focuses on thermodynamic equilibrium processes of merely
a single ionic species, namely protons. pH is hence a key parameter throughout
a number of scientific disciplines and is commonly used as a convenient handle to
control inter- and intra-molecular electrostatic interactions. Protons are, however,
not alone. Plenty of other ions may be present, yet our standard terminology is
unable to account for those. During the last two decades there has been a large devel-
opment in the molecular understanding of ion specific effects; the reader may refer to
recent reviews for a full account.1–3 It has for example long been known that proteins
can be titrated with anions and that this changes the thermodynamic properties,4–6

yet only recently have the underlying molecular mechanisms started to unravel.
Experimental and theoretical works both show that small and large anions distinctly
distribute on molecular surfaces; large anions bind to non-polar motifs7–11 and thio-
cyanate, for example, binds to the backbone of model peptides.12 The binding affin-
ities to molecular motifs are currently being systematically quantified12,13 and an
obvious question is if specific ion binding can be treated at the same level as protons
have been for so long. That is, through the chemical potential (cf. pH) and binding
equilibrium constant to molecular motifs (cf. pKa values) we may reduce the micro-
scopic ion-motif potential of mean force to a two state binding model:

MX # M + X (1)

where M is the motif and X is the ion in question. Arguably, protons distinguish
themselves from other ions in that they are always present in water and their binding
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is of covalent nature. This is fitting for a two-state model as the configurational space
may readily be divided into a well defined bound and unbound state. This (arbitrary)
division becomes more difficult for weakly bound ions, yet formally a thermody-
namic binding constant can always be defined, provided that the ion-motif potential
of mean force has a distinct minimum and decays with distance, r, as 1/r3 of faster.14

The mere fact that a binding constant can be reliably measured, preferably with
different experimental techniques, of course also supports a two-state model.
In this work we present a coarse grained model for macromolecules in solution,

taking into account specific ion binding to dedicated molecular motifs. The model
is based on continuum electrostatics, combined with two-state binding of protons
and an arbitrary number of other ions. Ultimately this allows for studies of ion
specific effects at large length scales hitherto unattainable with existing models.

2 Model and theory

2.1 Simulation model

Solvent and salt particles are treated at the Debye–H€uckel level while the rigid
proteins are described in mesoscopic detail where each amino acid is represented
by two soft spheres: one for the backbone and another for the side chain – see
Fig. 1. These spheres are placed at their respective mass centers as found in the atom-
istic NMR or crystal structure and their radii are determined from the atomic
weight, assuming a density of 1 g ml�1. To capture specific ion binding to the macro-
molecular surface we specify binding sites (Table 1) where the free energy difference
between the bound and free state is kBTln10(pX� pKd). Analogous to pH, pX is the
minus logarithm of the activity† of the binding ion, X, and Kd is the dissociation
constant for the process. In addition to electrostatic and van der Waals pair interac-
tions, hydrophobic side-chains interact with a square-well potential and the final
system Hamiltonian becomes:

bU ¼
XN
isj

lBzizje
�krij

rij
þ
XN
isj

4b3LJ

��
sij

rij

�12

�
�
sij

rij

�6�
þ

XNhydroph:

isj

busw

þ
XNbound

isj

ðpXi � pKd;iÞln 10 (2)

where the first two sums run over all particles, the third over hydrophobic side chains
and the last term over sites with bound ions, only. lB ¼ 7.1 �A is the Bjerrum length

Fig. 1 Left: protein model used in the Monte Carlo simulations. Protons can bind to acidic
and basic sites (turquoise); thiocyanate may bind to the backbone (black) as well as to hydro-
phobic side chains (yellow). Right: two-body simulation model in a cylindrical container –
solvent and salt are handled implicitly.

† In this work we assume that the activity is equal to the concentration.
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for water, z are particle charge numbers, rij the distance between the i’th and j’th
particle, 1=k ¼ 3:04=

ffiffiffiffiffiffi
Cs

p �A is the Debye screening length,15 Cs the molar 1 : 1 salt
concentration, b ¼ 1/kBT is the inverse thermal energy, and busw ¼ �0.8 for surface
separations less than 1.4 �A – zero otherwise. Finally, sij ¼ (si + sj)/2 is the Lennard–
Jones diameter and b3LJ ¼ 0.088.
Using Metropolis Monte Carlo (MC) simulations17 we simulate either one or two

of the proteins in a cylindrical container and average over i) mass center positions
(fixed along the main axis of the cylinder), ii) orientations, and iii) ion binding states.
Translations and rotations for two-body simulations, only, are performed in
a combined MC move where a random displacement vector and angle is used to
generate configurations in the canonical ensemble. Averaging over ion binding states
is done by swap moves where the state of randomly chosen binding sites – see Table 1
– is alternated between bound and unbound. ‘‘Bound’’ simply means that the site
charge is changed by +1e or �1e for proton and anion binding, respectively. Ion
binding to a hydrophobic group renders the group non-hydrophobic, thus excluding
it from hydrophobic interaction. All simulations were performed using the Faunus
project.18

2.2 Charge regulation

Charge binding sites on molecular surfaces give rise to a fluctuating molecular
charge distribution that can be perturbed by an external electric potential. This leads
to a correlation effect, known as charge regulation or ‘‘fluctuation forces’’, that
lowers the system free energy.19,20 The mechanism is well known for proton binding

Table 1 Amino acid properties and binding sites of gD-crystallin (PDB: 2KLJ16). Only particles

with solvent accessible surface area (SASA) larger than 30 �A2 are included as ion binding sites;

this is indicated by parenthesis in the N column. When ions bind to a hydrophobic site, this is

rendered non-hydrophobic. A probe with radius 1.4 �A is used in SASA measurements

Atom type N s/�A pKd;Hþ pKd; SCN�12

Hydrophobic

Asp 12 (10) 4.8 4.0 no

Glu 10 (9) 5.2 4.4 no

His 6 (4) 5.4 6.3 no

Tyr 14 (7) 5.9 9.6 no

Lys 1 (1) 5.2 10.4 no

Cys 6 (0) 4.5 10.8 no

Arg 21 (21) 5.8 12.0 no

Ctr 1 (1) 4.7 2.6 no

Ntr 1 (1) 4.7 7.5 no

Ala 4 (0) 3.1 0.82 yes/no

Ile 6 (0) 4.8 0.82 -//-

Leu 17 (3) 4.8 0.82 -//-

Met 4 (3) 5.2 0.82 -//-

Phe 6 (1) 5.6 0.82 -//-

Pro 4 (4) 4.3 0.82 -//-

Trp 4 (0) 6.3 0.82 -//-

Val 6 (0) 4.3 0.82 -//-

Ser 17 3.9 no

Thr 4 4.4 no

Asn 7 5.6 no

Gln 11 5.2 no

Gly 14 1.2 no

backbone 156 (5) 4.7 0.60 no

backbone (Pro, Gly) 18 (3) 4.7 1.30 no
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sites, yet for other ions it is largely unexplored and we therefore give a brief over-
view.
Consider an unperturbed macromolecule with a fluctuating charge distribution

with a charge valency, Z, that occurs with the intrinsic probability P(Z). Exposing
the molecule to an external electric potential, 4, due to the surrounding chemical
environment, the charge ensemble average becomes,

hZi ¼

ð
PðZÞZexpð�b4eZÞdZð
PðZÞexpð�b4eZÞdZ

: (3)

It then follows that,

� vhZi
bev4

¼ �
Z2

�� hZi2hC: (4)

where we have introduced the charge capacitance, C, which is simply the variance of
the mean charge.21 If 4 stems from another fluctuating charge distribution, P(Z0),
the two distributions have the interaction free energy,

bwðRÞ ¼ �ln

ðN
�N

ðN
�N

PðZÞP	Z0

exp

	� lBZZ
0
=R



dZdZ

0
z
lBhZi

�
Z

0�
R

� l2B
2R2

�
C
�
Z

0�2þC
0 hZi2þCC

0
�

(5)

where R is the center–center distance between the two distributions and in the last
step we have assumed that P, P0 are normal distributions. The same result can be
obtained using a multipole expansion20–22 and the first term is clearly the mono-
pole–monopole interaction term, while the remaining attractive terms are mono-
pole-induced and induced-induced monopole interactions. For the sake of
simplicity we do not discuss angular dependent terms and further note that these
decay faster than the above terms – 1/R4 and 1/R6 for monopole–dipole and
dipole–dipole interactions, respectively.23

Thus, in the intermolecular interaction energy given by eqn (5), electrostatics are
condensed to two molecular parameters, i) the average net charge, hZi and ii) the
charge capacitance, C. The latter property is central for describing charge regula-
tion phenomena21 and entails the overall fluctuation effect of all binding ions and
thus depends on solution conditions, structure and protein sequence.

2.3 Osmotic second virial coefficient

Through eqn (5), the protein net charge and capacitance can be used to estimate the
osmotic second virial coefficient of protein solutions using,

B2 ¼ 2ps3

3
� 2p

ðN

s

	
e�bwðRÞ � 1



R2dR (6)

where the first term, BHS
2 , is a simple hard sphere contribution for s smaller than

protein–protein contact, s ¼ 25 �A. To take into account the effect of salt screening,
lB in eqn (5) is replaced with15

lBexp[�k(R � s)]/(1 + ks) (7)

where we note that the quadratic charge regulation terms are subject to stronger salt
screening than the direct monopole–monopole term.
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3 Results and discussion

3.1 Binding of protons, chloride, and thiocyanate

The overall electrostatic properties of bio-molecules are traditionally classified from
the pH titration curve, i.e. the net charge as a function of the proton activity (pH).
To describe how these properties are influenced by additional ions, further dimen-
sions must be added to the titration curve: one for each additional binding species.
In the following we assume that the salt cation does not bind to the protein surface,
although this could easily be included by expanding Table 1; the computational cost
would be negligible.
Fig. 2, top, shows the net charge of g-crystallin in the presence of chloride and

thiocyanate, respectively. Due to weak binding at moderate salt concentrations5,12,24

we shall assume that chloride interacts only through double layer forces, that is
through the Debye screening length. The iso-electric point, pI where the net-charge
is zero, thus remains constant over a large span of salt concentrations and the clas-
sical one-dimensional pH picture thus gives a good description of the electrostatic
properties. For pHs pI the net charge does however change with salt concentration
due to screening of intramolecular electrostatic interactions. At high ionic strengths
the protein can hence accommodate a higher net-charge, while if hZi ¼ 0, screening
has little effect since the internal electrostatic energy, roughly proportional to hZi2, is
near a minimum.
In contrast, the strongly bound thiocyanate ion behaves very differently.

Changing the salt concentration from 30 mM to 300 mM causes a drop in the iso-
electric point from nine to five because the increased salt activity drives anion
adsorption to the backbone and side-chain binding sites. This process is further
aided by the positive net-charge of the protein at low pH, although at sufficiently
high salt concentrations the binding sites saturate while at the same time the favor-
able electrostatic interactions diminish due to screening.

Fig. 2 Protein net charge (top) and charge capacitance (bottom) for g-crystallin in NaCl (left)
and NaSCN (right). The dashed lines on the charge plots represent the iso-electric conditions.
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The charge capacitance, C, describes the protein’s ability for charge regulation. In
the chloride solution, the capacitance is influenced by salt only through the ionic
strength; the proton concentration causes maxima at high and low pH, correspond-
ing to the pKd of acidic and basic sites. As the salt concentration increases the elec-
trostatic interactions between sites are screened and whereby they become
independent of each other. In the limit of infinite salt, the capacitance approaches
an ideal value, given by21

C ideal ¼
X
i

10pXi�pKd;i

ð1þ 10pXi�pKd;iÞ2 (8)

where the sum runs over all binding sites. Compared to the capacitance where sites
interact, the ideal curve tends to be larger in magnitude and hence less broad.
Thiocyanate also here displays a remarkably different picture compared to chlo-

ride and, overall, the capacitance is higher in magnitude for all salt and pH condi-
tions. This is trivially due to the added number of binding sites that allows for
more charge fluctuations. Increasing the thiocyanate concentration leads to higher
capacitances that approach the ideal value as given by eqn (8) and may potentially
result in strong charge regulation interactions with other molecular matter.
However, as already mentioned, the quadratic charge regulation terms in eqn (5)
are screened with �e�2kr compared to �e�kr for the direct charge–charge term and
hence diminish rapidly with increasing salt. Still, thiocyanate causes capacitances
several times higher than chloride even at low salt concentrations and the addition
of binding ions may hence be a useful tool to tune intermolecular interaction mech-
anisms, charge regulation in particular.

3.2 Protein–protein interactions

3.2.1 Virial coefficients. In the previous section we discussed the electric proper-
ties of g-crystallin using the average charge, hZi, and capacitance, C, while consid-
ering both protons and binding anions. Using these isotropic terms we now estimate
the osmotic second virial coefficient, B2, using eqn (5) and eqn (6). As shown in
Fig. 3, B2 for both SCN� and Cl� reaches minima for pH close to the iso-electric
points, while at extreme pH the net charge of the protein causes a high (repulsive)
virial coefficient. Note that B2 here does not become negative due to the dominance
of the repulsive first term in eqn (5) and that we have neglected attractive short
ranged van der Waals contributions.
It is instructive to investigate the B2 difference between the NaSCN and NaCl

solutions – see Fig. 3, right. At near iso-electric conditions, DB2 is zero and
thus marks a reversal of the Hofmeister series. That is, when the protein has

Fig. 3 Left and middle: estimated virial coefficients for g-crystallin in NaCl and NaSCN,
respectively using eqn (5) and eqn (6). Right: difference in second virial coefficient between
NaSCN and NaCl. The dashed white line represents zero (Hofmeister reversal), while the
two white dots mark the conditions used for the two-body simulations in Fig. 4. Note that
the B2 values are normalized with BHS

2 .
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a net positive charge, bound thiocyanate anions lower the protein–protein repul-
sion more than chloride; the reverse Hofmeister series.25 For a net negatively
charged protein, binding of thiocyanate causes more repulsion than chloride, i.e.
the direct Hofmeister series. This is exactly what is found in SAXS measurements
for g-crystallin as well as other proteins.26 Experimentally, the inversion for g-crys-
tallin occurs at pH 4.5 and at 500 mM salt26 which is lower than the iso-electric
point in dilute solution (pI 6.7–8.9)26,27 and thus fits the picture that addition of
binding salts down shifts pI, cf. Fig. 2. While the low salt Hofmeister reversal pre-
dicted here also agrees with previous theoretical observations8,28,30 the current
work is distinguished in that ion binding adheres to the complex surface topology
of the protein, while at the same time no explicit ions are required.

3.2.2 Two-body simulations. In the previous section we used perturbation
theory to estimate the second virial coefficient of g-crystallin solutions and
crudely neglected anisotropy due to electrostatics, van der Waals and excluded
volume. This can be remedied by instead explicitly simulating two coarse grained
proteins (Fig. 1, right) and from the radial distribution function, g(R), extracting
the potential of mean force, bw(R) ¼ �lng(R). As shown in Fig. 4 the protein–
protein attraction is larger for thiocyanate anions than chloride anions at pH
6, while the reverse is true at pH 10. This result is in qualitative agreement
with the simplistic multipole calculations in Fig. 3, and more elaborate computer
simulations with explicit ions,8 as well as with experimental data.26 Note also, that
there are now distinct minima in the interaction free energies, stemming mostly
from van der Waals interactions and, to a lesser extent, hydrophobic interactions
cf. eqn (2).

4 Conclusion

Using a simple theoretical model that combines ion binding equilibria to macromo-
lecular motifs with continuum electrostatics, we have investigated ion specific charge
properties of the protein g-crystallin. In particular we note that the iso-electric
‘‘point’’ of the protein in thiocyanate solution varies strongly with the salt concen-
tration and is thus a function of both pH and pSCN. Osmotic second virial coeffi-
cients – calculated both from a multipole expansion and from two body computer
simulations – show a reverse salting-in Hofmeister series for the cationic protein
while the direct Hofmeister series is followed under anionic conditions. This is in
agreement with SAXS measurements as well as with other theoretical work. While
our model accounts for salting in effects, salting out due to highly solvated ions is

Fig. 4 Simulated potential of mean force, w(R), along the protein–protein mass center coor-
dinate, R, at different pH and anionic species (50 mM). Note the Hofmeister reversal going
from low to high pH.
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neglected. This may be remedied by introducing salt sensitive hydrophobic interac-
tions;29 a simple surface tension argument could be a viable option.
With multiple binding sites on the protein surface, thiocyanate brings about large

fluctuations in the molecular charge distribution. This may lead to significant charge
regulation phenomena when interacting with other molecular matter and specific ion
effects may thus provide yet another handle to control intermolecular interactions.
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Role of histidine for charge regulation of
unstructured peptides at interfaces and in
bulk
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ABSTRACT

Histidine-rich, unstructured peptides adsorb to charged interfaces such as mineral surfaces and microbial cell membranes.

At a molecular level, we investigate the adsorption mechanism as a function of pH, salt, and multivalent ions showing that

(1) proton charge fluctuations are—in contrast to the majority of proteins—optimal at neutral pH, promoting electrostatic

interactions with anionic surfaces through charge regulation and (2) specific zinc(II)-histidine binding competes with pro-

tons and ensures an unusually constant charge distribution over a broad pH interval. In turn, this further enhances surface

adsorption. Our analysis is based on atomistic molecular dynamics simulations, coarse grained Metropolis Monte Carlo, and

classical polymer density functional theory. This multiscale modeling provides a consistent picture in good agreement with

experimental data on Histatin 5, an antimicrobial salivary peptide. Biological function is discussed and we suggest that

charge regulation is a significant driving force for the remarkably robust activity of histidine-rich antimicrobial peptides.

Proteins 2014; 82:657–667.
VC 2013 Wiley Periodicals, Inc.

Key words: histidine richness; antimicrobial activity; adsorption of unstructured proteins; Monte Carlo simulations; charge

regulation; specific metal binding.

INTRODUCTION

Nature has produced a number of biomolecules rich

in histidines (HIS). These include not only globular pro-

teins such as hisactophilin and histidine-rich glycopro-

tein, but also intrinsically disordered peptides (IDPs)

such as the histatins. The latter are characterized by lack

of stable tertiary structure when the protein exists as an

isolated polypeptide under in vitro physiological condi-

tions. It has recently been shown that approximately

30% of all proteins in eukaryotic organisms belong to

this group and that IDPs are involved in a large number

of central biological processes and diseases.1 This discov-

ery challenges the traditional protein structure paradigm,

which states that a specific well-defined structure is

required for correct function. Biochemical evidence has

since shown that IDPs are functional and that lack of

folded structure is in fact related to function.2,3

Histatins are Salivary peptides with multifunctionality.

They not only protect the oral environment against

microbial attack, but are also involved in the formation

of protective films on solids, which is important for the

maintenance of oral health and surface integrity. The for-

mation of the acquired tooth enamel pellicle involves the

selective adsorption of salivary macromolecules onto the

enamel surface. This conditioning film acts as a selective

permeability barrier between the tooth surface and the

oral environment and regulates the defence against

enamel demineralization. It is hence crucial to under-

stand how lack of structure relates to function when

adsorbed to exposed biological interfaces. Although we

in this article focus on the antimicrobial activity of His-

tatin 5 (His5), we emphasize that our arguments can be

generally applied to biomolecular surface adsorption.

His5 consists of 24 amino acids and is the most active

member of the histatins against pathogenic yeast Candida

albicans.4 Its antimicrobial activity and possible killing

mechanisms are therefore subject to much scientific

attention.5–9 Contrary to many antimicrobial peptides,

His5 penetrates the cell membrane without causing
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membrane rupture, which is attributed to its histidine

richness.10,11 Further, HIS form complexes with zinc

ions,12,13 which promote adsorption to bilayer vesicles6

and its killing activity.9 It has also been shown that the

16 C-terminal amino acids with a 25% of HIS content

are the active segment of His5,14 supporting the impor-

tance of HIS in the activity.

Accepting that both microbial cell membranes and

tooth enamel represent negatively charged interfaces, we

here investigate the role of histidine on the anionic sur-

face adsorption of a flexible peptide, exemplified by

His5. Our theoretical analysis is based on three levels of

detail entailing (i) atomistic bulk simulations, (ii) a flexi-

ble amino acid bead model with Debye-H€uckel electro-
statics, and (iii) classical polymer density functional

theory (DFT). Common for all models is that pH is kept

constant meaning that the peptide protonation state can

fluctuate and respond to the local chemical environment.

This gives rise to charge regulation mechanisms15–17

that may contribute to intermolecular interactions in

biomolecular systems—for a recent review, see Ref. 18.

As will be shown, charge regulation becomes important

for histidine-rich biomolecules close to neutral pH. We

further investigate how binding metal ions such as zinc

influence the adsorption free energy to charged surfaces

using an empirical ion-binding potential.

The article is organized as follows: First, we present

the three theoretical models and proceed to study bulk

electrostatic and structural properties of His5. We then

study the adsorption mechanism and free energy as a

function of pH and salt concentration. Finally, we discuss

the effect of multivalent ions, including specific metal

binding and possible implications for biological activity.

PROTEIN MODELS AND
METHODS

We have used three models with different levels of detail

(Fig. 1), one atomistic and two coarse grained (CG), with

a common feature of fluctuating charges on basic and

acidic residues. That is, the chemical potential of pro-

tons is kept constant during the simulation, upgrading

most simulation work where partial charges are fixed.

Atomistic level molecular dynamics (MD) simulations

are used to investigate bulk properties of His5 and to

verify that the CG models capture the essential physical

features. Monte Carlo (MC) simulations and an amino

acid bead model are used to investigate both bulk prop-

erties and surface affinities. Because atomistic MD

requires substantial computational resources, we have

used this method only to scan a limited parameter range

while fine scanning has been performed using a much

faster CG model. Finally, we have tested hard-sphere

amino acid bead model using classical polymer density

functional theory, which are well suited for further

adsorption studies in concentrated solutions.

CG Monte Carlo simulations

Model

His5 is modeled as a flexible chain where each residue

is CG into a sphere and connected with harmonic

bonds19—see Figure 1. The amino acid radii are deter-

mined from their molecular weight by assuming a com-

mon density of 0.9 g/mL. During the simulations, the

charges of basic and acidic amino acids and C and N ter-

minals are allowed to fluctuate according to pH, when

nreg51 in Eq. (1). An average bulk charge is assigned to

each site when nreg50. Water and monovalent ions are

treated implicitly, whereas divalent ions are explicitly

represented by spheres with a 2 Å radius.20

In addition to proton binding, we also mimic specific

zinc coordination to deprotonated HIS using a short

range (SR) square-well attraction, adjusted to

1:23105 M21, the experimental binding constant of zinc

to isolated imidazole groups13 —see Table I and Eq. (1).

The attraction range of 2.4 Å is the average distance

between Zn21 and HIS in three different zinc binding

proteins (PDBs 2XQV, 2XY4, 2WB0, 2IIM).

Figure 1
Models in decreasing order of detail, left to right: Atomistic (MD), soft sphere amino acid bead model (MC), and hard sphere amino acid model
(DFT). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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The system energy for a given configuration is,
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(1)

where all the parameters are given in Table I.

Method

A single peptide is simulated using the Metropolis MC

algorithm in the canonical ensemble (NVT) at 298 K in

a volume of 300 3 300 3 300 Å3 and 300 3 300 3 150

Å3 for bulk and surface adsorption studies, respectively.

In bulk studies (nsurf50), periodic boundaries are

applied in all directions, whereas in adsorption simula-

tions (nsurf51), a uniform surface charge density is

assigned to the 1xy wall and hard boundaries are

applied in the z-direction. Chain conformations are

sampled using crankshaft, pivot, branch rotations, repta-

tion, and single monomer MC moves together with

whole chain rotation and translation. All MC simulations

are performed using the Faunus framework.21

Atomistic constant-pH MD simulations

Model

A modified version of the GROMOS 54A7 force

field22 is used for the atomistic description of His5. All

simulations are started with a linear structure of His5,

built using MacPyMOL.23 The charges of 20 sites,

including N and C terminals, are updated during the

simulations—see next section.

Method

All constant-pH MD simulations are performed using

a stochastic titration method,24–31 which relies on three

steps. First, the protonation states of residues are deter-

mined using Poisson-Boltzmann/Monte Carlo (PB/MC)

calculations. Second, the solvent is relaxed around the

frozen peptide using a short MD simulation. The third

step is an MD simulation of the unrestraint system. All

simulations are performed in the isobaric-isothermal

ensemble (NPT), at 300 K and 1 bar with the GRO-

MACS 4.0.7 distribution.32–35 PB and MC calculations

are performed with MEAD36 and PETIT37,38 software,

respectively. The simulations are run for 20 ns in tripli-

cate, and the last 15 ns of each replica is used for the

analysis. To confirm the convergence of the structural

properties, two independent replica-exchange MD

(REMD) simulations in temperature are performed with

64 replicas, each in a salt-free solution at pH 7—see Sup-

porting Information.

Density functional theory

Classical polymer density functional theory (DFT) was

originally developed by Woodward39 and has seen subse-

quent developments and extensions. We shall refrain

from a complete description here and instead refer to a

recent work,20 where a rather general exposition is pro-

vided. In this work, we have used a version of the

implicit solvent approach, denoted “model II” in Ref. 40.

Table I
Parameters in Eq. (1)

Parameter 5 value Description

n526 All residues
E50:05 kBT Strength of LJ
rij5ðri1rjÞ=2 � LJ diameter

5range ð4; 8:2Þ� 6.2 � in average
rij Center of mass distance
e Electron unit charge
E0 Permittivity of vacuum
Er580 Water dielectric constant
nt520 Titratable residues
qi Charge
j21 Debye length
T5298 K Temperature
kB Boltzmann's constant
NA Avogadro's number
nreg51 or 0 (on/off) Charge regulation switch
np Protonated residues
pKa5 see Table II Acid dissociation constant
nsurf51 or 0 (on/off) G-C potential switch
U05

2kBT
q

sinh21 Potential at the surfaceffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð8kBTc0E0ErÞ

p
q520:053 C=m2 Surface charge density
di Distance to the surface
kh50:76 kBT Spring constant
Ri Bond length
Re54:9 � Equilibrium bond length
nb5n21 Number of bonds
EZn54:57 kBT Strength of SR
nH Number of HIS
dZn2H52:4 � Bound Zn(II)-HIS distance
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However, we will here also (approximately) account for

differences in size between monomers (coarse-grained

amino acids) and solvent particles (water). Given the

minor role of dispersion (Lennard-Jones) interactions in

our system, these are neglected in the DFT approach.

Tests have confirmed that the Lennard-Jones interactions

have a negligible influence on the results. Moreover, the

CG amino acid monomers have a common (hard-

sphere) diameter of dm56:2 Å, which is the average value

in the soft sphere CG model. The neighboring mono-

mers are connected by stiff bonds with a fixed length of

5 Å. The solvent particles enter explicitly via a net

incompressibility constraint (see Ref. 40:

nt5nmgd3m1nsd
3
s where nm and ns are solvent and

monomer densities, and we have simply set nt51 corre-

sponding to simple cubic close packing. The parameter g
accounts for the reduction in excluded volume brought

about by bonding (connected spheres exclude less vol-

ume than free ones). According to Hall et al.,41 this fac-

tor can be estimated to about 0.63, for a pearl-necklace

chain. Woodward, on the other hand, found an empirical

value of 0.83. In our case, with fused hard-sphere chains,

this would be reduced somewhat. Given that we work

with a rather crude model anyway, with excluded volume

interactions playing a minor role, we chose to simply set

g50:65, which might be a reasonable compromise of all

these considerations. We have made tests to ensure that

our findings and conclusions are insensitive to the spe-

cific value of g.
Note that the polymer DFT is exact for the case of

noninteracting monomers. To treat titrations properly,

the two different states of the monomers (charged/

uncharged) must be properly accounted for, according to

the prescription described in Ref. 40.

Analysis

We have analyzed statistical mechanical averages of the

residual charges hqii, the net charge of His5, Q5Rihqii,
the end-to-end distance R2

e2e5hr21;last i, radius of gyration,
R2
g5

Rimihr2i;cmi
Rimi

where ri;cm is the distance between residue i

and the mass center of His5 as a function of the center

of mass distance from the surface. The charge capaci-

tance is analyzed using the fluctuations of the net charge,

C5hQ2i2hQi252 oQkBT
oeU where U is the external electric

potential from the surface. Probability density functions

with respect to distance from the surface are sampled

using the histogram method and normalized such that

the integral yields the average monomer concentration

times the z-box length (263150=ð30033003150Þ, Å22).

The analyses of the MD simulations have been per-

formed using GROMACS 4.0.7 software package32–35

and in-house tools. The calculations of correlation-

corrected errors for averages over a single simulation rep-

licate have been computed using standard methods.42

The final errors of the averages over replicates have been

computed using the law of total variance.

RESULTS AND DISCUSSION

Bulk properties

The bulk properties of His5 in dilute solutions have

been investigated as a function of monovalent salt con-

centration and pH. To mimic biological conditions, ionic

strengths of 80 and 150 mM were chosen, whereas for

completeness, we also include the salt-free case.

Electrostatic properties

As shown in Figure 2 (left), the isoelectric point (pI) of

His5 is predicted to 10.5 by both MC and MD simula-

tions, coinciding with previous theoretical studies.11,43

Calculated net charges using both models are in a good

agreement over the whole pH range. At extreme acidic

and basic conditions, the net charge reaches 115e and

25e, respectively, and contrary to most proteins and pep-

tides, His5 is cationic over a wide pH range. At intermedi-

ate and high ionic strengths, the reduced electrostatic

repulsion due to salt screening enables protonation of

nearby basic residues and allows for a higher net charge.

Charge fluctuations result in a high charge capacitance

[see Eq. (1)] and hence, a high charge regulation ability.

That is, the molecular charge may readily respond to an

external electric field by taking up or releasing protons.

As shown in Figure 2, the capacitance of His5 has four

maxima and three minima. In this study, we focus on

the biological pH range. At salt-free conditions, the peak

and the minimum are located at pH 5 and 7, respec-

tively, meaning that the charge distribution can be easily

perturbed at pH 5 but not at pH 7. Although the capaci-

tance extrema predicted by MD are at slightly lower pH,

both models agree on the shift of these extrema to higher

pH with increasing ionic strength and on the capacitance

minimum around pH 8.

To determine, which residues contribute to the capaci-

tance peak, we investigate the residual stoichiometric

acid dissociation constant ðpK �
a Þ obtained from the titra-

tion curve of each residue. At pH5pK �
a , a residue has

high charge fluctuations due to equally probable proto-

nation states, leading to a capacitance peak. Table II

shows that the peak around pH 6 originates from HIS

residues with pK �
a ranging from 5.4 to 6.2. At pH 8, only

the N-terminal contributes slightly to the capacitance,

thus leading to a minimum.

Structural properties

Although atomistic and CG models agree well on the

electrostatic properties, they differ slightly on the struc-

ture predictions. As seen in Figure 2, the atomistic model

favors more compact conformations than the CG model,
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resulting in a smaller gyration radius, Rg. This can be

due to smaller excluded atom volumes combined with

hydrogen bonds. In the CG flexible chain models, the

high entropic cost of compact conformations combined

with lack of hydrogen bonds favors random coil confor-

mations, and thus larger Rg. Experimental studies11,14,44

have shown that in addition to b2turns, His5 lacks sec-

ondary structure in aqueous solution, thus supporting

the CG models. Nevertheless, the true Rg is probably in

between and both models still predict the same relative

changes in Rg induced by salt and pH—see Figure 2.

Interaction with negative surfaces

Effect of charge regulation

Although most proteins have capacitance peaks around

pH 4,45 we here show that the capacitance peak of His5

is at pH 6 coinciding with normal salivary conditions.

This implies that HIS provides a significant ability to

adjust the net charge in the vicinity of a negative micro-

bial membrane. Figure 3 shows that His5 becomes more

positively charged while approaching a negative surface

at pH 6. Because this cationic gain depends on the num-

ber of residues with pK �
a5pH, the abundance of HIS

provides an additional charging capacity up to 3e and

enhances the affinity to the surface (see Fig. 3, bottom).

In contrast, the lack of residues with pK �
a � 8 results in

a slight net charge increase and the surface affinity is

thus unaffected.

Note that the charge regulation may also lead to neu-

tralization of the peptide. His5 penetrates cells without

deforming the membrane integrity7,10,46 and bearing

charges, while passing the apolar membrane interior may

be costly. With its high capacitance, HIS may lower this

free-energy cost by adapting the deprotonated state, thus

avoiding pore formation on the membrane.

Effect of pH

The high positive charge at pH 6 combined with

charge regulation results in a strong adsorption to the

negative surface—see Figure 3. Because of the release of

protons, this adsorption is reduced at alkaline conditions,

but at low ionic strengths, the surface adsorption is still

significant. In contrast, the interaction free energy at low

pH reaches 8:5 kBT with a free energy minimum closer

to the surface hinting at irreversible adsorption with a

more compact adsorbed layer.

Effect of monovalent salt

As seen in Figure 3, the surface affinity of His5

decreases with increasing monovalent salt concentration

because of the screening of electrostatic attraction.

Although salt is also reducing the repulsion within the

peptide, thus allowing higher net charges, this effect is

insufficient to compensate for the screened surface

attraction. Our model predicts a clear correlation

Figure 2
Electrostatic and structural properties of His5 as a function of pH and

1:1 salt concentration calculated using MC (lines) and MD (symbols)
simulations. The interval fenced by the dashed lines shows saliva condi-

tions. [Color figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]

Table II
Stoichiometric ðpK �

a Þ and Intrinsic (pKa) Acid Dissociation Constants of Residues at 0, 80, and 150 mM 1:1 Salt

Residue id 1 2 3 4 5 6 7 8 9 10 11 12

Residue NTRa ASP SER HIS ALA LYS ARG HIS HIS GLY TYR LYS ARG

pKa 7.5 4.0 — 6.3 — 10.4 12.0 6.3 6.3 — 9.6 10.4 12.0
pKað0mMÞ 7.3 1.7 — 5.2 — 10.0 12.5 4.0 4.5 — 8.1 10.3 12.8
pK �

a ð80mMÞ 7.6 3.2 — 6.0 — 10.2 12.2 5.4 5.7 — 8.9 10.4 12.3
pK �

a ð150mMÞ 7.7 3.4 — 6.1 — 10.2 12.1 5.6 5.8 — 9.1 10.4 12.2
Residue id 13 14 15 16 17 18 19 20 21 22 23 24
Residue LYS PHE HIS GLU LYS HIS HIS SER HIS ARG GLY TYR CTRa

pKa 10.4 — 6.3 4.4 10.4 6.3 6.3 — 6.3 12.0 — 9.6 2.6
pK �

a ð0mMÞ 9.9 — 5.1 1.3 11.0 4.5 5.0 — 5.0 13.0 — 9.5 1.0
pK �

a ð80mMÞ 10.0 — 6.0 3.2 10.7 5.7 5.9 — 5.8 12.3 — 9.7 2.2
pK �

a ð150mMÞ 10.1 — 6.2 3.4 10.7 5.8 5.9 — 5.9 12.3 — 9.8 2.3

aNTR and CTR are abbreviations for N and C terminals, respectively.
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between ionic strength and surface affinity and is thus

consistent with experiments showing that the biological

activity of His5 diminishes with increasing ionic

strength.11,47

Adsorption mechanism

To determine the adsorption mechanism, we have

investigated the gyration radius, Rg, and the distribution

of individual residues while His5 approaches the surface.

As seen in Figure 4, the electric field from the surface

induces conformational changes on His5 when the sepa-

ration is smaller than 40 Å. The z-component of Rg first

increases indicating a chain elongation toward the sur-

face, followed by a contraction due to xy-stretching of

the adsorbed chain on the surface. The elongation is

reflected as a depletion of some residues from the bulk—

see Figure 4. These residues, containing two positive

ARG-LYS patches, drive the peptide to the surface and

mediate the adsorption by providing two grafting

regions. The primary ARG-LYS patch consists of the 11th

to 13th residues and provides the strongest attachment.

Conformational entropy drives the N (NTR) and C

(CTR) terminal domains further from the surface. How-

ever, the energetic gain of positioning the NTR and the

nearby secondary ARG-LYS patch close to the surface,

partly compensates for this entropy and the NTR conse-

quently adsorbs stronger than the CTR.

Many antimicrobial salivary peptides, including hista-

tins, are expressed by multiple gene families.48 Diver-

sities in these families cause polymorphism, which may

influence the microbial activity.49 For instance, a rare

variant of proline-rich glycoprotein does not bind to

bacteria.50 We have tested the sensitivity of the primary

grafting patch to a point mutation by replacing the 12th

ARG with a negative TYR. This mutation eliminates the

grafting to the surface (Fig. 6) resulting in a 40% reduc-

tion in the overall surface affinity—see Figure 5. In addi-

tion, mutating the positive primary ARG-LYS patch to a

neutral GLY completely prevents adsorption of this

region and supports the possible suppression of interac-

tions with microbial membranes due to protein

polymorphism.

Because of HIS attraction, the adsorption of CTR per-

sists even when the primary patch is completely desorbed

(Fig. 6), indicating the prominent role played by HIS. An

experimental study of His5 fragments14 showed that the

HIS residues in the CTR domain and the primary ARG-

LYS patch are the active parts. This supports our predic-

tions and the importance of electrostatics for antimicro-

bial activity.

Effect of pH

As seen in the residue concentration profiles (Fig. 7),

increasing pH from 6 to 7, markedly reduces the surface

affinity of HIS and results in a weaker adsorption of

both ARG-LYS patches and the CTR. This is more pro-

nounced at pH 8 where the CTR completely desorbs

from the surface due to lack of charge regulation com-

bined with released protons. Although the ARG-LYS

patches are still positive at this pH, their affinity to the

surface is insufficient to compensate conformational

entropy loss of the terminals, thus leading to desorption

of both terminals and the secondary ARG-LYS patch.

Figure 3
Net charge and interaction free energy of His5 as a function of distance

from a surface with a charge density q52300A2=e with (solid lines) and
without (dashed lines) charge regulation at pH 6 and pH 8 where the

capacitance is maximized and minimized, respectively. [Color figure can
be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 4
Residual concentration profile in mM as a function of the distance
from the surface at pH 6 and 80 mM 1:1 salt. Inset: Radius of gyration

and its components with (solid) and without (dashed) charge regula-
tion. Circles indicate the most probable location of each residue relative

to the surface and average bulk charges are shown in parentheses.

[Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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This gradual desorption can be seen in Figure 8 where

we have plotted the most probable residue positions rela-

tive to the surface.

Previous reports show that the activity of His5 is inde-

pendent of pH.47,51 However, in these studies, the pH

dependence was investigated at low ionic strength (�10

mM) where arginine and lysine dominate the surface

attraction. We here show that even at 80 mM ionic

strength—see Figure 3, His5 has appreciable affinity to

the surface, independent of the studied acidic conditions.

This suggests that His5 is active against microbes once

its surface affinity is above a critical value. Furthermore,

our results indicate that the surface affinity of His5 is

sensitive to pH changes in environments where the ionic

strength is relatively high (such as saliva). As will be

shown, this statement is valid only for zinc-free

conditions.

Note that the surface is modeled independently of

solution conditions with a constant surface charge den-

sity. In reality, the phosphate groups of microbial mem-

branes may change their protonation state according to

pH. Our model may therefore slightly underestimate the

surface affinity with increasing pH.

Effect of monovalent salt

The residue concentration profiles in Figure 7 show

that adsorption of all residues is reduced with increasing

salt concentration. The most pronounced salt screening

effect is observed on the adsorption of the CTR domain

at pH 7 and 8 where charge regulation effects are of little

importance—see Figure 8. In contrast, at pH 6, the coop-

eration between positive patches and the charge regulation

of HIS partly compensates salt screening and provides suf-

ficient attraction to preserve the peptide conformation at

the surface. These adsorption features are also captured by

DFT as shown in the Supporting Information.

Effect of charge regulation

To estimate the importance of charge regulation, we

have investigated the residue profiles with and without

charge regulation. The latter is performed by assigning

bulk charge to each residue corresponding to a certain

pH. As seen in Figure 9, all profiles except for HIS are

mostly unaffected by charge regulation. The surface affin-

ity of HIS without additional regulated charges is insuffi-

cient to compensate for the conformational entropy loss,

resulting in weaker adsorption of CTR and the secondary

ARG-LYS patch—see also Figure 7. This emphasizes the

importance of charge regulation on the CTR adsorption,

the active part of His5, and potentially on biological

activity. In the present example, the charge regulation

mechanism is important within a nanometer from the

surface, whereas direct electrostatic attraction with argi-

nine and lysine are of longer range (first order vs. second

order multipole electrostatics)15. Thus, LYS and ARG

cause a long range attraction, whereas charge regulation

of HIS enhances the adsorption at short separations and

at low pH. This is consistent with recent experimental

work mapping the roles played by LYS and ARG.52

Figure 5
Interaction-free energy of His5 (solid lines), mutant1 (dashed lines, 12-
ARG is replaced by a negative TYR) and mutant2 (circles, primary

ARG-LYS patch is mutated to a neutral GLY) at pH 6 and 80 mM 1:1

salt solution. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

Figure 6
Concentration profiles of mutant1 (top) and mutant2 (bottom) at pH 6
and 80 mM 1:1 salt solution as a function of the distance from the sur-

face. Mutated amino acids are indicated by *. Circles show the most
probable positions of residues relative to the surface. [Color figure can

be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Effect of divalent ions

Nonbinding ions

In addition to monovalent ions, biological environ-

ments contain divalent metal ions such as magnesium,

zinc, and calcium.48 Taking saliva as an example, Ca21

is the most abundant divalent ion48 and its concentra-

tion depends on the oral health state.53,54 Because high

levels of divalent ions may lead to ion correlations,55 we

investigated how Ca21 affects the surface affinity of His5.

Note that calcium does not bind specifically to His5 and

will here be representative of any generic divalent ion.

Simulations are performed at 6.15 mM of Ca21 corre-

sponding to an increased saliva level48 with explicit diva-

lent and implicit monovalent ions. This hybrid model

has previously been shown to correctly reproduce elec-

trostatics in strongly coupled systems.20 For comparison

with the monovalent salt studies in previous sections, the

total ionic strength is kept constant at 80 mM. As seen

in Figure 10, the adsorption and charge regulation of

His5 are unaffected by Ca21 ions at 80 mM ionic

strength indicating that calcium induces no or only weak

correlation effects and behaves chiefly as an ionic screen-

ing agent like monovalent ions.

Binding ions

Contrary to calcium, zinc(II) selectively coordinates to

the imidazole group of HIS12,13 with one Zn21 ion

Figure 7
Residual concentration profile in mM as a function of distance from the surface at pH 6, 7, and 8; in 80 mM and 150 mM 1:1 salt. White and
black circles show the most probable positions of residues relative to the surface predicted by MC and DFT, respectively. [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 8
Most probable positions of residues relative to the surface at 80 mM (full

symbols) and 150 mM (open symbols) [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com.]

Figure 9
Difference between the residual concentration profiles with and without

charge regulation at pH 6 and 80 mM 1:1 salt solution. The most prob-

able positions of residues with and without charge regulation are shown
by black and white circles, respectively. [Color figure can be viewed in

the online issue, which is available at wileyonlinelibrary.com.]
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chelating up to four HIS.56 It has been shown that this

binding promotes the activity of His5 by facilitating the

adsorption to microbial membranes and inducing

fusion.6,9 To mimic zinc binding, we have investigated the

surface affinity of His5 in the presence of explicit zinc ions

with a specific short-range attraction to HIS as detailed in

the model section. Simulations are performed with two

Zn21 ions corresponding to 0.25 mM to allow all possible

Figure 10
Properties of His5 as a function of the surface distance at 80 mM total ionic strength with and without divalent ions. See Table 3 for the concentra-

tion of divalent ions. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 11
Concentration profiles of residues with explicit divalent ions at pH 6, 7, and 8 and 80 mM total ionic strength. Deprotonated HIS (red), calcium
(yellow), and zinc (blue) ions are shown in the snapshots of His5 conformation on the surface.
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zinc coordinations. Although this concentration is higher

than salivary levels (lM),57 it is still relevant to biological

applications, including usage of dental products with zinc

salts, which may bring the oral zinc level up to 0.5 mM.58

As seen in Figure 10, the surface affinity of His5 is

enhanced by zinc at pH > 6 where protons are unable to

compete for zinc-binding sites. In contrast, at pH 6 or

lower, this competition is won by protons, rendering the

charge distribution oblivious to the presence of zinc. Our

results are in line with experimental studies showing that

His5 forms strong metal–peptide complexes at neutral and

basic conditions.59 Finally, Figure 10 shows a reduction in

gyration radius on adsorption, suggests that zinc complexa-

tion induces compact conformations, which are also

observed experimentally,59 via bridging HIS—see snapshots

in Figure 11. Interestingly, zinc complexation leads to a

strong adsorption independent of pH by providing more

grafting points on the surface and restoring positive charges

lost from proton release.

CONCLUSION

Focusing on electrostatics, we have investigated bulk

properties of an unstructured histidine-rich peptide,

His5, and its adsorption to a uniformly charged surface

to determine the role of HIS. In bulk solution, CG and

atomistic models have been explored using MC and MD

simulations. All models quantitatively agree on bulk elec-

trostatics indicating that a sufficient level of detail is

included in the CG models. Qualitative agreement is

obtained on structural properties by predicting the same

pH and salt dependence, suggesting that the effect of pH

and salt can be captured without full atomic detail.

We show that His5 has an uncommonly high charge

capacitance at pH 6 due to a high histidine content.

Matching capacitance peak conditions activates a charge

regulation mechanism and turns HIS into positive charge

providers under an external electric field. This mechanism

can be generalized to any titratable sites of any proteins,

regardless of size and structure, with matching pKa and

pH. Although charge regulation promotes adsorption at

pH 6, increasing pH causes proton release and conse-

quently desorption of His5. However, when pH > 6,

deprotonated HISs act as zinc chelators that restore the

positive charges lost from proton release. In effect, the pH

sensitivity is eliminated and zinc thus ensures a robust,

pH-independent surface affinity. Finally, charge regulation

may neutralize the peptide, thereby preventing unfavorable

desolvation interactions while passing bilayers. This mech-

anism may highlight why His5 can penetrate microbial

cells without rupturing their membranes.
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High Expression of Midkine in the Airways of Patients
with Cystic Fibrosis
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Mutations in the cystic fibrosis transmembrane conductance regu-
lator (CFTR) gene result in impaired host defense during cystic fibro-
sis (CF),wherePseudomonasaeruginosabecomesakeypathogen.We
investigated the expression pattern of the antibacterial growth fac-
tormidkine (MK) in CF and the possible interferencewith its activity
by the altered airway microenvironment. High MK expression was
found in CF lung tissue compared with control samples, involving
epithelia of the large and small airways, alveoli, and cells of the sub-
mucosa (i.e., neutrophils and mast cells). In CF sputum, MK was
present at 100-fold higher levels, but was also subject to increased
degradation, compared with MK in sputum from healthy control
subjects. MK exerted a bactericidal effect on P. aeruginosa, but
increasing salt concentrations and lowpH impaired this activity.Mo-
lecular modeling suggested that the effects of salt and pH were at-
tributable to electrostatic screening and a charge-neutralization of
the membrane, respectively. Both the neutrophil elastase and elas-
tase of P. aeruginosa cleaved MK to smaller fragments, resulting
in impaired bactericidal activity. Thus, MK is highly expressed in
CF, but its bactericidal properties may be impaired by the altered
microenvironment, as reflectedby the in vitro conditions used in this
study.

Keywords: cystic fibrosis; midkine; Pseudomonas aeruginosa; host
defense

Host defense functions of the airways are impaired in cystic fi-
brosis (CF), resulting in long-term colonization with bacterial
pathogens, and especially Pseudomonas aeruginosa. The pres-
ence of P. aeruginosa causes bouts of inflammation, and in most
cases disease progression (1). Host defense is affected at several
levels in CF, including defects in mucociliary clearance, dysreg-
ulated inflammation, and the accumulation of inflammatory ef-
fector cells (in particular, neutrophils) (2). CF originates from
mutations in the cystic fibrosis transmembrane conductance reg-
ulator (CFTR) gene. Abnormal electrolyte transport across air-
way epithelia, resulting in increased salt concentrations and/or

a reduced depth of the airway surface liquid (ASL), has been
hypothesized to cause the initial CF host-defense defect (3–6).
Such physical alterations of ASL may affect the antibacterial
activity of host defense proteins (HDPs), as exemplified by the
bactericidal b defensins (hBD-1 and hBD-2), which are salt-
sensitive and thus possibly inactivated during CF (7, 8). Recently,
a lack of CFTR in a porcine model was not found to increase
transepithelial Na1 or liquid absorption, or to reduce the depth
of ASL (9). Instead, the lower pH of ASL in CFTR knockout pigs
resulted in a reduced antibacterial activity of innate antibiotics
(10).

Recently, we showed that midkine (MK) and pleiotrophin,
the two members of a family of heparin-binding growth factors,
demonstrate strong antibacterial activity in vitro (11, 12). In ad-
dition, MK is constitutively expressed in the epithelia of large
airways, and may serve as an HDP in this context (13). In this
study, we investigated MK expression in the airways during CF,
and we investigated how the bactericidal activity of this molecule
is affected by salt, pH, and the proteolysis brought about by the
elastases of neutrophils and by P. aeruginosa.

MATERIALS AND METHODS

Special Reagents

Rabbit antibodies to MK, preimmune rabbit IgG, and recombinant hu-
man MK were obtained from Peprotech (London, UK). Elastase from
P. aeruginosa was obtained from Merck Millipore (Solna, Sweden), and
neutrophil elastase was obtained from Sigma-Aldrich (St. Louis, MO).

In Situ Hybridization

Lung tissue was obtained from individuals undergoing lung transplan-
tation for endstage CF and we also acquired excess lung tissue from pre-
viously healthy donors at transplantation, as approved by the Ethics
Committee of Lund (LU412-03). The in situ hybridization procedure
is described in the online supplement.

Immunohistochemistry

A staining protocol (EnVisionK5007; DAKO,Glostrup, Denmark) was
used to visualize bound MK antibodies in thin sections. In the case of
double staining, MK immunoreactivity was visualized with a goat anti-
rabbit Alexa-Fluor 555–conjugated antibody (diluted 1:200; Molecular
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CLINICAL RELEVANCE

This is the first report on the expression of the antibacterial
growth factor midkine in cystic fibrosis. Midkine exerts
bactericidal activity against Pseudomonas aeruginosa, but
the activity is impaired by increasing salt concentrations
and lowered pH. In addition, elastase of P. aeruginosa de-
grades midkine, resulting in a lower antibacterial activity.
These findings can provide targets for therapeutic intervention.



Probes, Eugene, OR). Mouse monoclonal antibodies to surfactant pro-
tein–A (SP-A), myeloperoxidase, or chymase were visualized using an
Alexa-Fluor 488–conjugated goat anti-mouse antibody (1:200; Molecular
Probes). Nuclei were visualized using Hoechst 33342 stain. No staining
was observed in sections using isotype-matched control antibodies.

Bacteria

P. aeruginosa strain PA01 and the clinical CF strains have been de-
scribed previously (14–16). All strains included nonmucoid pheno-
types, to facilitate the viable count assay.

Viable Count Assay

Viable counts were performed as described elsewhere (13). Bacteria
grown to midlogarithmic phase were diluted in a buffer containg Tris-
HCl (10 mM) and glucose (5 mM), pH 7.4. To assess the antibacterial
activity of cleaved MK by P. aeruginosa elastase or elastase from neu-
trophils, MK was preincubated with P. aeruginosa elastase or the elas-
tase of neutrophils for different times before the viable count assay.

Electron Microscopy

Details of electron microscopy are described in the online supplement.

Flow Cytometry and Entrance of Vital Dyes

Details of flow cytometry and the entrance of vital dyes are described in
the online supplement.

Metropolis Monte Carlo Simulations

Metropolis Monte Carlo simulations were used to determine the net
charge of MK as a function of pH, and also the interaction-free energy
of MK with a charged surface (i.e., a bacterial cell membrane) (17–19).
The MK molecule was described as a flexible bead model, each bead
representing an amino acid (see Figure E1 in the online supplement).
The canonical ensemble of peptide configurations and protonation
states was explored. and the total energy for a given configuration
was calculated as described elsewhere (20).

Sputum Samples

Sputum samples were obtained from four patients (20–54 years of age)
suffering from CF and colonized with P. aeruginosa. Induced sputum
from three healthy individuals (32–54 years of age) was obtained after
the inhalation of 5 ml nebulized sodium chloride (30 mg/ml). All
subjects gave their written, informed consent to participate in the
study, which was approved by the Ethics Committee in Lund (2011-
434).

SDS-PAGE and Western Blotting

MK (5 mg) was incubated with P. aeruginosa elastase (0.5 mg), neu-
trophil elastase (0.5 mg), conditioned medium from overnight cul-
tures with P. aeruginosa (strain PA01), or PBS alone for 1 hour or
18 hours at 378C. The proteins were separated on Tris-tricine gels,
and visualized by Coomassie staining. For Western blotting, the
peptides were first transferred onto a PVDF membrane (Merck
Millipore) using a blotting system, and subsequent procedures were
performed according to the instructions of the manufacturer (Bio-Rad,
Hercules, CA).

Mass Spectrometry

Details of mass spectrometry are described in the online supplement.

RESULTS

Increased Expression of MK in the Airways during CF

Lung tissue obtained from individuals undergoing lung transplan-
tation for endstage CF was compared with excess lung tissue from

previously healthy donors at transplantation (described in Table 1).
In situ hybridization showedMK gene expression in the epithelium
of both the large and small airways, and to a lesser extent in alveoli
(Figures 1A–1C). At the protein level, a similar pattern was
observed, with the detection of MK protein in epithelial cells
of the large and small airways (Figures 1E–1G). A morpho-
metric analysis of the immunohistochemical staining showed
a significantly higher level of detection at all sites investigated,
namely, in the airway wall (Figure 1I), in the subepithelial
compartment (Figure 1J), and in the epithelium (Figure 1K).
In alveoli, double staining for MK and SP-A revealed the
presence of MK in Type 2 pneumocytes (Figure 1L). In scat-
tered subepithelial cells of the large and small airways, double
staining also revealed the presence of MK in neutrophils (Fig-
ure 1M) and mast cells (Figure 1N).

MK Demonstrates Antibacterial Activity against

P. aeruginosa

Using a viable count assay to investigate bactericidal activity,
we found that MK demonstrated dose-dependent antibacterial
activity against P. aeruginosa (Figures 2A–2D). The different
strains of P. aeruginosa used in this study were sensitive to
MK at somewhat varying concentrations. The antibacterial
activities of MK against the most commonly used laboratory
strain of P. aeruginosa, PA01, and a clinical isolate from a pa-
tient with CF (strain 032) were very similar. The antibacterial
effects of 0.1 mM MK for these strains were approximately
90%, and complete bacterial killing was seen when the con-
centration of MK reached 0.3 mM (Figures 2A and 2D). In the
case of the other two clinical isolates obtained from patients
with CF (strains 335A and 022A), higher concentrations of
MK were required. Only 10% bacterial killing was seen at
an MK concentration of 0.1 mM, and for complete bacterial
killing, an MK concentration of 1 mM was needed (Figures 2B
and 2C). MK showed no cytotoxicity against bronchial epithe-
lial cells in this range of concentrations, as detected by the
release of lactate dehydrogenase (data not shown).

Both scanning electron microscopy and negative staining
(transmission electron microscopy) were performed to visualize
morphological changes of the bacteria (strain PA01) after incu-
bation with MK (Figure 2E). After exposure, the bacteria ex-
hibited a lytic appearance, including blebs and the release of
intracellular contents, indicating a loss of membrane integrity.

TABLE 1. CHARACTERISTICS OF PATIENTS WITH CF
AND CONTROL SUBJECTS

Control Subjects Patients with CF

Sex, M/F, n 2/6, 8 2/3, 5

Age, yr 63 (33–76) 30 (23–38)

Current smokers, y/n 0 0

Ex-smokers, y/n 0 0

Inhaled GCS, y/n 0 5/0

Oral GCS, y/n 0 3/2

b2 agonist, y/n 0 5/0

Lung function

FEV1 percent predicted* 110 (82–141) 31 (22–45)

FEV1/(F)VC* 86 (66–121) 50 (33–84)

VC percent predicted* 104 (82–126) 54 (46–70)

TLC percent predicted* ND 104 (79–129)

RV percent predicted* ND 215 (113–318)

Percent TLCO SB ND 60 (50–71)

Definition of abbreviations: CF, cystic fibrosis; F, female; FEV1, forced expiratory

volume in 1 second; (F)VC, (forced) vital capacity; GCS, glucocorticosteroid;

M, male; ND, not determined; RV, residual volume; SB, single-breath; TLC, total lung

capacity; TLCO, diffusing capacity for carbonmonoxide; VC, vital capacity; y/n, yes/no.

*Data are presented as mean (range).
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Membrane integrity can be assessed by the entry of vital dyes,
and propidium iodide (PI) was previously used to study mem-
brane damage in bacteria (21). Thus, flow cytometry was used

to detect the entrance of PI, and after 1 hour of incubation with
MK (1 mM), the membrane integrity of bacteria was lost, allow-
ing for the internalization of PI (Figure 2F).

Figure 1. Midkine (MK) expression in the airways during cystic fibrosis (CF). In situ hybridization showed a high expression of MK in the epithelium

(ep) of both the large (A) and small (B) airways. (C) Hybridization appears as violet staining. Abundant neutrophils are seen in the lumen (lu). Only

weak expression was detected in alveoli (alv). (D) Hybridization with a scrambled control oligonucleotide resulted in a loss of labeling. Immuno-
histochemical staining, where the presence of MK appears as a brownish color, was used to detect MK in the central airways (E), small airways (F),

and alveolar parenchyma (G). The negative control, obtained by replacing the primary antibody with preimmune IgG, is shown in H. The density of

MK immunoreactivity, expressed as positive pixels per square millimeter in the entire airway wall (I), and subdivided into the subepithelium (J) and

epithelium (K), was measured and showed significant differences at these levels (**P , 0.01, as assessed by Student t test for paired observations
with unequal variance). Triple fluorescent immunohistochemical staining, where MK (red, Alexa-Fluor 555; Molecular Probes) colocalized with

surfactant protein–A (L), neutrophils (M), myeloperoxidase, and mast cells (N) (tryptase), is shown in green (Alexa-Fluor 488). The DNA of nuclei is

stained with 496-diamidino-2-phenylindole (blue). Scale bars in A, B, D–G, and L–N, 200 mm; scale bars in C and H, 100 mm. Inserts depict a type 2
pneumocyte (L), a neutrophil (M), and a mast cell (N) respectively. Ctrl, control.
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Effects of Salt and pH on the Antibacterial

Properties of MK

The antibacterial properties of MK at different pH values and
salt concentrations were investigated using a viable count assay.
A decrease in bacterial killing was observed as the pH decreased
and as the salt concentration increased. Inconsistent results have
been obtained regarding Na1 concentrations in the ASL of
healthy lung tissue, ranging from 50 mM to 140 mM, with a
pH of around 7.4 (3–6). In a porcine model of CF, the ASL
demonstrated Na1 at 140 mM, whereas the pH was around 7.0
or less (10). Interestingly, the bactericidal activity of MK
showed both a pH-dependent and salt-dependent decrease
(Figure 3A).

As seen in Figure 3C, the modeled net charge of MK is
largely constant in a pH range of 5–8, suggesting that pH-driven
changes in killing activity are not attributable to changes in the
protonation state of MK. We therefore investigated possible
changes of the bacterial membrane with changes in pH. Al-
though the conditions for calculating the net charge of MK in
bulk solution are well determined (pKa, pH, salt, sequence), the
determination of the pH-dependence of the membrane surface
charge density remains more hypothetical. This is because the
exact lipid composition of P. aeruginosa is unknown, as are the

stoichiometric phosphate pKa values in the complex membrane
environment. Previous studies of bacterial membranes have shown
surface charge densities ranging from 20.00022 to 20.076 e/Å2,
depending on the lipid composition and on physiological condi-
tions (22–25). For instance, increasing the pH from 3.5 to 7 resulted
in a charge inversion from positive to negative of lipid films
composed of phosphatidylserine and phosphatidylcholine (28).
Because of this arbitrariness, we assigned the charge densities
20.0016, 20.0025, and 20.0033 e/Å2 to pH 6, 6.5, and 7.4 by
assuming a head group density of 60 Å2/lipid (26), 20% charged
groups, and an effective pKa of 6 (22). This allowed us to qualita-
tively predict the pH-dependent peptide–surface interaction energy,
whereas for a quantitative result, a more detailed knowledge of
membrane characteristics must be obtained. Because the assigned
charge densities are sufficiently low (meaning that the charged
groups are far from each other and thus are not interacting), the
protonation of these groups is assumed to be independent of salt
concentration. As seen in Figure 3B, by increasing the salt concen-
tration, the binding ofMK to the membrane is dramatically reduced
because of electrostatic screening by the added salt ions. This re-
duction correlates well with the decrease in antimicrobial activity, as
seen in Figure 3A. Increasing the surface charge density, thus mim-
icking a pH increase, results in stronger surface affinities because of

Figure 2. Bactericidal activity of MK against Pseudomonas

aeruginosa. The bactericidal activity of MK against the

P. aeruginosa strains PA01 (A), 335A (B), 022A (C), and
032 (D) was determined according to a viable count assay.

Bacteria were incubated with MK at the concentrations

indicated for 1 hour, followed by plating on agar dishes.

The resultant colony counts were compared with the num-
ber after incubation in buffer alone, and are expressed as

percentage of killing. The data represent the mean (6 SD)

from three separate experiments. (E) Scanning electron

micrographs (i and iii) and negative staining, followed by
transmission electron microscopy (ii and iv), show the mor-

phological appearance of P. aeruginosa (strain PA01) after

incubation in buffer alone, where the bacteria appeared
intact (i and ii), and after 1 hour with MK (1 mM), where

blebbing and the release of intracellular contents were

seen, indicating membrane disruption (iii and iv). Scale bars

in i and iii, 2 mm. Scale bars in ii and iv, 500 nm. (F)
P. aeruginosa (strain PA01) was incubated in buffer or in

the presence of MK (1 mM), followed by incubation with

the vital dye propidium iodide (PI), and flow cytometry was

then performed to detect permeabilization. Bacteria incu-
bated with MK showed permeabilization, as indicated by

the increased internalization of PI. The data represent the

mean (6 SD) from three separate experiments. *P , 0.05,
as assessed by Student t test.
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the stronger electrostatic attraction. Again, this correlates well with
experimental observations in the viable count assay.

Detection of MK in Sputum and Degradation by Elastases

In sputum from patients with CF, MK was detected at 9.2 ng/ml
(0.7 nM; range, 1.7–26 ng/ml, or 0.1–1.9 nM; n ¼ 6). In induced
sputum from healthy individuals, mean MK levels of 105 pg/ml
(0.8 pM) have previously been reported (range, 95–116 pg/ml,
or 0.7–0.9 pM) (13). In the case of induced sputum, inhaled
nebulized sodium chloride could contribute to a diluting effect.

To characterize MK in sputum further, SDS-PAGE followed
byWestern blotting was performed on sputum from five patients
with CF colonized with P. aeruginosa, in parallel with induced
sputum from three healthy control subjects (Figure 4A). Faint
bands corresponding to the recombinant MK holoprotein was
detected in the sputum of control subjects, whereas a band cor-
responding to a slightly smaller amount of MK was seen in the
sputum of both patients with CF and healthy individuals. In
addition, sputum from patients with CF contained additional
bands of lower molecular weight, indicating an increased deg-
radation of MK.

MK is likely to encounter the elastase of both neutrophils and
P. aeruginosa in CF airways. Thus, MK was incubated with these
elastases, followed by separation using SDS-PAGE (Figure 4B).
Similar fragments were obtained when MK was cleaved with
elastase from neutrophils or from P. aeruginosa. However, neu-
trophil elastase cleaved MK more efficiently than elastase from
P. aeruginosa. After 1 hour of incubation of MK with neutrophilic
elastase, the holoprotein was degraded into three fragments, and
after 18 hours of incubation, one single band was detected. Most

of the holoprotein was observed after 1 hour of incubation of MK
with P. aeruginosa elastase, and after 18 hours of incubation, most
of the MK was degraded into smaller fragments (Figure 4B). To
investigate whether the degradation impaired bactericidal activ-
ity, aliquots of the digests were incubated with P. aeruginosa
(strain PA01) in the viable count assay (Figure 4C). The degra-
dation of MK caused by the elastase of neutrophils showed the
most profound decrease in antibacterial activity. Moreover, the
antibacterial activity of MK was completely lost when an 18-hour
digest of MK with elastase from neutrophils was performed. This
correlates very well with the protein-stained gel, where after
1 hour of incubation, the holoprotein was lost and only fragments
were detected, and after the 18-hour incubation, only one faint
fragment was seen, indicating the almost complete degradation
of MK. After a 1-hour digest of MK with P. aeruginosa elastase,
no decrease in antibacterial activity was observed. However, the
antibacterial activity of MK decreased after an 18-hour digest of
MK with P. aeruginosa elastase (Figure 4C). This also correlates
well with the protein-stained gel, where the holoprotein was seen
after 1 hour, and after 18 hours of incubation, fragments were
seen as well as a faint band of the MK holoprotein.

The three fragments obtained after 18 hours of the cleavage of
MK with P. aeruginosa elastase were analyzed by mass spectrom-
etry and N-terminal protein sequencing (Figure 4D). The MK
molecule was most prone to degradation at its C-terminal tail,
which is responsible for most of the antibacterial activity (13). In
addition, the N-terminus was also degraded (Figure 4D).

The incubation of MK with conditioned medium (CM) from
P. aeruginosa (strain PA01) produced some degradation of MK
after 3 hours of incubation (Figure 4E). However, after 18 hours
of incubation of MK with the CM, only faint bands were

Figure 3. The influence of salt and pH on the bacte-

ricidal activity of MK against P. aeruginosa. (A)

P. aeruginosa (strain PA01) was incubated with MK

(1 mM) at the pH and sodium chloride (NaCl) con-
centrations indicated for 1 hour, and thereafter

tested by a viable count assay. Both pH and sodium

chloride caused concentration-dependent reduc-
tions of bacterial killing (P , 0.01, two-way ANOVA,

followed by the Holm-Sidak post hoc test; n ¼ 4 for

each combination of pH and NaCl). The data repre-

sent the mean (6 SD) of four separate experiments.
(B) The strength of the electrostatic interaction be-

tween MK and the bacterial plasma membrane was

predicted using Monte Carlo simulations. The results

paralleled the findings from the viable count assay
in A. (C) The net charge of MK was calculated at

different sodium chloride concentrations and pH val-

ues. At the sodium chloride concentrations and in

the pH range used for the viable count experiments,
the net charge of MK was unaffected, suggesting

that changes in net charge at the bacterial surface

were the main determinants of bactericidal activity.
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detected, indicating that MK had been almost completely de-
graded by proteases released from the bacteria.

DISCUSSION

In this study, we showed that MK is expressed in the airways of
patients with CF at all levels, in contrast to healthy individuals, in
whom a lower expression was found, mainly in the epithelium
of the large airways (13). The bactericidal activity of MK was
diminished both by increasing the salt concentration and by
decreasing pH, counteracting its role as an innate antibiotic in
CF. In addition, neutrophil elastase (and to some extent, the
elastase of P. aeruginosa) degraded MK, resulting in impaired
bactericidal activity.

Retinoic acid is an important factor for the maintenance of
airway integrity, and it also promotes the expression of MK in
many tissues during health (11). The increased expression of
MK in CF may be explained by several factors, including hyp-
oxia (hypoxia-inducible factor–1a), the activation of NF-kB by
proinflammatory cytokines, and oxidative stress (27–29). All these
prerequisites for the increased expression of MK are likely to be
present, especially in advanced CF disease, which often involves
hypoxia. A high level of chronic inflammation involving NF-kB is
seen in CF, and this transcription factor, which activates the

transcription of proinflammatory mediators, has been suggested
as a pharmaceutical target to treat the disease (30). The pyo-
cyanin of P. aeruginosa produces reactive oxygen species (ROS)
that cause the expression of proinflammatory cytokines in epi-
thelial cells of the airway (31). In addition, a high accumulation
of activated neutrophils occurs, producing ROS in CF airways
(32).

The concentration and function of antimicrobial proteins are
likely to be most important in the thin liquid layer constituting
the ASL on the epithelial cell surface (9). In a previous study, we
determined the MK concentration in ASL, using an air–liquid
interface model, and found a concentration of 0.7 mM, corre-
sponding to a bactericidal level (13). The composition of sputum
differs in many ways from that of ASL. In particular, sputum
contains a high content of anionic mucins. Thus, the MK content
of sputum likely reflects events occurring at the epithelial cell
surface. However, bactericidal activity is less likely to be conduct-
ed in the context of sputum, and more likely to be conducted in
the ASL.

The antibacterial activity of many HDPs decreases with the
presence of salt, a feature long believed to explain part of the
impaired host defense in CF (7, 8). Recently, the antibacterial
activity of lactoferrin and lysozyme, two major antibacterial
proteins of ASL, was shown to become reduced at lower

Figure 4. Detection of MK in the sputum of patients with

CF, and degradation by human neutrophil elastase and the

elastase of P. aeruginosa in vitro, impairing its bactericidal
activity. (A) Sputum from five patients with CF (lanes 1–5)

colonized with P. aeruginosa and induced sputum from

three healthy control subjects (lanes 5–7) were separated

by SDS-PAGE and subjected to Western blotting to detect
MK. Faint bands corresponding to the recombinant

MK holoprotein is seen in the sputum of control subjects

(arrowhead), whereas a slightly smaller band is seen in both
healthy individuals and patients with CF (arrow). In the

sputum of patients with CF, additional bands of lower mo-

lecular weight indicate increased degradation inMK (asterisks).

(B) MK was incubated in buffer alone (PBS), with neutro-
phil elastase (NE) or with the elastase of P. aeruginosa (PE)

for 3 or 18 hours, followed by separation on SDS-PAGE and

visualization by Coomassie staining. Both proteases caused

degradation to three distinct forms, which were analyzed
by N-terminal sequencing and mass spectrometry, where

the sequences on both sides of the two domains were

degraded (D). One representative experiment out of three
separate experiments is shown. After 18 hours, neutrophil

elastase had completely degraded MK. The upper model

shows the intact midkine holoprotein (orange), the green

model (middle) and the violet model (lower) depicts the
two fragments resulting from degradation by elastase of

P. aeruginosa. The corresponding sequences are indicated

by color in the protein sequence. (C) The bactericidal ac-

tivity remaining after degradation was investigated using
a viable count assay with P. aeruginosa (strain PA01), result-

ing in a loss of bactericidal activity, whereas in the case of

P. aeruginosa elastase, much of the bactericidal activity
was retained. Both the neutrophil elastase and elastase of

P. aeruginosa demonstrated a significant time-dependent

reduction of bacterial killing (P , 0.01, two-way ANOVA,

followed by the Holm-Sidak post hoc test; n ¼ 3 for each
elastase). (E) Conditioned medium from P. aeruginosa

(strain PA01), incubated with MK, resulted in three bands

of similar size after 3 hours (D, arrows).
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pH (10, 33). In the case of MK, our results show that the net
charge of the molecule is mostly unaffected by pH values in the
physiological range. Instead, the charge on the bacterial mem-
brane may become neutralized, thus weakening the disruptive
properties of MK. In addition to its bacteriolytic properties,
lactoferrin mediates bacteriostatic effects through the seques-
tration of iron, and lysozyme demonstrates muraminidase activ-
ity, resulting in the degradation of the bacterial cell wall (33).
However, MK mediates its bactericidal activity through mem-
brane disruption, and the pH-dependent level of activity is
likely a result of changes in electrostatic attraction with the
bacterial membrane for all three proteins (i.e., lactoferrin, lyso-
zyme, and MK) (12). Because most HDPs kill bacteria via mem-
brane disruption, the protonation of the bacterial membrane is
likely a general effect of their antibacterial activity. Taken to-
gether, the effects of salt and pH are attributable to electrostatic
screening and a charge-neutralization of the membrane, respec-
tively. P. aeruginosa is also known to alter the composition of its
lipid membrane, resulting in a reduced anionic charge, increasing
its protection against HDPs (34).

MK may contribute to airway remodeling, which begins early
in CF and becomes extensive with disease progression (35). In an
animal model, MK was found to contribute to vascular remod-
eling during hypoxia, and it may therefore play an important
role in this aspect of CF as well (27).

During CF, inflammation results in a high accumulation of
neutrophils, with the release of serine proteases (e.g., elastase
in the airways) (36). The elastase of P. aeruginosa is also likely
to play a role in interfering with the function of HDPs such as
SP-A and SP-D (37). Both elastases showed a similar pattern,
degrading the N-terminus and the C-terminus of MK, with the
C-terminus exhibiting high antibacterial activity (13). Contain-
ing antiparallel b-sheets, the two domains seem more resistant
to proteolysis. However, when discussing proteolytic activity, it
is important to bear in mind that sputum is a mucin-rich envi-
ronment with many necrotic cells, which may not reflect the
conditions that prevail during critical events at the epithelial
cell surface.

In conclusion, MK is highly expressed in CF, but its bacteri-
cidal properties may be impaired by the altered microenviron-
ment, as reflected by the mimicked conditions in vitro used in
this study.

Author disclosures are available with the text of this article at www.atsjournals.org.
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a b s t r a c t

Adsorption of b-casein to hydrophilic silica surfaces has been studied as an effect of pH and electrolyte, in
the latter concentration, valency, and specificity (calcium or magnesium) have been considered. The used
protein concentration has been an order of magnitude below the critical aggregation concentration,
which implies that the protein is in monomeric form. By varying the salt concentration, the pH, and the
concentration of divalent ions as calcium and magnesium, it is clearly shown that electrostatic in-
teractions are of importance for adsorption of b-casein to silica surfaces and tunes the adsorbed amount
and saturation of the surface. Our results show that there is counterbalance between: (i) electrostatic
repulsion between the surface and the protein, (ii) electrostatic attraction between positively charged
amino acids in the protein and the surface, and (iii) electrostatic repulsion and excluded volumes be-
tween adsorbed proteins at the surface, and that the positively charged amino acids serve as anchoring
points.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

b-casein (together with aS1-casein) is the most abundant milk
protein and belongs to the Ca-sensitive phosphoproteins. The pri-
mary structure of b-casein is proline-rich and consists of 209 amino
acid residues, including five phosphorylated serines. The molecular
mass is approx. 24 kD. b-casein belongs to the family of intrinsically
disordered proteins (IDPs), (Dunker et al, 2001) and the protein has
an amphiphilic character with one hydrophilic and one more hy-
drophobic domain at neutral pH. The N-terminal region of the
sequence is rich in polar and negatively charged amino residues,
including all five phosphorylated serines located at position 15, 17,
18, 19, and 35 while the main part of the hydrophobic and positive
residues are located in the C-terminus. The isoelectric point is
estimated to 5.2 (Hipp, Groves, & McMeekin, 1952). b-caseins have
a tendency to form aggregates at an critical concentration of
0.5 mg/ml in aqueous solutions, and this process is dependent on
the concentration and the temperature (Leclerc and Calmettes,
1997a; Schmidt and Payens, 1972a).

Numerous studies have been devoted to b-casein adsorption to
hydrophobic surfaces. At neutral pH, b-casein adsorbs with the
hydrophobic C-terminal anchored to hydrophobic surfaces, while

the hydrophilic N-terminus protrudes into the solution and forms a
brush-like structure (Atkinson, Dickinson, Horne, & Richardson,
1995; Brooksbank, Davidson, Horne, & Leaver, 1993; Dalgleish &
Leaver, 1991; Dickinson, Horne, Phipps, & Richardson, 1993;
Fragneto, Su, Lu, Thomas, & Rennie, 2000; Mackie, Mingins, &
North, 1991; Murray & Cros, 1998). For hydrophobic surfaces it
has also been shown that the adsorbed amount increases as pH is
lowered towards the isoelectric point, and that the presence of
calcium ions modifies the structure of the b-casein monolayer,
reducing the hydrophilic layer thickness and the adsorbed amount
(Atkinson et al., 1995). Theoretical studies using self-consistent
field theory qualitatively confirm this structure, and significant
effects of ionic strength and pH are found (Dickinson, Pinfield,
Horne, & Leermakers, 1997; Leermakers, Atkinson, Dickinson, &
Horne, 1996) in line with experimental results (Kull, Nylander,
Tiberg, & Wahlgren, 1997a, 1997b; Lee, Park, Chung, & Kim, 2004;
Velev, Campbell, & Borwankar, 1998). However, for hydrophilic
surfaces, such as negatively charged silica, the few available studies
show that adsorption can be both strengthened (Kull et al., 1997a,
1997b) and weakened (Lundin, Elofsson, Blomberg, & Rutland,
2010) by increasing ionic strength. Nevertheless, the influence of
ionic strength indicates the importance of electrostatic interactions
for b-casein adsorption.

Moreover, Monte Carlo simulations of the adsorption of one b-
casein molecule (Evers, Andersson, Lund, & Skepö, 2012) to
different kind of surfaces have shown that it acts as an amphiphilic
chameleon, changing properties according to the chemical
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environments, and adsorbs to any kinds of surfaces not only due to
direct electrostatic and hydrophobic interactions but also due to
conformational arrangements on the surface and charge regulation.
Further, theoretical studies of unstructured saliva proteins also
show that adsorption to charged surfaces can be mediated by
conformational arrangements where attractive domains are
located close to the charged surface (Skepö, Linse, & Arnebrant,
2006).

In this study we have used b-casein as a model protein to study
how electrostatic interactions impact the adsorption of unstruc-
tured phosphoproteins. Since the silica surface charge is dependent
on pH- and salt concentration, (Bolt, 1957) the experiments are
conducted under thoroughly controlled conditions. To be able to
trace the effect of charge regulation, the pH regime 7e11 is studied
where several amino acids have their intrinsic pKa. The effect of
divalent ions has been studied by adding CaCl2 and MgCl2. The
effects of protein purity and the addition of urea are also presented.

2. Materials and methods

2.1. Materials

Throughout the study deionizedMQwater has been used (Milli-
Q Gadient A10, Millipore Corp. USA). Tris(hydroxymethyl)amino-
methane (TRIS) was obtained from Affymetrix Inc., USA (Cat. No.
22675), sodium chloride from Scharlau S.L., Spain (Prod. No.
SO0227005P), ethylenediaminetetra-acetic acid (EDTA) from MP
Biomedicals Inc., USA (Cat. No. 194822), calcium chloride from
Lancaster Inc., USA, and urea (Prod. No. 51465) and sodium hy-
droxide (Prod. No. 38210) from Sigma Corp., USA. Moreover, mag-
nesium chloride hexahydrate (Prod. No. 105833) and hydrochloric
(Cat. No. 100317) acid was purchased from Merck Chemicals KGaA,
Germany. b-casein from bovine milk with a purity �98% was ob-
tained from Sigma Corp., USA (Prod. No. C6905).

The freeze-dried protein was mixed with the appropriate solu-
tion and the pH was adjusted to approximately 8 with 0.1 M NaOH
to ensure complete dissolution. The solution was subsequently
sterile filtered (pore size 20 mm) to remove protein aggregates and
large size impurities. To reduce low molecular weight impurities
including divalent ions from the freeze-dried sample, a concen-
tration cell was employed two times (Vivaspin 20, MWCO 10 kDa,
Prod. No. VS2002, Sartorius Stedim Biotech GmbH, Germany). This
involved two consecutive centrifugations (2500 g at 18 �C, 1.5 h),
which removed 95% of the initial solvent. The protein sample was
then fractionated by size exclusion chromatography using a column
with a separation range of 3e70 kDa (Superdex 75 10/300 GL, GE
Healthcare, Sweden). The chromatography was performed with a
running column solution of 50 mM NaCl at pH 10, adjusted by 1 M
NaOH. The purificationwas started when the column pH reached to
8.5, which is then increased to 9.5 at the end of purification. As seen
in Fig. 1, two peaks were detected in the elution profile and the
main peak associated with b-casein was collected and stored in
frozen aliquots for the ellipsometric investigation. Protein con-
centrations were determined using absorbance measurements at
280 nm and an extinction coefficient of 11,500 M�1cm�1

(Swaisgood, 1982).
Silicon wafers with an oxide layer of approximately 30 nmwere

obtained from Semiconductor Wafer Inc., Taiwan. The wafers were
cut into appropriate sizes for the ellipsometric investigation and
subjected to a cleaning procedure developed at the RCA labora-
tories (Kern,1970). First, the surfaces were gently boiled in an acidic
solution, containing HCl (37%), H2O2 (30%) and water (1:1:5 by
volume), for 5 min and rinsed three times in water. Then they were
gently boiled in an alkaline solution, composed of NH4OH (25%),
H2O2 (30%) and water (1:1:5 by volume), for 5 min. Finally, the

surfaces were rinsed inwater three times and then in ethanol twice
and stored in ethanol. Directly before use the surfaces werewashed
in ethanol and water, dried with nitrogen and plasma treated in a
low pressure residual air glow discharge unit for 5 min (PDC-32 G,
Harrick Scientific Corp., USA). By using this procedure, the surface
area per negative charge on silica at pH 7 is reported to range be-
tween 900 and 500 Å2 for aqueous solutions containing 0.01 and
0.1MNaCl, respectively (Eigel et al., 1984) and awater contact angle
of 5� (Malmsten, Burns, & Veide, 1998). Lateral friction microscopy
has shown that the surface roughness is on the Ångström scale,
(Donose, Taran, Vakarelski, Shinto, & Higashitani, 2006) i.e. the
surface can be considered smooth in comparison with the size of
the protein.

2.2. Method

Ellipsometry is an optical technique that is used to detect
changes in the polarization of light upon reflection (Azzam &
Bashara, 1977). By applying an appropriate optical model these
changes can provide information on, for example, the refractive
index and thickness of thin films. In this work, the changes in po-
larization were detected by null ellipsometry (Cuypers, 1976). The
instrument usedwas a Rudolph thin film ellipsometer (type 43603-
200E, Rudolph Research Corp., USA) automated according to
Landgren and Jönsson (1993). Light emitted from a xenon arc lamp
was detected at 401.5 nm and the angle of incidence was set to
67.9�. The 5 mL trapezoid cuvette made of optical glass (Hellma
Optik GmbH Jena, Germany) was equipped with a magnetic stirrer
and maintained at a constant temperature by a thermostat. Rinsing
was performed in situ at a flow rate of 16 mL/minwithout exposing
the silica surface to the ambient atmosphere.

A clean silica surface was mounted to a 5 mL ellipsometric
cuvette and optical parameters were determined in air and in the
liquid to calculate the complex refractive index of the silicon and
the thickness and refractive index of the silicon oxide layer
(Landgren & Jonsson, 1993). To minimize instrumental systematic
errors four zone measurements were conducted both in air and in
the liquid phase. The incubation was initiated by adding an aliquot
(w250 mL) of the purified b-casein sample to the cuvette con-
taining the appropriate solution. Due to b-casein adsorption, an
extra layer was introduced to the optical model, and the refractive
index and thickness of this layer were determined from the
recorded optical parameters. The adsorbed amount was calculated

Fig. 1. Elution profile from size exclusion chromatography. The collected fraction used
in experiments is indicated by two vertical dashed lines.
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assuming a linear increase of the refractive index with the con-
centration using a increment of 0.18 mL/g, (Schmidt & Payens,
1972a, 1972b) hence notice that reported adsorption amounts in
this study depend directly on the assumed value of the refractive
index increment.

10 mM TRIS was used as a standard buffer and pH was adjusted
by titration with 1 M HCl. The TRIS buffer has an effective buffer
capacity in range of approximately 7e9 (pKa ¼ 8.1). Above this
range, pH was adjusted by small aliquots of sodium hydroxide and
the solution pH, measured directly before rinsing, is presented. The
buffer may influence protein adsorption (Kurrat, Prenosil, &
Ramsden, 1997) therefore control experiments were conducted
without TRIS where the pH was adjusted with sodium hydroxide,
see supplementary material. The same qualitative results were
obtained indicating that the adsorption is unaffected by TRIS. Apart
from TRIS and sodium chloride, EDTA, urea, magnesium chloride,
and calcium chloride were also used as indicated in the figures. All
measurements were performed at 25 �Cwith a 10min rinsing time.
b-Casein was added at time zero in the presented figures with a
concentration of 0.05 mg/ml.

To verify the reproducibility, four measurements were con-
ducted in 140 mM NaCl and 10 mM TRIS solution at pH 8.5. An
average adsorbed amount (estimated from the plateau values) of
0.96 mg/m2 with a standard deviation of 0.06 mg/m2 was obtained
(6%). The corresponding values for the layer thickness was 5.8 nm
with a standard deviation of 0.1 nm.

3. Results and discussion

The adsorption of b-casein to negatively charged, hydrophilic
silica surfaces has been studied as a function of (i) salt concentra-
tion, (ii) pH, (iii) divalent ions, and (iv) solvent conditions (urea
addition). Since b-casein is an intrinsically disordered protein, it can
be considered as a flexible chain of amino acids, (Dumas, Brignon,
Grosclaude, & Mercier, 1972) which can adapt many conforma-
tions while approaching to a surface. In addition, the amino acid
sequence of the chain determines physicochemical properties of b-
casein, for instance, at pH 7, b-casein has an amphiphilic character
with a negative hydrophilic N-terminal domain and a more hy-
drophobic C-terminal domain containing three positive regions
(Evers et al., 2012). Due to this character, b-casein aggregates when
its concentration is above a critical aggregation concentration,
w0.5 mg/ml (Schmidt & Payens, 1972a, 1972b; Leclerc & Calmettes,
1997a,1997b) The experiments are therefore conducted at 0.05mg/
ml of b-casein to avoid aggregates in solution and to be able to
study adsorption of monomeric form only.

In the studied pH regime, i.e. pH 7e11, five histidines
(pKa ¼ 6.5), four tyrosines (pKa ¼ 10.1), and 11 lysines (pKa ¼ 10.8)
have their intrinsic pKa values and thereby can act as a proton
donor/acceptor and contribute to the charge regulation mecha-
nism. However, this mechanism is insignificant at pH 8.5 due to lack
of residues with pKa around 8.5. To investigate the effect of elec-
trostatics, a reference system was selected at pH 8.5 due to the
simplicity of non-fluctuating charges and at 150 mM ionic strength
(10 mM TRIS and 140 mM NaCl) due to the relevance to physio-
logical conditions.

3.1. Effect of monovalent salt

Fig. 2 shows the amount of adsorbed b-casein after 30min, at pH
8.5, as a function of total ionic strength including monovalent salt
(NaCl) and 10 mM TRIS. At low ionic strength and pH 8.5, b-casein
has an ideal theoretical charge of �20e and the bare silica has a
surface charge density of approximately �2.5 mC/cm2, where the
latter is strongly dependent on the presence of salt and proteins

(Samoshina, Nylander, Shubin, Bauer, & Eskilsson, 2005). The sur-
face charge density of silica is shown to decrease by a factor of three
to �7.5 mC/cm2 when 100 mM KCl is added to the solution
(Samoshina et al., 2005). Our measurements show that at low salt
concentrations, only a small amount of protein adsorbs, whereas an
increased salt concentration induces adsorption, and a maximum
in adsorbed amount is reached at 100mM salt. A further increase of
salt results in less adsorption. By assuming that the surface is a
smooth lattice, the adsorbed amount gives a surface area per
adsorbed molecule of 3150 Å2 (56 Å*56 �A) corresponding to a
sphere with a radius of 28 �A. This value implies that the molecules
are in relatively close contact and that the intermolecular in-
teractions between the adsorbedmolecules at the surface cannot be
neglected.

By varying the salt concentration, it is clearly shown that
electrostatic interactions are of importance for adsorption of b-
casein to silica surfaces and tunes the adsorbed amount. The most
important interactions are: (i) electrostatic repulsion between the
surface and the protein, (ii) electrostatic attraction between posi-
tively charged amino acids in the protein and surface, and (iii)
electrostatic repulsion between adsorbed proteins at the surface.
At low salt concentrations (cf. 10 mM) the electrostatic repulsion in
(i) and (iii) dominates, which results in low adsorption. An increase
of the salt concentration to 100 mM screens the repulsion in (i) and
(iii) which enhances the adsorption. Further increase of salt, above
100 mM, screens the electrostatic attraction between the surface
and positively charged amino acids in the protein which results in
less adsorbed protein. Hence, the positively charged amino acids
serve as anchoring points. This mechanism has been verified to
play an important role for adsorption of PRP1 to negatively
charged surfaces. PRP1 has a net charge of -9e and the charge
distribution and character resembles that of b-casein (Skepö et al.,
2006).

Our results are in contrast to the study by Lundin et al. (2010)
who have done equivalent experiments, and shown that b-casein
has high affinity to hydrophilic silica at low ionic strength and pH
8.5.

3.2. Effect of pH

As seen in Fig. 3a, the highest adsorption is obtained at pH 7
whereas the adsorption is completely diminished when pH > 10.

Fig. 2. Plateau values of adsorbed amount of 0.05 mg/ml b-casein at pH 8.5 as a
function of NaCl-concentration in mM (including 10 mM Tris).
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This can partly be explained from the theoretical titration curve for
the protein given in Fig. 3b, where an increase in pH from 7 to 10.5
implies a change in net charge from �16e to �30e, which increases
the electrostatic repulsion between the surface and the protein as
well as between the adsorbed protein molecules.1

Due to deprotonation of the silanol groups on bare silica, the
surface charge density is affected by pH. The results obtained by
Samoshina et al. (2005) show that silica surface charge was
measurable at pH z 5, and decreased progressively with the
following approximate numbers pH 7 (�2.5 mC/cm2), pH 8 (�5 mC/
cm2), pH 8.5 (�7.5 mC/cm2), and pH 9 (�12 mC/cm2) at an ionic
strength of 100 mM. The decrease in the surface and protein net
charge due to the released protons in combination with the charge
regulation abilities of the protein also contributes to the repulsion
between the surface and the protein as well as between the
adsorbed proteins, resulting in a reduced adsorbed amount with
increasing pH. Reliable values on the thickness of the protein layer
were obtained above an adsorbed amount of 0.5 mg/m2 and these
results (data not shown) indicate a thickness of z6 nm indepen-
dent of the solution pH.

3.3. Addition of divalent ions

The hydrophilic moiety of b-casein in the N-terminal domain
contains five phosphorylated serine amino acid residues, which are
known to bind divalent cations as magnesium and calcium, with a
higher affinity for the latter (Baumy & Brule, 1988; Follows, Holt,
Nylander, Thomas, & Tiberg, 2004; Holt & Sawyer, 1988; Holt,
Wahlgren, & Drakenberg, 1996). The phosphorylated amino acids
are responsible for a significant part of the protein charge and
Baumy & Brule (1988) have shown that b-casein has a binding ca-
pacity of approximately seven Ca2þ- or Mg2-ions for pH > 7.00 and
low ionic strengths, and that the binding capacity decreases with
lowering pH and increasing salt concentration. At an ionic strength
of 100 mM, b-casein is expected to bind 2.7 and 3.3 Ca2þ- and
Mg2þ-ions respectively.

The effect of divalent ions has been studied by adding CaCl2 and
MgCl2 both to the reference system, and to system where mono-
valent salt is omitted. In this part of the study, the surface charge
density of silica in the reference system can be regarded as constant
due to the insignificant variations of ionic strength upon addition of
divalent ions. Fig. 4 shows the adsorbed amount after 30 min as a
function of calcium-concentration. Notice that already an addition
of 1 mM Ca2þ-ions results in a pronounced increase in plateau
values of adsorbed amount (c.f. 2 mM in milk). At an addition of
8 mM CaCl2 an adsorbed amount of 3 mg/m (Hipp et al., 1952) was
obtained, which corresponds to a monolayer of b-casein at a
saturated hydrophobic surface, see ref (Nylander, Tiberg, Su, Lu, &
Thomas, 2001) and references therein. For calcium concentration
below 8 mM, the added calcium reduces the adsorbed layer
thickness from 6 nm to 4.5 nm, implying a more compact adsorbed
layer, whereas for concentrations above 8 mM, the layer thickness
increases from 4.5 nm to 7 nm. The latter imply that either a second
layer of adsorbed proteins is formed due to protein aggregation or a
more brush-liked structured layer is created on the surface due to
crowding. In comparison, the thickness of the adsorbed layer of b-
casein to hydrophobized silica surfaces decreases or stays constant
upon addition of calcium (Atkinson et al., 1995; Atkinson,
Dickinson, Horne, Leermakers, & Richardson, 1996; Follows et al.,
2004; Kull et al., 1997a, 1997b; Velev et al., 1998).

The effect of calcium ions on the adsorption at low and high
ionic strength was also investigated by comparing two systems:

Fig. 4. Adsorbed amount in mg/m (Hipp et al., 1952) of 0.05 mg/ml b-casein in 10 mM
Tris at pH 8.5 as a function of calcium-concentration in mM. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 3. (a) Adsorbed amount of 0.05 mg/ml b-casein in 10 mM Tris and 140 mM NaCl,
and (b) the theoretical net charge of the protein as a function of pH.

1 Notice, that the theoretical titration curve does not take into account intra- and
intermolecular interactions and hence charge regulation effects is omitted.
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(I) 0.05 mg/ml protein in 10 mM Tris, pH 8.5 and (II) 0.05 mg/ml
protein in 10 mM Tris, pH 8.5, supplemented with 140 mM
NaCl. After 30 min 5 mM CaCl2 was added to the cuvettes, see
Fig. 5.

At salt free conditions (black curve) the adsorption is increasing
upon addition of Ca2þ, from z0.25 to 2.75 mg/m2. For the latter
value, the plateau value is not obtained within the time limit of the
experiment. The adsorption at 150mM ionic strength (red curve (in
web version)) increases from z0.9 mg/m2 to 1.8 mg/m2. The
plateau values of the adsorption isotherms, with respect to ionic
strength, indicate that this is not an ordinary screening effect.
Rinsing with sample buffer was performed after 60 min of mea-
surement and the reversibility of the protein adsorption is similar
in both systems, approximately 70%. Recalculation of the net
charges of b-casein by applying the binding capacities of calcium at
low and high ionic strength results in a protein net charge ofz�4e
and z �12e respectively. Applying the new net charges on the
adsorbed amounts results clearly indicate that it is the electrostatic
repulsion between the adsorbed proteins that is controlling the
saturation of the surface.

The effect of calcium has been further evaluated by applying the
reversed process i.e. the surface was equilibrated in CaCl2 in 30 min
before addition of the protein i.e. calcium acts as counterions to the
surface. As shown in Fig. 6, neither the adsorption, the kinetics, the
plateau values, nor the reversibility upon rinsing, were affected.
These results also indicate that it is the electrostatic repulsion be-
tween the adsorbed proteins that determine the amount of
adsorbed proteins on the surface.

Fig. 7 shows the adsorption kinetics for the reference system
when 5 mM CaCl2 (red curve) and 5 mM MgCl2 (blue curve) were
added after 30 min. As expected, before the addition of divalent
salt, the adsorption data is reproducible; thereafter a deviation is
visible, where the adsorbed amount of b-casein is 25% lower with
Mg2þ-ions. After rinsing with sample buffer (60 min) the adsorbed
amounts are converging to the same level (0.6 mg/m2) as before the
addition, hence the increased adsorbed amount due to the addition
of divalent ions is reversible adsorbed. (For interpretation of the
references to colour in this figure legend, the reader is referred to
the web version of this article.)

Our study indicates that the adsorbed amount of b-casein to
negatively charged hydrophilic silica surfaces increases as NaCl
(0.9 mg/m2) < MgCl2 (1.5 mg/m2) < CaCl2 (1.9 mg/m2) where the
adsorbed amount are given within the parenthesis. Regarding the
adsorbed layer thickness, 5 nmwas obtainedwhenNaClwas added,
whereas 7 nm in thickness was reached upon addition of divalent
ions. Since this study is performed ten times below the critical
aggregation concentration and since the thicknesses are equal, the
deviance in adsorbed amount is attributed to ion affinity effects and
not due to adsorption of induced aggregates.

3.4. Hydrophobic interactions and hydrogen bonding

Urea, a small hydrophilic molecule, is a widely used protein
denaturant in in vitro unfolding/refolding experiments (Hua, Zhou,
Thirumalai, & Berne, 2008; Zangi, Zhou, & Berne, 2009). Fig. 8a
depicts the isotherms for the reference system (black curve) and
the reference system supplementedwith 1MUrea (green curve) (in
web version), and Fig. 8b the corresponding system without addi-
tion of monovalent salt. The adsorption kinetics depict similar
behaviour although the plateau values deviate, where an addition
of urea decreases themaximum adsorbed amount from1 to 0.6mg/
m2. Regarding reversibility, both systems display similar trends
where approximately 50% is desorbed after rinsing. From this we
can conclude that when the electrostatic interactions are sup-
pressed - an addition of urea will clearly affect the adsorption and
already an addition of 1 M urea the adsorption is decreased by 40%.
The latter indicates that hydrophobic interactions and/or hydrogen
bonding between the protein and the surface influence the
adsorption. The mechanisms behind possible hydrophobic in-
teractions are unknown to the authors. The silica surface contains
two different groups, eOH and eOe, where the latter can be
considered more hydrophobic than the former. Before alkaline
treatment the silica surface has a water contact angle of 50�and
afterwards 5�, hence on the macroscopic scale, the surface can be
considered hydrophilic and without hydrophobic patches. A plau-
sible explanation is that the reduced hydrophobic interactions be-
tween the adsorbed proteins result in larger surface area coverage
per protein; hence, the surface becomes saturated with fewer

Fig. 5. Adsorption isotherms for 0.05 mg/ml b-casein. After 30 min CaCl2 was added to
the solution, which gave rise to a final CaCl2 concentration of 5 mM in the cuvette, after
60 min rinsing with sample buffer. Solution conditions, black curve 10 mM Tris at pH
8.5, and red curve 10 mM Tris at pH 8.5 supplemented with 140 mM NaCl. (For
interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)

Fig. 6. Adsorption isotherms for 0.05 mg/ml b-casein in 10 mM Tris supplemented
with 140 mM NaCl at pH 8.5 for (a) a surface equilibrated in 5 mM CaCl2 30 min before
addition of b-casein (purple curve), and (b) addition of CaCl2 30 min after measure-
ment initiation. (red curve). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

O. Svensson et al. / Food Hydrocolloids 36 (2014) 332e338336



proteins i.e. excluded volume effects are of importance. Notice also
that Urea does disrupt hydrogen bonds hence hydrogen bonding
seems plausible.

4. Conclusions

In this study, we show that adsorption ofmonomeric b-casein to
hydrophilic silica surfaces is dependent on electrostatic interactions
and the amphiphilic character of the protein. The results indicate
that there is counterbalance between: (i) electrostatic repulsion
between the surface and the protein, (ii) electrostatic attraction
between positively charged amino acids in the protein and surface,
and (iii) electrostatic repulsion between the adsorbed proteins at
the surface. The fact that the charge of the protein and the silica
surface varies as a function of pH and salt concentration and that
the binding capacity of divalent ions varies as a function of pH and
salt makes it a delicate task to interpret the results. Moreover, our
results suggest that hydrophobic interactions and hydrogen
bonding within the protein, or hydrogen bonding between the
protein and the surface are of importance.

Acknowledgements

We acknowledge Vinnova, the Vinnmer program, and The Royal
Physiographic Society in Lund, Per-Eric and Ulla Schybergs Foun-
dation, for financial support, Prof. T. Nylander for useful discussions
F. Xie, and S. Ouhajji for the experimental support.

Appendix A. Supplementary data

Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.foodhyd.2013.09.006.

References

Bolt, G. H. (1957). Journal of Physical Chemistry, 61(9), 1166e1169.
Cuypers, P. A. (1976). Dynamic ellipsometry: Biochemical and biomedical applications.

Rijksuniversiteit Limburg.
Dunker, A. K., et al. (2001). Journal of Molecular Graphics and Modelling, 19, 26e59.
Kern, W. (1970). Rca Review, 31(2), 234-&.
Atkinson, P. J., Dickinson, E., Horne, D. S., Leermakers, F. A. M., & Richardson, R. M.

(1996). Berichte Der Bunsen-Gesellschaft-Physical Chemistry Chemical Physics,
100(6), 994e998.

Atkinson, P. J., Dickinson, E., Horne, D. S., & Richardson, R. M. (1995). Journal of the
Chemical Society Faraday Transactions, 91(17), 2847e2854.

Azzam, R. M. A., & Bashara, N. M. (1977). Ellipsometry and polarized light. North-
Holland Pub. Co.

Baumy, J. J., & Brule, G. (1988). Lait, 68(4), 409e417.
Brooksbank, D. V., Davidson, C. M., Horne, D. S., & Leaver, J. (1993). Journal of the

Chemical Society Faraday Transactions, 89(18), 3419e3425.
Dalgleish, D. G., & Leaver, J. (1991). Journal of Colloid and Interface Science, 141(1),

288e294.
Dickinson, E., Horne, D. S., Phipps, J. S., & Richardson, R. M. (1993). Langmuir, 9(1),

242e248.
Dickinson, E., Pinfield, V. J., Horne, D. S., & Leermakers, F. A. M. (1997). Journal of the

Chemical Society Faraday Transactions, 93(9), 1785e1790.
Donose, B. C., Taran, E., Vakarelski, I. U., Shinto, H., & Higashitani, K. (2006). Journal

of Colloid and Interface Science, 299(1), 233e237.
Dumas, B. R., Brignon, G., Grosclaude, F., & Mercier, J.-C. (1972). European Journal of

Biochemistry, 25(3), 505e514.
Eigel, W. N., Butler, J. E., Ernstrom, C. A., Farrell, H. M., Harwalkar, V. R., Jenness, R.,

et al. (1984). Journal of Dairy Science, 67(8), 1599e1631.
Evers, C. H. J., Andersson, T., Lund, M., & Skepö, M. (2012). Langmuir, 28, 11843e11849.
Follows, D., Holt, C., Nylander, T., Thomas, R. K., & Tiberg, F. (2004). Bio-

macromolecules, 5(2), 319e325.
Fragneto, G., Su, T. J., Lu, J. R., Thomas, R. K., & Rennie, A. R. (2000). Physical

Chemistry Chemical Physics, 2(22), 5214e5221.
Hipp, N. J., Groves, M. L., & McMeekin, T. L. (1952). Journal of the American Chemical

Society, 74(19), 4822e4826.
Holt, C., & Sawyer, L. (1988). Protein Engineering, 2(4), 251e259.
Holt, C., Wahlgren, N. M., & Drakenberg, T. (1996). Biochemical Journal, 314, 1035e

1039.
Hua, L., Zhou, R. H., Thirumalai, D., & Berne, B. J. (2008). Proceedings of the National

Academy of Sciences of the United States of America, 105(44), 16928e16933.

Fig. 7. Adsorption isotherms for 0.05 mg/ml b-casein in 10 mM Tris, pH 8.5, supple-
mented with 140 mM NaCl. After 30 min, 5 mM Ca2þ (red curve) and 5 mM Mg2þ
(blue curve) were added to the cuvette, the experiments were running for an addi-
tional 30 min, and then rinsing with sample buffer. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 8. Adsorption isotherms of 0.05 mg/ml b-casein at pH 8.5 (a) in 10 mM Tris/
140 mM NaCl (black curve), and 10 mM Tris/140 mM NaCl/1 M Urea (green curve), and
(b) in 10 mM Tris (black curve), and 10 mM Tris/1 M Urea (green curve). (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

O. Svensson et al. / Food Hydrocolloids 36 (2014) 332e338 337



Kull, T., Nylander, T., Tiberg, F., & Wahlgren, N. M. (1997a). Langmuir: The ACS Journal
of Surfaces and Colloids, 13(19), 5141e5147.

Kull, T., Nylander, T., Tiberg, F., & Wahlgren, N. M. (1997b). Langmuir, 13(19), 5141e
5147.

Kurrat, R., Prenosil, J. E., & Ramsden, J. J. (1997). Journal of Colloid and Interface
Science, 185(1), 1e8.

Landgren, M., & Jonsson, B. (1993). Journal of Physical Chemistry, 97(8), 1656e1660.
Leclerc, E., & Calmettes, P. (1997a). Physica B, 241e243, 1141e1143.
Leclerc, E., & Calmettes, P. (1997b). Physical Review Letters, 78(1), 150e153.
Lee, M., Park, S. K., Chung, C., & Kim, H. (2004). Bulletin of the Korean Chemical

Society, 25(7), 1031e1035.
Leermakers, F. A. M., Atkinson, P. J., Dickinson, E., & Horne, D. S. (1996). Journal of

Colloid and Interface Science, 178(2), 681e693.
Lundin, M., Elofsson, U. M., Blomberg, E., & Rutland, M. W. (2010). Colloids and

Surfaces B: Biointerfaces, 77(1), 1e11.
Mackie, A. R., Mingins, J., & North, A. N. (1991). Journal of the Chemical Society

Faraday Transactions, 87(18), 3043e3049.

Malmsten, M., Burns, N., & Veide, A. (1998). Journal of Colloid and Interface Science,
204(1), 104e111.

Murray, B. S., & Cros, L. (1998). Colloids and Surfaces B-Biointerfaces, 10(4), 227e241.
Nylander, T., Tiberg, F., Su, T. J., Lu, J. R., & Thomas, R. K. (2001). Biomacromolecules,

2(1), 278e287.
Samoshina, Y., Nylander, T., Shubin, V., Bauer, R., & Eskilsson, K. (2005). Langmuir,

21(13), 5872e5881.
Schmidt, D. G., & Payens, T. A. J. (1972a). Journal of Colloid and Interface Science,

39(3), 655e662.
Schmidt, D. G., & Payens, T. A. J. (1972b). Journal of Colloid and Interface Science,

39(3), 655-&.
Skepö, M., Linse, P., & Arnebrant, T. (2006). The Journal of Physical Chemistry, 110(24),

12141e12148.
Swaisgood, H. E. (1982). Developments in Dairy Chemistry, 1, 1e59.
Velev, O. D., Campbell, B. E., & Borwankar, R. P. (1998). Langmuir, 14(15), 4122e4130.
Zangi, R., Zhou, R. H., & Berne, B. J. (2009). Journal of the American Chemical Society,

131(4), 1535e1541.

O. Svensson et al. / Food Hydrocolloids 36 (2014) 332e338338








	Paper 1_omsparad G5.pdf
	Blank Page

	Paper 3_omsparad G5 renamed.pdf
	Blank Page

	Paper 4_omsparad G5.pdf
	Blank Page

	Paper 6_omsparad G5 renamed.pdf
	Blank Page

	Blank Page
	Blank Page


 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all odd numbered pages
     Trim: none
     Shift: move left by 5.67 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20130206130246
       677.4803
       G5
       Blank
       479.0551
          

     Tall
     1
     0
     No
     1142
     418
     Fixed
     Left
     5.6693
     0.0000
            
                
         Odd
         3
         AllDoc
         32
              

       CurrentAVDoc
          

     None
     11.3386
     Right
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     74
     80
     78
     40
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all even numbered pages
     Trim: none
     Shift: move right by 5.67 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20130206130246
       677.4803
       G5
       Blank
       479.0551
          

     Tall
     1
     0
     No
     1142
     418
    
     Fixed
     Right
     5.6693
     0.0000
            
                
         Even
         3
         AllDoc
         32
              

       CurrentAVDoc
          

     None
     11.3386
     Right
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     75
     80
     79
     40
      

   1
  

 HistoryList_V1
 qi2base





