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“Light thinks it travels faster than anything but it is wrong.  
No matter how fast light travels,  

it finds the darkness has always got there first,  
and is waiting for it.” 

 

Terry Pratchett, Reaper Man 

 

 

 

“Eternity is a terrible thought. I mean,  
where's it going to end?” 

 
Tom Stoppard, Rosencrantz and Guildenstern Are Dead 

  



Content 

Abstract  ........................................................................................................... 9 

Populärvetenskaplig sammanfattning ................................................................... 10 

List of papers ........................................................................................................ 12 

Abbreviations ....................................................................................................... 14 

Chapter 1 Introduction ..................................................................................... 15 
 Remote sensing .................................................................................... 15 
 Motivation ........................................................................................... 17 

1.2.1 Aerial fauna monitoring ........................................................... 18 
1.2.2 Combustion diagnostics ........................................................... 19 

Chapter 2 Background physics .......................................................................... 21 
Light matter interaction ....................................................................... 21 
2.1.1 Energy ..................................................................................... 21 
2.1.2 Polarization .............................................................................. 22 
2.1.3 Scattering ................................................................................. 22 
2.1.4 Absorption ............................................................................... 26 
2.1.5 Light transport ......................................................................... 28 
Signals from insects .............................................................................. 30 
2.2.1 Temporal and frequency properties .......................................... 30 
2.2.2 Spectral properties ................................................................... 32 
2.2.3 Other factors ............................................................................ 36 
Signals from flames .............................................................................. 38 
2.3.1 Flames ..................................................................................... 38 
2.3.2 Optical flame diagnostics ......................................................... 38 

Chapter 3 Scheimpflug-Lidar ............................................................................ 41 
Scheimpflug and hinge rules ................................................................ 41 

 Equations of S-Lidar ............................................................................ 45 

Chapter 4 Lidar signals ..................................................................................... 51 



 

 Conventional Lidar equation ............................................................... 51 
 Lidar equation for S-Lidar .................................................................... 54 

4.2.1 Shape and width of the beam ................................................... 56 
4.2.2 Raytracing................................................................................ 57 

Chapter 5 Experimental equipment ................................................................... 61 
 Lasers ................................................................................................... 61 

5.1.1 Nd:YAG lasers ......................................................................... 61 
5.1.2 Laser diodes ............................................................................. 62 

 Detectors ............................................................................................. 65 
 Burners ................................................................................................ 66 

Chapter 6 Aerial fauna monitoring .................................................................... 69 
 Instrumentation and design considerations .......................................... 69 
 Fauna monitoring ................................................................................ 73 

6.2.1 Optical cross section ................................................................ 73 
6.2.2 System sensitivity ..................................................................... 74 
6.2.3 Non-intrusive measurements ................................................... 75 
6.2.4 Field campaigns ....................................................................... 76 

 Data analysis ........................................................................................ 79 
6.3.1 Observation extraction ............................................................. 79 
6.3.2 Parameterization ...................................................................... 82 

 Dark field spectroscopy and Passive Lidar ............................................ 85 

Chapter 7 Combustion diagnostics ................................................................... 89 
 Flame studies ....................................................................................... 89 

7.1.1 Elastic measurements ............................................................... 89 
7.1.2 TLAF ....................................................................................... 92 
7.1.3 Pulsed S-Lidar .......................................................................... 93 
7.1.4 Optical access and spatial resolution ......................................... 94 

 Multispectral system ............................................................................ 95 

Chapter 8 Discussion, conclusions and outlook ................................................. 97 
 Aerial fauna monitoring ....................................................................... 97 
 Combustion diagnostics ..................................................................... 100 

Acknowledgments .............................................................................................. 103 
Funding ...................................................................................................... 106 

References  ....................................................................................................... 107 



Summary of papers ............................................................................................ 115 

Appendix A:   Equations ..................................................................................... 119 
A1. Range equation ..................................................................................... 119 
A2. Resolution ............................................................................................. 122 

Appendix B:   Scheimpflug vs ToF Lidar ............................................................ 123 

Appendix C:   Assembling and aligning a system ................................................ 125 
C1. List of terms .......................................................................................... 125 
C2. Putting up the system and balancing the mount ................................... 126 
C3. Aligning the system on termination ...................................................... 126 



9 

Abstract 

This thesis presents applications of the Scheimpflug-Lidar (S-Lidar) method. The 
technique has been applied to combustion diagnostics on a scale of several meters as 
well as fauna detection and monitoring over distances of kilometers. Lidar or laser radar 
is a remote sensing technique where backscattering of laser light is detected with range 
resolution along the direction of the laser beam. It is an established method in e.g. 
atmospheric sensing where it is used to map and monitor gases and aerosols. In contrast 
to conventional Lidar, which uses a time-of-flight approach, Scheimpflug Lidar uses 
imaging to achieve range resolution. The laser beam transmitted from the Lidar system 
is sharply imaged onto a detector, resulting in range resolution along the sensor. This 
is done by placing the laser beam, the collection optics and the detector according to 
two trigonometrical conditions called the Scheimpflug and hinge rules. This kind of 
Lidar technique enables the use of small, continuous-wave diode lasers and line-array 
detectors with kHz sampling rates.   

A general description of the equations governing the achievable measurement range 
and resolution of S-Lidar are presented. The way the equations relate to the 
conventional Lidar equation is also discussed as well as the impact of the beam width. 

The instrumentation and experimental considerations for aerial fauna monitoring 
with S-Lidar are described and some temporally and spatially resolved data from field 
campaigns in Africa, China and Sweden are presented. A method used to reduce and 
analyze the large amount of collected data is also described.  

For the combustion applications, down-scaled versions of the system were developed. 
These systems are described as well as their applications. These short range system has 
mostly been used to investigate the potential of the technique to be applied for 
combustion diagnostics, and results from measurements in flames using both elastic 
and inelastic optical techniques, such as Rayleigh scattering and two-line atomic 
fluorescence are presented. A hyperspectral Lidar system aimed at aquatic applications 
is also presented.  
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Populärvetenskaplig sammanfattning 

Tänk dig att du är ute i skogen och campar. Natten utanför är kolsvart så du använder 
en ficklampa när du går ut ur tältet. När du riktar ljusstrålen från lampan ut i natten 
ser du plötsligt träden och snåren som omger dig. Anledningen till detta är, så klart, att 
ljuset från lampan har träffat träden och studsat tillbaka till dina ögon. Efter en stund 
inser du att ljuset inte bara studsar på trädens solida stammar, utan även på 
nattdimmans svävande vattendroppar och på luftens molekyler, vilket gör att du 
faktiskt kan se hela ljusstrålen. Då och då ser du också starka ljusglimtar när flygande 
insekter korsar ljusstrålen eller när större regndroppar faller genom den.  

Facktermen för det du precis ägnat dig åt är aktiv optisk fjärranalys, dvs du har, 
genom att använda en ljuskälla, fått upplysningar om avlägsna objekt som döljer sig i 
det omgivande mörkret. Detta har skett genom att en del av ficklampans ljus har 
spridits tillbaka och samlats in av dina ögon. Din hjärna har sedan omvandlat denna 
”signal” till information om omvärlden så som ”Där står ett träd med en mörk stam”, 
”Där borta hänger en blå tröja”, och ”Luften är fuktig ikväll”. Det du har gjort är väldigt 
likt fladdermöss och delfiners ekolokalisering som låter dem navigera och jaga i 
ljusfattiga miljöer. Istället för ljus så skickar dessa djur ut ljudvågor med bestämda 
egenskaper och de resulterande ekona samlas in och analyseras av speciellt utvecklade 
hörselorgan. Dessa kan sedan ge djuren information om avstånd till och rörelse hos 
omgivande objekt. Skillnaden mellan din nattliga utforskning av skogen och dessa djurs 
ekolokalisering är framförallt egenskaperna hos de utskickade vågorna och din 
(o)förmåga att analysera signalen.

Tänk dig nu att vi istället för ficklampan, använde en ljuskälla som skickar ut ljus
med välkända egenskaper i tid och rum, och att det bakåtspridda ljuset samlats in med 
en kamera och sparats på en dator. Genom att analysera signalen på rätt sätt så hade vi 
potentiellt kunnat fastställa det exakta avståndet till trädet vi lyser på, eller kanske 
identifiera positionen hos alla insekter som flyger genom strålen varje sekund. Om vi 
vet tillräckligt mycket om ljusets egenskaper och hur det växelverkar med olika sorters 
material så kan vi inte bara identifiera de avlägsna trädets position utan också potentiellt 
erhålla information om dess storlek och sammansättning på molekylnivå. Detta är 
precis vad man gör i den optiska fjärranalysmetoden Lidar, även ibland kallad laser-
radar. En laserstråle som består av ljus med bestämd riktning, energi och tidsegenskaper 
skickas ut i atmosfären och det ljus som sprids tillbaka av objekt i stålen, så som partiklar 
och molekyler, detekteras med tids-och rumsupplösning. I denna avhandling används 
en Lidarmetod som kallas Scheimpflug-Lidar. I denna metod så skickas en laserstråle 
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ut i atmosfären och sedan avbildar man bakåtspridningen från strålen på en kamera. 
Mätningarnas rumsupplösning fås genom att varje bildelement, eller pixel, på 
kamerachipet kommer avbilda en viss del av strålen, och tidsupplösning erhålls genom 
att man tar många bilder i sekunden. 

För att kunna ta en skarp bild av stålen så kan man inte använda sig av en vanlig 
kamerauppställning. Om du försöker ta en bild av ett långt objekt som inte är parallellt 
med objektivet, så som vår utskickade laserstråle, kommer bara en liten del av objektet 
bli skarpt på bilden. Om man vill få bra skärpa längs objektet så kan man dock vinkla 
objektivet enligt en optisk regel som kallas Scheimpflugprincipen. Principen är, lite 
felaktigt, döpt efter den österrikiska armékaptenen Theodor Scheimpflug, som använde 
principen för att korrigera perspektivet i flygbilder tagna från luftballonger runt förra 
sekelskiftet. Principen hade tidigare beskrivits av en ingenjör vid namn Jules 
Carpentier, vilket Scheimpflug också refererar till i sitt patent från 1904. Scheimpflugs 
bidrag var att han formulerade ytterligare begränsningar som garanterar skärpa längs 
objektet. I Scheimpflug-Lidar arrangeras utrustningen, dvs kameran, objektivet och 
laserstrålen, enligt dessa regler. Man kan därefter skarpt avbilda bakåtspridningen från 
en laserstråle som sträcker sig från några meter till flera kilometer. 

I detta arbete så har Scheimpflug-Lidar använts för att, på avstånd, samla in 
information om atomer och molekyler i gaser, oftast i en förbränningstillämpning. 
Precis som spridningen från luftens partiklar kunde ses när ficklampan lyste ut i skogen 
så kan vi nu detektera spridningen från molekylerna i t.ex. en eld, och från denna 
bestämma egenskaper som t.ex. temperatur och koncentration med rumsupplösning. 
Fördelen med Scheimpflug-Lidar tekniken är att den kan mäta på stora mätvolymer 
med begränsad åtkomst. Genom att kombinera Lidar med etablerade mätmetoder så 
kan information från sådana miljöer erhållas och sedan användas för att göra 
förbränningsprocessen mer effektiv och mer miljövänlig. 

Faktumet att du, under din nattliga utforskning av skogen med ficklampan, ser 
snabba glimtar av flygande insekter i ljusskenet är jämförbart med den andra 
tillämpningen av Scheimpflug-Lidar som diskuteras i avhandlingen. Metoden har 
använts för att övervaka aktiviteten hos flygande insekter i atmosfären på flera platser 
runt om i världen. När insekter flyger genom laserstrålen så ger detta en hög signal på 
det specifika avståndet. Antal insekter som flyger genom strålen kan därför räknas och 
deras rörelsemönster kan utforskas. Egenskaper så som hur snabbt en insekt slår med 
sina vingar kan också fastställas eftersom vingarnas rörelse syns som periodiska 
blinkningar på signalen. Detta kan t.ex. ge ledning om insektens art och kön. Kunskap 
om insekters beteende är av grundläggande värde för biologisk och ekologisk forskning, 
men har även ekonomiskt och humanitärt värde. Om vi tillexempel vet när 
skadeinsekter är aktiva så kan jordbrukare använda bekämpningsmedel mer effektivt, 
och därmed spara pengar och producera mer livsmedel. Kunskap om rörelsemönstret 
hos insekter som sprider sjukdomar, så som Malariamyggor, kan hjälpa till att utveckla 
bättre och billigare förebyggande åtgärder för dessa sjukdomar, och i och med det rädda 
liv.  
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Chapter 1  
 
Introduction  

 Remote sensing  

Imagine that you are standing by a road in a hilly landscape and a car is approaching 
you in the distance. While the car is still obscured by the landscape, the sound it 
produces informs you of its presence and that it is moving towards you with a high 
velocity. When the car is within visible range, this information is confirmed by your 
eyes and you can tell that the car has a shiny red color and a sleek shape. Without 
physically touching the car, you have acquired information about its properties and 
movements. This is a very basic example of remote sensing, i.e. obtaining information 
about the surrounding world without physically probing it. Human hearing and eye 
sight are both based on passive remote sensing. That means that the sound or light 
waves transferring the information from the object of interest, i.e. the car, to the sensors, 
your ears and eyes, are not transmitted by yourself, but originates from a source in the 
environment around you. Some animals have senses based on active remote sensing, 
where information about the surroundings is obtained from waves transmitted by the 
animal itself. Two well-known examples are the echolocation, or bio-sonar, used by 
dolphins and bats to navigate and hunt prey in low-light environments. The animals 
transmit sound waves with well characterized properties into their environment and the 
resulting echoes may provide information about the distance to and possibly the 
velocity of an object. Another animal that uses active remote sensing is a deep-sea fish 
called the Stoplight loosejaw [1]. It transmits a beam of red bioluminescent light and 
utilizes it to find prey in the darkness. Since the eyes of most creature living in the deep-
sea are insensitive to red wavelengths, the beam is invisible to both their prey and 
potential predators.  

As seen by the examples above, active remote sensing enables us to retrieve 
information from environments where we otherwise would have been blind. Active 
techniques also tend to provide more precise information than passive techniques, since 
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the source and properties of the transmitted waves are better known than those from 
an external source. 

Thanks to technology, humans can also use active remote sensing. A simple example 
of active optical remote sensing would be if the aforementioned car was approaching 
you in the dark, and you used the light from a flash lamp to see it. Optical remote 
sensing is, in fact, used in many applications in both industry and research. The signal 
is then collected by specialized optics, detected by a sensor, sensitive in an appropriate 
wavelength region, and saved into a memory. The measurement volume will be defined 
by the overlap between the field-of-view (FoV) of the sensor and the volume into which 
the light is transmitted. If the properties of the transmitted light and the receiver are 
well-known, it is possible to acquire spatially and temporally resolved information from 
the measurement volume.  

The active optical remote sensing technique used throughout the current work is 
called Lidar (Light Detection And Ranging). In Lidar, backscattered light from a 
transmitted laser beam is detected with range resolution. With Lidar, it is possible to 
extract information about a probe volume stretching over many kilometers, due to the 
well-defined spatial, temporal and spectral properties of laser light. It is an established 
method in the atmospheric research community, where it is used to monitor and 
characterize e.g. temperature, wind speed as well as molecular and particulate species. 
Other applications include mapping of topography of land and oceans, monitoring 
vegetation in forestry, land cover, and ecological research. The principles and some 
applications of Lidar are described in e.g. [2–9]. 

Conventional Lidar is based on a time-of-flight (ToF) approach to achieve ranging. 
Short laser pulses (often ns-scale) are transmitted into the atmosphere and the 
backscattered signal is detected with time resolution. The speed of light is then used to 
convert measured arrival time into distance. Thus, ToF-Lidar is based on a similar 
concept as Radar (Radio detection and ranging) [10,11], but the wavelengths used in 
Lidar are typically 10,000-100,000 times shorter, and thereby provides much higher 
resolution than Radar. The concept was developed parallel to the development of lasers, 
starting in the 1960s. 

Scheimpflug-Lidar (S-Lidar) [12–15] is a new Lidar concept, which is not based on 
the ToF approach to achieve range resolution. Instead, it uses an approach reminiscent 
of the very starting point of the Lidar development, which was prior to the invention 
of the laser. This origin lies in triangulation efforts done in the 1930s to 1950s using 
continuous-wave searchlights to measure e.g. cloud height and particle distributions in 
the atmosphere, see e.g. [16–18]. In S-Lidar, the detector, collection optics and laser 
beam are placed according to the Scheimpflug condition and the hinge rule, which 
ensure that the focus plane of the camera lies along the laser beam. This means that the 
laser beam can be sharply imaged onto the detector with range resolution along one 
spatial direction. Continuous-wave (CW) diode lasers may thus be employed, enabling 
a compact setup with a sampling rate limited by the read-out rate of the detector. In 
many of the current works, S-Lidar has been applied to biological applications [19–
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22], including Papers I-IV, but the technique has also been developed and applied to 
atmospheric research such as particle detection [12,13,23–25], differential absorption 
Lidar (DIAL) measurements [26] and combustion diagnostic (Papers V and VI).  

 Motivation  

The PhD work presented in this thesis was divided into two different projects, one 
focused on aerial fauna applications of S-Lidar and one on combustion applications. 
The aerial fauna, particularly insects, have been monitored and detected over distances 
of kilometers. While the combustion diagnostics, i.e. remote detection of signals from 
species in gas phase, has been carried out from a distance of several meters. As illustrated 
by Fig. 1.1, the measurement targets in this work thus span over a wide range of sizes, 
extending from indium atoms and molecules with picometer (pm) or nanometer (nm) 
size to birds and bats, with a size of approximately a decimeter. Motivations for each 
project are discussed in the next section. 

 

Figure 1.1. Measurement targets and their sizes.The approximate size range at which different Lidar types 
opperate are also shown.  
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1.2.1 Aerial fauna monitoring  

There are several reasons why efficient monitoring of insect behavior and movement, 
in situ, is important. The reasons may have their basis in ecosystem conservation and 
sustainability, humanitarian concerns, economical issues, or a combination of several 
of these. 

Insects is a very large group of animals, which has great impact on function and 
biodiversity in most ecosystems [27]. Insects play the vital role of pollinator, without 
which many ecosystems would collapse and human food production would break 
down. Furthermore, insects function as a food source for animals higher up in the food-
chain, such as bats and birds, which means that the behavior of insects, directly affects 
the behavior of the predators. Information about the behavior, movements and 
distribution of flying insects are thus not only key to understanding insects, but also 
the ecosystem as a whole.  

Some insects are also disease vectors, infecting both humans and animals. For 
instance, diseases transmitted by mosquitos, such as Malaria, Dengue fever or Zika 
fever, result in enormous human suffering around the world each year. Malaria alone 
kills around half a million people annually, mostly people living in poverty and many 
of them children [28]. The World Health Organization estimates that 219 million cases 
of Malaria occurred worldwide in 2017, 92% of them on the African continent [28]. 
The spread of Malaria also has large negative economic impact on whole societies and 
may in fact be one of the factors halting the economic development in many African 
countries, though the exact impact is hard to quantify [29,30]. Transmission and 
spread of these diseases are strongly connected to the distribution and movements of 
their carriers. Methods which can deliver extensive information about this may help in 
the implementation and development of efficient preventive methods [31]. This is also 
the case for monitoring of pest insects, since better knowledge about where and when 
a certain pest insect is active may lead to a much cheaper and more efficient use and 
development of pesticides. 

Stand-off detection methods can provide continuous and extensive monitoring of 
flying insects, which is impossible with manual methods, such as collection in sweep-
nets or traps. Radar has been used for this purpose for around 50 years [32,33]. Radars 
are used to carry out long term migratory flight studies and the field have made a great 
contribution to the understanding of insect and bird migration. Radars can track 
swarms of insects, and radars purpose-built for the application may also identify the 
signal from individual larger insects [34]. In general, radars tend to have a blind range 
of a couple of hundreds of meters, and signals close to the ground are ruined by clutter 
from the terrain, vegetation and the ground itself. So-called harmonic radars allow 
detection and tracking of individual insects close to the ground, but the insect then has 
to be tagged with a transponder [32,33]. The main limitation of the radar technique in 
entomology is that the selectivity is low. The interaction between the long wavelength 
of the microwaves and the small structures of an insect results in signals containing very 
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little information that can be used for classification of specific insects. Lidar, which uses 
much shorter, optical, wavelengths, can provide information about much smaller 
structures than Radar, even extracting molecular information. The low divergence of 
the laser beam used in Lidar also allows it to measure close to the ground.  

A conventional atmospheric Lidar can be used to detect insects, but due to the low 
pulse-repetition rate of the laser and the required temporal averaging, the insect signals 
are not adequately resolved and most of the information is lost. A group at Montana 
State University performed some early work using a pulsed Lidar system specifically to 
detect honey bees [35]. In their following work they used a pulsed Nd:YAG laser with 
kHz repetition rate to resolve the wingbeats of the bees [36,37] and recently they 
reported on 3D mapping of insects using this kind of system [38]. 

Scheimpflug Lidar was first developed at Lund and Stellenbosh Universities as an 
attempt to demonstrate Lidar beyond the diffraction limit, by utilizing the blinking 
nature of insect signals  [39]. This was inspired by methods used in super-resolution 
microscopy. The technique was then further developed as a mean to perform range 
resolved fauna detection with kHz sampling rates. The aim was to move away from 
heavy and expensive pulsed-laser systems and detectors requiring high voltage, and 
instead use small CW diode lasers and a line-array camera. The reason for this was to 
develop a practical and low-cost entomological Lidar instrumentation that would be 
robust and inexpensive enough for use in developing countries [40], where many of the 
issues related to flying insects, such as Malaria, are prevalent. The project focused on 
the aerial fauna monitoring presented in this thesis is a direct continuation of that work. 
The work has included development of data analysis routines, testing of the system in 
the field, and working with biologists to tackle biological queries. 

1.2.2 Combustion diagnostics  

Whether it has been in the form of cooking fires or as the driving mechanism behind 
car engines and industrial power plants, combustion has been the dominating basis of 
human energy consumption for many thousands of years. Combustion is the high-
temperature reaction between a fuel and an oxidant, during which a large amount of 
energy is released, e.g. when methane is burnt with oxygen, resulting in CO2 and water:  

𝐶𝐻ସ  𝑂ଶ → 𝐶𝑂ଶ  𝐻ଶ𝑂. ሺ1.1ሻ 

This is an example of global reaction, which only shows the initial reactants and the 
final, stable, products. In reality, combustion is a very complex process, in which a large 
number of elementary reactions occurs (ranging from a few hundreds to a few 
thousands for hydrocarbon combustion) involving many intermediate species, in 
between the initial and final states (see more in e.g. [41]). To meet the growing concern 
about pollution and the impact of fossil-fuel combustion on the climate, knowledge 
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about combustion processes is vital. Optical combustion diagnostics, which is often 
nonintrusive, is able provide spatially and temporally resolved information about 
species distributions, concentrations, temperatures and flows [42,43]. This is necessary 
information both when the efficiency of current combustion concepts is to be 
improved, as well as when alternative methods or fuels are to be found. Many of the 
conventional combustion-diagnostic concepts are difficult to apply in large combustion 
facilities, such as full-scale furnaces, power plants or boilers, due to the limited optical 
access, the need for spatial resolution, or simply the sheer size of the measurement 
volume.  

A technique that could fill this gap in practical combustion diagnostics is Lidar. As 
mentioned above, this is an established measurement technique that has been used for 
decades to retrieve information about atmospheric constituents. It allows in-situ, range 
resolved measurements in the backward direction using only one optical access. 
Previously, the Lund group has developed a ToF-Lidar system based on picosecond 
(ps) laser pulses and an ultrafast detector, such as a streak camera, to achieve adequate 
range resolution. The ps-Lidar system has been demonstrated for several common 
combustion diagnostic applications, such as thermometry, soot diagnostics and species 
detection [44–47]. Laser-induced fluorescence (LIF), which is a very important tool in 
combustion diagnostics, since it is very sensitive and highly species specific, is difficult 
to utilize in ps-Lidar. The reason for this is that the fluorescence lifetimes will degrade 
the attained range resolution and adequate range resolution for combustion diagnostics 
is therefore difficult to achieve with ToF-Lidar [48]. This issue is one of the reasons 
why the potential of the S-Lidar concept has been investigated for combustion. Since 
S-Lidar obtains its range resolution through imaging of the laser-induced emission,
instead of time-resolved detection, LIF is fully applicable with this method. The S-
Lidar concept also enables the use of small and very robust CW diode lasers, which are
very practical in an industrial environment.

In this project, the S-Lidar concept, initially used for fauna monitoring in the 
atmosphere, has been rescaled to construct systems adapted to range resolved 
measurements over distances of a couple of meters. These systems have primarily been 
used to demonstrate applications for combustion diagnostics. 
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Chapter 2  
 
Background physics  

 Light matter interaction  

The nature of light can be described both as travelling electromagnetic waves, according 
to Maxwell’s equations, and as particles (photons), according to quantum theory. In 
certain situations, e.g. when dealing with the geometrical optics of imaging systems, an 
even simpler approach is favorable, i.e. treating light as rays. The different descriptions 
of light are used depending on the system that is to be characterized and the 
information desired. All three models, or combinations of them, will be used in this 
thesis to describe how light interacts with matter. The outcome of a light-matter 
interaction will be determined both by the properties of the impinging light, such as 
wavelength and polarization, and by the structure and composition of the matter that 
the light impinges on. Some of these aspects will be discussed below.  

2.1.1 Energy  

The probability and outcome of light-matter interaction are highly dependent on the 
quantum energy of the light, Eq. This quantum energy, is proportional to the frequency, 
ν, of the electromagnetic wave, which in turn is inversely proportional to the 
wavelength of the light, λ: 

𝐸 ൌ ℎ𝜈 ൌ
ℎ𝑐
𝜆

. ሺ2.1ሻ 

Here, h is Planck’s constant and c is the speed of light in vacuum. Both frequency and 
vacuum wavelength can thus be used to define the energy of light. In this thesis, energy 
of light will generally be described using wavelength. As seen in Eq. 2.1, higher energy 
corresponds to shorter wavelength, while lower energies correspond to longer 
wavelengths.  
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2.1.2 Polarization 

The polarization of a travelling electromagnetic wave is defined as the direction of the 
wave’s transverse electric-field component. The direction of the electric field in 
unpolarized light is random while the direction is well defined for polarized light.  

The polarization of light is generally said to be elliptical. The electric field component 
rotates with a constant speed in a plane while the wave propagates. When the 
magnitude of the electric-field component is constant the light is said to be circularly 
polarized. The tip of the electric-field component will then trace out the shape of a 
circle in a plane perpendicular to the propagation direction. Linear polarization is the 
special case when the rotation speed of the electric field-component is zero, i.e. it only 
oscillated in one direction. A full description of the polarization state of light is given 
by the experimentally observable Stokes parameters, see  [49,50].  

In many cases, the polarization of light influences how it will interact with matter, 
determining what kind of process will take place. Moreover, the polarization state of 
light often changes after an interaction. Throughout this thesis, linearly polarized light 
that retains its original linear polarization after interactions, i.e. the polarization of the 
light is parallel to the original direction, is referred to as co-polarized light, while light 
that has changed its polarization 90 degrees (perpendicular to the original direction), is 
called de-polarized light. When linearly polarized light travels through a scattering 
medium it will lose its linear polarization. The ratio between the co- and depolarized 
components of the light, called the degree of linear polarization (DoLP), will decrease 
with increasing path length. When the polarization of the light has become completely 
random the DoLP is 1/2 [50]. This ratio thus gives information about e.g. the 
scattering properties of the material through which polarized light has propagated. 

2.1.3 Scattering 

Light scattering is a process in which light is made to deviate from its original 
propagation direction by inhomogeneities in its path. A scattering event may be either 
elastic, where the scattered light has the same wavelength as the incident light, or 
inelastic, where the wavelength is changed. Figure 2.1 shows a summary of the types of 
scattering discussed in this thesis. The figure shows a schematic energy level diagram 
and a corresponding spectrum, displaying the resulting signals in the spectral domain.  

The description of elastic light scattering from particles approximated with a sphere 
may be divided into three main regimes depending on the size of the scattering object 
compared to the wavelength of the light. When the scattering particles are significantly 
smaller than the wavelength of the light (radius <0.03λ [5]), which often is the case for 
atoms and molecules in optical spectroscopy, Rayleigh theory [51] is sufficient to 
describe the scattering. The scattering is thus called Rayleigh scattering. When the 
scattering particles have approximately the same size as the wavelength of the light, the 
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more complex Mie theory has to be used to describe the scattering. Scattering from e.g. 
aerosols in the atmosphere is thus often described by Mie scattering. The often non-
spherical particles are then approximated as spheres. Finally, if the scattering objects 
become much greater than the wavelength, the scattering can, to a large extent, be 
described by geometric optics, using e.g. the laws of reflection and refraction. Mie 
scattering theory, which is quite complex, will not be discussed further in this thesis, 
but the interested reader may find a description relating to atmospheric Lidar in 
e.g.  [5]. There are also more complex computational models describing elastic 
scattering from non-spherical particles, see e.g. [52]. 

 

Figure 2.1. a) Schematic energy level diagram displaying the difference between elastic Rayleigh 
scattering, and inelastic Raman scattering. Panel b) shows the difference in spectral properties for the 
different types of scattering. 

2.1.3.1 Rayleigh scattering  
Rayleigh scattering from e.g. molecules may be defined as the emittance of light when 
the molecules instantaneously fall back into the ground state after being excited into a 
virtual upper energy state, as shown in Fig. 2.1. This process is classically described as 
induced dipole scattering. The oscillating electric-field component of an 
electromagnetic wave will act on the charges of the atoms or molecules in the medium 
through which the wave is propagating, and cause them to oscillate along its direction 
and with its frequency. The particles thus become radiating dipoles, sending out light 
with the same wavelength as the impinging light. The scattering process will result in 
density fluctuations in the medium, causing the scattered light from the radiating 
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dipoles to be out of phase. The intensities of Rayleigh scattering from each molecule 
may therefore be added to attain the total Rayleigh scattering intensity. The Rayleigh 
signal is thus proportional to the number density, as well as the Rayleigh cross section 
of the species in question  

The differential Rayleigh scattering cross section  [3], i.e. scattering cross section, σR, 
per solid angle, Ω, is dependent on the polarization angle of the electric field 
component of the light, ϕpol (see Fig. 2.2(a)), the difference between the observation 
angle and the propagation direction of the incident light in the scattering plane (z-y 
plane), θobs, the refractive index of the medium, n, the wavelength of the incident light, 
λ, and the number density of molecules in the medium, N, according to: 

𝑑𝜎ோ൫𝜃௦, 𝜙൯
𝑑𝛺

ൌ
𝜋ሺ𝑛ଶ െ 1ሻଶ

𝑁ଶ𝜆ସ ൫𝑐𝑜𝑠ଶ 𝜙 𝑐𝑜𝑠ଶ 𝜃௦  𝑠𝑖𝑛ଶ 𝜙൯. ሺ2.2ሻ 

Rayleigh scattering is thus heavily dependent on the wavelength, diminishing with a 
factor 1/λ4 with increasing λ. Equation 2.2 also shows that the observation direction in 
relation to the polarization of the incident light is of great importance when detecting 
Rayleigh scattering; e.g. no light will be scattered along the polarization direction of the 
incident light. The intensity of Rayleigh backscattering (θobs= 180⁰) is identical to the 
intensity of Rayleigh forward scattering (θobs = 0). This holds true both for polarized 
and unpolarized light. When particles increase in size, resulting in Mie scattering, the 
forward scattering becomes more and more dominant. See illustration in Fig. 2.2(b).  

The proportionality of the Rayleigh scattering intensity to the cross section and 
number density is utilized in Rayleigh scattering thermometry to extract temperature 
in a gas. Using the ideal gas law together with the assumption that the pressure, p, and 
volume, V, are constant, it is easily shown that the intensity of the Rayleigh signal is 
inversely proportional to the temperature: 

𝐼 ∝
𝑑𝜎ோ

𝑑𝛺
∙ 𝑁 ∝

𝑑𝜎ோ

𝑑𝛺
 ∙

1
𝑇

ሺ2.3ሻ 

If a reference Rayleigh signal, I2, is detected in a known environment with a known 
temperature, T2, a Rayleigh signal from another environment, I1, e.g. a flame, may be 
converted to temperature, T1: 

𝑇ଵ ∝
𝐼ଶ

𝐼ଵ
∙ 𝑇ଶ ∙

𝑑𝜎ோଵ 𝑑𝛺⁄  
𝑑𝜎ோଶ 𝑑𝛺⁄   

ሺ2.4ሻ 

When identical experimental setups are used to acquire both I1 and I2, the 
proportionality sign in Eq. 2.4 becomes an equal sign, a fact that is used in paper V. 
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Figure 2.2. (a) The polarization angle, ϕpol, and observation angle, θobs, are defined in relation to the 
propagation direction of light. An induced dipole will oscillate along the electric field component  (𝐸ሬ⃗ ) and 
emit Rayleigh scattering. Equation 2.2 gives the differential Rayleigh cross section per solid angle dΩ. (b) 
The scattering distribution of Rayleigh and Mie scattering for unpolarized light. The backscattered and 
forward scattered intensities are the same in the Rayleigh regime, while forward scattering is dominant for 
Mie scattering, and becomes more so with increasing particle size.  

2.1.3.2 Raman scattering  
When molecules are acted on by the oscillating electric field of light propagating 
through a medium, vibrations and rotations may perturb the oscillation of the dipoles, 
changing their oscillation frequency somewhat. This will cause a small fraction of the 
emitted radiation to have another wavelength than the original light. This type of 
inelastic scattering is called Raman scattering. Raman scattering has two different 
components called the Stokes and anti-Stokes components. In Stokes Raman 
scattering, the perturbation results in a loss of energy and the emitted light has a longer 
wavelength, i.e. lower energy, than the incident light. In the energy diagram in Fig. 2.1, 
this corresponds to excitation from the ground state to a virtual state, but relaxation 
occurs into a higher vibrational or rotational energy state. Anti-Stokes Raman scattering 
takes place when the perturbation of the dipole, by rotations or vibrations, adds energy 
to the oscillation. The wavelength of the scattered light is then shorter than the incident 
light. In Fig. 2.1, this corresponds to excitation to a virtual state from the excited 
rotational or vibrational energy state and relaxation down to the ground state. The anti-
Stokes component is often much weaker than the Stokes component since the 
population of the upper resonant state is often lower than in the ground state. This 
difference in population is strongly temperature dependent, in accordance with the 
Boltzmann equation, a fact that is exploited to carry out temperature measurements 
with Raman based techniques. The shift in energy of the Raman scattered light always 
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corresponds to the difference between the resonant energy states. Raman scattering is 
discussed further in e.g. [53]. 

2.1.4 Absorption 

Light absorption may occur when the wavelength of the incident light matches an 
energy transition in an atom or molecule, i.e. a resonance. The molecule will be excited 
to a higher energy level and after a certain lifetime the molecule will fall back to the 
ground state, either through non-radiative relaxation, i.e. collisions, resulting in heat, 
or by spontaneously emitting light, i.e. fluorescence. Figure 2.3 shows schematic energy 
diagrams and corresponding spectra describing light absorption. Figure 2.3(a) 
corresponds to a system in gas phase, while Fig. 2.3(b) shows a system in liquid or solid 
phase. In solid or liquid phase, the energy states in a molecule are not distinct as they 
are in gas phase. Interactions between the molecules result in the states overlapping, 
creating bands. The emitted light after absorption will thus not give narrow spectral 
peaks, corresponding to transitions between individual energy levels, as in the gas phase 
case, but rather a continuous spectrum. 

2.1.4.1 Fluorescence 
Fluorescence has often either the same wavelength as the incident light or it is shifted 
towards longer wavelength, due to rotational and vibrational relaxation in the excited 
state. In contrast to e.g. Raman scattering, which is a nearly instantaneous process, not 
requiring resonance, fluorescence always has a lifetime and it can only occur when the 
incident light matches a real energy transition in a molecule and is absorbed. The 
fluorescence lifetime is determined by the decay constant, which in turn is dependent 
on the intrinsic properties of the molecule, the concentration of molecules, and 
properties in its environment, such as temperature and pressure.  

Due to its resonant nature, fluorescence is a very useful tool for performing species 
specific diagnostics. Laser induced fluorescence (LIF) techniques are used in many 
different fields, including combustion diagnostics [42,54], for e.g. species tracing, 
species concentrations mapping, and temperature measurements. A LIF signal is 
proportional to the population in the probed state (the state from which excitation 
occurs), which in turn is governed by the temperature-dependent Boltzmann 
distribution. By probing two or more energy levels, temperature information can be 
extracted. This fact is used in paper VI, where the two-line atomic fluorescence (TLAF) 
technique, see e.g. [55,56], is used to extract temperature in flames remotely. LIF is 
also used in Paper II to identify chlorophyll, as well as in Paper V.  
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Figure 2.3. Schematic illustration of light absorption in (a) gas phase and (b) liquid or solid phase. 
Deexcitation after absorption may lead to fluoresence. In gas phase this gives narrow spectral bands while 
a continous spectrum is attained in liquid or solid phase due to the overlapping energy states. 
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2.1.5 Light transport   

When a light wave travels from one medium to another some of the light will be 
reflected and some transmitted by the surface i.e. the interface where the refractive 
index changes. The amount of light that is reflected by or transmitted through the 
surface is determined by the incident angle, the polarization of the incident light and 
the refractive index of the two media, according to the Fresnel equations, see e.g. [57]. 
For light with a polarization parallel to the plane of incidence (p-polarized), there is an 
incident angle, called the Brewster angle, at which all light is perfectly transmitted 
through a material. 

The law of reflection states that the angle of reflected light in relation to the surface 
normal will be the same as its incident angle (θin=θrefl in Fig. 2.4). These kind of mirror-
like reflections are called specular reflections. Light that undergo a specular reflection 
retains its original phase and polarization, i.e. it is co-polarized. It also “remembers” its 
original propagation direction, according to the law of reflection.  

The light that is transmitted through the surface will be refracted, due to the change 
of refractive index, according to Snell’s law, n1sinθin = n2sinθrefr. The two main light 
matter interactions possible for transmitted light have been discussed above, namely 
scattering and absorption. The probability and the result of these processes will depend 
on the scattering and absorption coefficients of the medium.  

If the light is not absorbed, multiple scattering inside the media will eventually result 
in some of the light leaving the media through the same interface it entered. This is 
called a diffuse reflection. In contrast to specular reflections, which are co-polarized and 
highly directional, diffuse reflections have lost both its directionally and polarization. 
An ideal diffuse reflection is governed by Lambert’s cosine law; see [58], resulting in 
isotropic luminance. An observer will thus see the same apparent brightness regardless 
of observation angle.  

The extinction of light when it travels through a homogenous medium is due to 
scattering and absorption. When multiple scattering is negligible the extinction is given 
by Beer-Lambert’s law (see Fig. 2.5): 

𝐼ሺ𝑥, 𝜆ሻ

𝐼
ൌ 𝑒𝑥𝑝ሺെ𝑁𝜎௫௧ሺ𝜆ሻ𝑥ሻ , ሺ2.5ሻ 

I0 is the incident intensity, N is the number density, σext is the extinction cross section 
and I is the intensity after the light has travelled a distance x, in the medium. For 
measurements in gas phase, scattering may be ignored and the extinction cross section 
may be set to the absorption cross section. 
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Figure 2.4. Interactions when light travels through an interface between two media. The light is reflected 
by or transmitted through the surface. The direct reflection at the surface gives a specular component while 
multiple scattering in the material results in diffuse reflection. Light transmitted through media will be 
refracted due to the change in refractive index. 

Figure 2.5. An illustration of Beer Lambert’s Law. The intensity of light travelling in a material decreases 
exponentially with increasing distance. 
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Signals from insects 

Information about insect properties such as size, velocity and wingbeat frequency can 
be extracted remotely from light scattering. These properties span a parameter space 
with a certain dimensionality, and a higher dimensionality increases the likelihood of 
successful classification of different species, sexes and age groups, see [59]. To be able 
to extract these kind of properties, the signals from insects have to be interpreted 
correctly. Knowledge about its physical and optical properties is then needed. In this 
section, the properties of a typical backscattering signal from an insect in flight will be 
described. In Fig. 2.6(a), the flying insect is exemplified with a mosquito. The signal 
components originating from different parts of the insect’s anatomy are summarized in 
the table in Fig. 2.6(b), and examples of the components in the time domain, the 
temporal frequency domain and the spectral domain are shown in Fig 2.6(c)-(d), 
respectively. The table contains information about the coherency (diffuse or specular), 
polarization (co- or de-polarized), and temporal properties (modulated or continuous), 
of both the signal and the incident light. It also describes some of the frequency and 
spectral features, and their origin. The incident light in this example is coherent linearly 
polarized laser light from a CW laser beam with a wavelength, λ. This is a good 
representation of the light used in the ecological Lidar applications in this work. The 
data shown in Fig. 2.6(d) was collected with a hyperspectral camera using a white, non-
collimated light source. It illustrates what happens to the signal if λ is changed.  

2.2.1 Temporal and frequency properties 

The backscattering signal from a flying insect consists of a non-oscillatory, DC 
contribution from the insect body during the transit time through the probe volume 
(Δt), and an oscillatory contribution resulting from its wingbeat cycle. The body and 
wing contributions can, in turn, be divided into a diffuse and a specular 
component  [21,39]. The oscillating, diffuse component from the wings (blue 
component in Fig. 2.6) is obtained from their matte parts, e.g. veins and scales. When 
an insect is beating its wings, it appears alternately large and small in the FoV. 
Consequently, the projected cross section area which backscatters light changes and the 
detected signal is therefore modulated, see Fig. 2.6(c). This modulation is directly 
related to the wingbeat cycle and the fundamental wingbeat frequency, f0. This results 
in a power spectrum showing a strong f0 components and some higher harmonics, as 
seen in e.g. Fig. 2.6(d). The fundamental wingbeat frequency of atmospheric insects 
may vary between 10-1000 Hz [60]. 

Light impinging on the glossy parts of the wing membrane will result in specular 
reflection (green component in Fig. 2.6). This only occurs at certain times during the 
wingbeat cycle since the surface normal of the membrane must coincides with the 
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propagation direction of the laser light. These specular reflections show up as short but 
high peaks on the signal in the time domain, as seen in Fig 2.6(c), or as strong 
harmonics in the frequency domain; see Fig 2.6(d). The waveform of wingbeats may 
contain a large amount of higher harmonics due to specular reflexes. This means that a 
high sampling rate is required to resolve the detailed waveform from flying insects.  

The backscattering from the matte parts of the body, such as scales and fur, results in 
a diffuse, non-oscillatory component; shown by the pink component in Fig. 2.6. The 
signal in the time domain reflects the shape of the beam profile along the flight 
trajectory of the insect, here referred to as the envelop, and a high DC component in 
the frequency domain. Glossy parts of the body (red component in Fig. 2.6) will give 
rise to a specular signal component, with a similar shape in the time and frequency 
domains as the diffuse body components, but with different signal strength. 

 

Figure 2.6. Summary of a typcial insect signal. In (a) a mosquito (Anopheles stephensi) is shown in flight 
(Photo credit to Hugh Sturrock). (b) Table summarizing the typical properties of the different signal 
components when the incident light is a linearly polarized CW laser beam with wavelength λ. The signal 
components from the glossy and matte parts of the wing, and the matte parts of the body are shown in the 
time domain in (c), in the frequency domain in (d) and in the spectral domain in (e). The specular body 
component is not shown in (c)-(e) since it is similar to the diffuse body component in both the time and 
frequency domains. The signals shown in (c) and (d) are from a flying fruit fly (Drosophila melangaster) 
and the spectra in (e) is from a type of snipe fly. The mosquito in (a) is blood feed, which would affect the 
diffuse body components through absorption (not discussed here). 
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2.2.2 Spectral properties  

The spectral properties of insect reflections, are a result of their pigmentation, physical 
surface structures, or a combination of both, as well as the type of illumination. How 
such a reflection is spectrally perceived by an animal with a certain type of spectral 
receptors and neural processing, is described by the term color [61]. Figure 2.6(e) 
displays the spectral properties of the different signal components, showing generally 
increasing signal strength with increasing wavelength. The coherent component also 
shows very distinct spectral fringes. To better discuss the spectral properties, several 
push-broom hyperspectral images of insects, exhibiting different colors, are presented 
in Fig. 2.7. Spectra from different parts of the insects are displayed to exemplify the 
diverse spectral features.  

When white light impinges on an insect, the physical structure of the surface may 
cause certain wavelengths to be reflected, e.g. through interference effects. This is 
referred to as structural colors [61,62]. A type of structural colors, which are straight 
forward to explain, is the colors created through interference in a transparent wing 
membrane. Most insect wings consist of the tough, translucent material, chitin, pressed 
into a membrane. The thickness can vary widely between species (~0.5 μm-1 mm) and 
within the same wing [63]. If the membrane is approximated as a thin-film reflector or 
a Fabry Pérot etalon (see Fig. 2.8), the impinging light wave will be partially reflected 
at the upper boundary layer and partially reflected at the lower boundary. The 
subsequent difference in optical path length of the light will result in optical 
interference. A limited set of wavelengths will be in phase and thus reinforced, and the 
coherent backscatter spectrum will contain interference fringes (see spectra in Fig. 
2.6(e), Fig 2.7(a), Fig 2.8, Fig 2.9). The resulting structural color patterns can be 
observed on the wings in the image shown in Fig 2.7 and Fig. 2.9, but most of the 
specular reflections appear white because of saturation. These kind of iridescent 
(changing with observation angle) colors are also seen on the surface of soap bubbles or 
from oil on top of water. The colors pattern observed is directly related to the spectral 
separation between two adjacent fringes in the coherent backscatter spectrum, Δλ. This 
is, in turn, directly dependent on the thickness of the thin membrane, L, the incidence 
angle of the light, θin, the central wavelength of the nearest transmission peak, λ, and 
the refractive index, n:  

∆𝜆 ൎ
𝜆ଶ

2𝑛𝐿 𝑐𝑜𝑠ሺ𝜃ሻ
. ሺ2.6ሻ 

According to Eq. 2.6, the width of the fringes will increase with wavelength and a 
thicker membrane will give rise to narrower fringes. This can be seen in the two 
examples shown in Fig. 2.7(a), where fringes from a thick (yellow curve) and a thin 
(pink curve) part of the membrane are shown. The thickness of the wing membrane 
may thus be determined from specular reflections, and this information could in turn 
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be utilized in identification of insects and insect behavior since it has been found to be 
species specific [64] and may have evolved for sexual selection  [65]. 

 

Figure 2.7. Examples of insect colors in the visible and near infrared aquired with a push broom 
hyperspectral camera. Panel (a) shows different examples of sharp spectral features from a type of fly and 
a green Tiger beetle. Specular reflection from the transparant wings give rise to interference fringes. The 
spectral width of the fringes is reciprocally related to the thickness of the memebrane. A thick membrane 
(yellow curve) gives narrow fringes while a thin membrane (pink curve) gives wide fringes. The plot also 
shows sharp, green and red spectral features from the body of the beetle. Panel (b) displays signals from a 
colorful butterfly, showing broader spectral features. The white color (pink curve), resulting from non-
periodic scattering structures, lies, as excpected, around 100% reflection in the whole wavelength interval, 
while the black, melanized feature (orange curve) is very low but increase somewhat with wavelength. The 
red/orange and the yellow spot both show typical absorption features resulting from pigment absorption 
at short wavelengths.  
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Figure 2.8. The principle of thin film interference in a thin membrane with refractive index, n, 
surrounded by air. Light is coherently reflected in the first and second interface of a thin layer causing 
constructive intereference for some wavelengths and destructive interference for others. The result is a 
spectrum with fringes which increase in width with wavelength, see Eq. 2.6. 

There are many more complicated quasi-ordered biological matrices giving rise to 
structural colors. For example, the scales of the insect might consist of near-parallel 
structures, separated by air spaces, which form a series of reflecting surfaces, resulting 
in interference. Structures may also arise from differences in refractive index inside the 
cuticle of the insect. Some nanostructures are more complex creating e.g. helicoidal 
structures, that not only result in structural colors but also alters the polarization of the 
light into circular polarization [61–63]. The reflections from the colorful beetle in Fig 
2.7(a) and the bright blue butterfly in Fig. 2.10(a), are examples of structural colors 
that are not a result of simple thin film interference. They display sharp spectral features 
at the specific wavelength that are reinforced during the specular reflection in the 
nanostructure in the surface.  

The spectral content of a signal is affected by absorption by the bulk material of the 
body, often. chitin, or pigments therein. When pigments absorb certain wavelengths 
and give rise to a selection in reflected wavelengths, it is referred to as pigmentary 
colors  [61]. These pigments may be produced by the insects themselves or come from 
the food they eat. Two important types of pigments are melanins and carotenoids. 
Carotenoids absorb in the lower parts of the visible spectrum, resulting in red, yellow 
or orange reflected colors. Melanin absorbs strongly in most of the visible wavelength 
range, and thus gives rise to black or dark colors in human vision. The effect of 
melanization is thus highly relevant when the wavelength is chosen for optical 
measurements. In Fig. 2.9 two hyperspectral images are shown, one at visible (VIS) and 
near infrared (NIR) wavelengths and one at short-wave infrared (SWIR) wavelengths. 
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Two spectra from the body, one from a dark melanized part and one from a yellow part 
are shown. One spectrum from a specular reflection from the wing is also displayed. In 
the visible, the dark melanized part of the insect has very low reflectivity, while the 
reflectivity increases substantially in the SWIR, making the whole insect appear bright. 
Signals at longer wavelengths thus give higher total signals, but also a more uniform 
signal level from different parts of the insect, facilitating e.g. optical size determination.  

The fact that the degree of melanization is not the same for different groups of insect 
may complicate analysis of signals from an unknown insect. With this being said it, the 
degree of melanization could also be used for classification of insect due to this 
difference. By analyzing the ratio between signals at two different wavelengths, e.g. one 
in SWIR and one in near infrared (NIR), a measure of the melanization can be 
estimated and utilized for identification, see more in [66]. 

The spectral signal from an insect is usually not only structural colors or only 
pigmentary ones, but a combination of both. Nano-structures that reflect light are e.g. 
often combined with a layer of broad-band absorbing melanin, which absorbs the 
transmitted light. It is also possible for the structures that cause interference phenomena 
to be made up of pigments such as melanin, typically in the shape of granules [61]. The 
blue butterfly in Fig. 2.10(a) is a good example of how the colors of an insect is a 
combination of structural and pigmentary colors. In 2.10(b), a spectrum from the blue 
wing is seen. It shows a sharp spectral feature at blue wavelengths but also an increase 
in wavelength across the visible range propably due to pigment absorption at short 
wavelengths. Two images of the blue butterfly are shown in Fig. 2.10(c) and (d). The 
first image shows reflection of white light, i.e. the white light source is placed on the 
same side of the butterfly as the camera. In this configuration the butterfly’s bright blue 
structural colors are seen. In the second image (d), light transmitted through the wings 
is detcted by the camera, i.e. the light source is now placed behind the butterfly. Now, 
no blue color is seen, only the black, yellow and brown colors caused by absorption 
when the light passes through the wings. In Fig. 2.10(e) and (f), the reflected light of 
the butterfly is shown, but here a linear polarization filter is placed in front of the 
camera and the light source. Next to the butterfly, the green beetle, also seen in Fig. 
2.7, is shown. When the polarization direction of the light matches the direction of the 
filter in front of the camera, specularly reflected, co-polarized light is detected and the 
bright blue and green colors of the insects are visible. When the polarization directions 
do not match, the co-polarized light is removed, and much of the structural color 
disappears and the darker colors due to absorption are seen. The green beetle becomes 
almost black except for the yellow color which most likely is a result of pigment 
absorption. Another example, using a moth, is also shown. When the co-polarized light 
is detected the moth has a green irridescent color but when only the de-polarized light 
is detected, the moth’s dull brown pigementary colors can be seen. 
  



36 

2.2.3 Other factors 

The backscattering signals from insects are dependent on the optical and physical 
properties of the specific insect species, such as wingbeat frequency and body 
melanization, but also on the behavior and surroundings of the individual insect. 
Environmental factors, such as temperature and humidity, will e.g. affect the physical 
movements of a flying insect, resulting in a change in the oscillating part of the 
signal [60]. The optical properties of insects from the same species may differ 
depending on for instance age and sex, see e.g. [67,68]. A young individual may have 
glossier wings than an old one. Another factor that might affect the optical properties 
is the feeding status of the insect. For instance, a female mosquito that just had a blood 
meal may have different optical properties than one that did not, since the blood-filled 
body may absorb some of the light. 

Figure 2.9. (a) A hyperspectral image of a type of snipe fly in the visible wavelength range. (b) A false 
color hyperspectral image of the same insect in the SWIR wavelength range. The spectrum from a black 
and yellow spot, as well as for a specular wing reflection is shown in both wavelength ranges.  
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Figure 2.10. (a) A hyperspectral image of a bright blue butterfly. (b)The reflection spectrum from the 
butterfly has a sharp peak at blue wavelength due to structures in the surface of its wings. (c) Reflection 
and (d) transmission images of the same blue butterfly. In reflection mode, the butterfly looks blue, due 
to interference phenomena in the structure of its wings. When the transmission through the wings are 
detected, the blue structrural color is not seen, but only colors caused by pigments in the wings and the 
removal of the blue light due to reflection away from the camera. Linear polarization filters were placed in 
front of the white light source and the camera to only look at reflection of co-polarized (e) and de-polarize 
light (f). The light reflected off the blue butterfly, the green beetle, and a moth are shown. Since the blue 
(butterfly), green (beetle) and irridescent (moth) structural colors are a result of light that has kept its 
polarization, they are clearly visible for the co-polarized case but they diminish or disappear completely for 
the de-polarized case. De-polarized reflection gives diffuse colors due to absorption in the wings and body. 
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Signals from flames  

2.3.1 Flames  

Combustion commonly occurs as flames. Fundamentally, a flame consists of a flame 
front, or reaction zone, that propagates from the already combusted product gas 
towards the unburnt reactant gas. The propagation occurs through diffusion of species 
and heat. When the speed at which new reactants are added equals the velocity of the 
flame front (burning velocity) a stable flame is established, e.g. a candle. 

The properties of a flame are determined by the type of fuel and oxidizer used, how 
and when they are mixed and the properties of their flows. In a diffusion flame, such 
as a candle, the combustion occurs where the oxidizer and fuel meet, while the fuel and 
oxidizer (typically air) is mixed before combustion in a premixed flame. The flow in a 
flame may be either laminar or turbulent. A flame with a turbulent flow has a higher 
burning velocity and less static flame structures, than the same flame with a laminar 
flow. The focus here will be on premixed, laminar flames since most of the flames used 
in this work have been of this type. The main advantage of a premixed flame is that the 
mixing ratio of fuel and oxidizer, or stoichiometry, may be well defined, which means 
that the composition of the resulting products is well known. A typical conical 
premixed hydrocarbon flame on a Bunsen type burner is shown in Fig. 2.11(a). The 
blue color of the flame is a result of chemiluminescence from the reacting species in the 
flame, and this constitutes the major background emission for this type of flame. More 
information about this background is found in the top row of the table in Fig 2.11(b) 
and in the plots in Fig. 2.11(c)-(e).  

The inner part of the cone contains the cold, unburnt reactants gas (fuel and air), 
flowing out of the burner nozzle. The thin blue cone seen in the image is the hot, 
reaction zone where the combustion occurs. In between these zones is a thin zone where 
the reactants get heated before they are combusted, called the pre-heat zone. The 
combustion products are found on the outside of the flame front, in the so-called 
product zone. The temperature of the products decreases when they move away from 
the reaction zone. If the mixing ratio of fuel and oxidizer is larger than 1, i.e. all of the 
fuel cannot be consumed, it is possible to get a secondary flame front where the 
combustion products meet the oxygen in the surrounding air. 

2.3.2 Optical flame diagnostics  

Light passing through a flame interacts with the present gaseous species. The optical 
signal from each flame zone will be different since the temperature and the composition 
of species are not the same. The total backscattering signal is thus made up of several 
different components. The nature of these components will undoubtedly depend on 
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the type of flame, the properties of the incident light, and how the detection is carried 
out. Short laser pulses in combination with a time-gated camera is often used in 
combustion diagnostics as a way to suppress background signal and obtain high 
temporal resolution. The camera only detects signal during the very short, high 
intensity laser pulse, which means that the contribution from the continuous flame 
emission becomes virtually negligible. Figure 2.11 describes the backscattering signal 
from a laminar, premixed methane/air flame when a pulsed laser beam, with a 
wavelength of 355 nm, is transmitted through it. This example is meant to demonstrate 
three common signals used in laser-based combustion diagnostics. The components 
induced by the laser are described in the three last rows in the table in Fig. 2.11(b) and 
they are plotted in the temporal, spatial and spectral domains, in Fig 2.11(c)-(e), 
respectively.  

The first signal is elastic Rayleigh scattering, which is obtained from all flame zones. 
The signal in the time domain will be determined by the duration of the laser pulse. As 
seen in Eq. 2.4, the signal strength will reflect the temperature and the Rayleigh cross 
section of the present species in each flame zone. The signal is thus high in the cold 
reactant zone but decreases rapidly in the high temperature reaction zone and product 
zone, as seen in Fig. 2.11(d). 

The second type of signal is fluorescence. Due to its resonant nature, fluorescence 
can be used to identify the positions of specific species in the flame as well as their 
concentration, temperature, and lifetime. In the example in Fig. 2.11, where a laser at 
wavelength 355 nm is used, fluorescence from formaldehyde (CH2O) is attained giving 
a spectrum containing many peaks in the approximate range 390-450 nm. 
Formaldehyde is mostly present in the pre-heat zone, with a rapidly decreasing 
concentration in the reaction zone. If a laser at e.g. 281 nm were to be used also, 
fluorescence from OH would be detected. The OH concentration is high in the 
reaction zone and the product zone, resulting in a high fluorescence signal there. The 
signal then gradually decreases in the product zone. Simultaneously acquired 
formaldehyde and OH fluorescence signals can, among other things, be used to identify 
the position of the reaction zone [69,70]. Fluorescence from the radical CH is also 
often used for this purpose  [71]. In contrast to the scattering signal, which is 
instantaneous, the fluorescence signal has a lifetime resulting in the decay curve seen in 
Fig. 2.11(c).  

The final kind of signal is Raman scattering, which is utilized in combustion 
diagnostics for major species identification and for temperature measurements. Just like 
the Rayleigh scattering signal, the Raman signal from N2, CH4 and O2 is instantaneous, 
and it will be high in the cold reactants and low in the high temperature zones. In the 
example shown here, a Raman signal is obtained from the cold unburnt gas, e.g. N2, 
O2, resulting in spectral peaks below 400 nm.  

Certain fuels and/or high stoichiometry in flames result in the formation of large 
carbon-based species, such as soot. In the high temperature environment in the flame, 
soot emits Planck radiation, e.g. the yellow emission of a candle flame, increasing the 
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natural flame emission. Soot may also result in high laser-based signals, either through 
elastic scattering, or laser-induced incandescence which is emitted from soot particles 
that have been heated through absorption of laser light. More in depth information 
may be found in [72]. 

If a CW laser beam is utilized for diagnostics in a stable, laminar flame, instead of a 
pulsed laser, the signals will be continuous in the time domain. Removal of the 
background can then be done using a look-in method where the beam is modulated on 
and off in synchronization with the exposures of the detector (see more in Chap. 6-7). 

Figure 2.11. A summary of typcial optical signals from a premixed, laminar hydrocarbon flame. (a) A 
picture of a conical bunsen flame. A 10 ns laser pulse with a wavelength of 355 nm is transmitted through 
the flame (yellow arrow) resuling in several different signal components. Arrows mark from which flame 
zones each signal components originates. (b) A table summarizing the properties of the signals. The green 
signal is the flame emission or chemiluminescence and it is not a result of the impinging laser. Instead it is 
due to the chemical reaction taking place in the flame. The signal resulting from the impinging laser light 
are Rayleigh scattering (red), fluorescence (pink) and Raman scattering (blue). Descriptive plots of the 
signal components are shown in the time domain in (c), the spatial domain in (d), and in the spectral 
domain in (e). The curves in (d) show the signal from the same horizontal cross section in the burner. 
Since the width of the flame zones change with height in the Bunsen flame, the spatial scale is defined 
using the position of the flame zones and the units are thus arbitrary. 
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Chapter 3 

Scheimpflug-Lidar 

In this chapter, the theoretical background of S-Lidar is presented. The trigonometrical 
rules, on which S-Lidar is based, are described and the equations governing the attained 
range and range resolution of a S-Lidar system are presented  

Scheimpflug and hinge rules 

The Scheimpflug principle is an optical principle that defines how the focal plane of, 
e.g., a camera can be shifted by titling the lens in relation to the detector plane and
thereby achieve a large focal depth or depth of field. Jules Carpentier first described this
principle in his British patent in 1901 [73], and Theodor Scheimpflug, after whom the
principle is named, later developed the concept for use in aerial photography. In his
patent from 1904 [74,75], Scheimpflug introduced further trigonometrical constraints
which ensures a unique solution to how a lens should be titled when focusing on a
plane that is not parallel to the image plane. This constraint is referred to as the hinge
rule in this work.

The concepts of the Scheimpflug and hinge rules are illustrated in Fig. 3.1 using an 
image of the author’s dog moving along a garden path towards the camera. Photoshop 
has been used to illustrate what the image would look like if it was taken with a 
conventional camera, a pinhole camera, and a camera with a Scheimpflug objective. 
The effects are exaggerated to clarify the principles. Below each image, there is a 
schematic representation of the optical configuration, the resulting focal volume (pink 
area), and the movement of the dog during the time the image was taken. Figure 3.1(a) 
illustrates the case of a conventional camera, i.e., the front and back focal planes are 
parallel to the detector and lens planes, and it is strictly the volume in between these 
two focal planes that is in focus. Consequently, only a small part of the garden path 
leading away from the camera is in focus. The exposure time can be short, since the 
aperture on the camera is large, and the part of the dog that is inside the focal volume 



42 

is therefore not blurred due to his movement. One way to achieve a larger focal depth 
with the camera is to use a smaller aperture. If a pinhole is employed, the whole focal 
volume from the camera to infinity is in focus. This infinite focal depth is achieved at 
the expense of very low light collection efficiency and long exposure times are thus 
required, making the system subject to motion blur. This is illustrated in Fig. 3.1(b), 
where focus has been attained along the whole garden path, but the dog has been 
blurred due to his movement towards the camera. If a large aperture is employed instead 
and the lens is tilted in relation to the detector, according to the Scheimpflug principle 
and hinge rule, the plane of sharpest focus can coincide with the garden path. A large 
focal depth is thus obtained without reducing the efficiency of the light collection. This 
is illustrated in Fig. 3.1(c) where focus has been achieved along the whole garden path, 
and the moving dog does not suffer from motion blur. When the lens is tilted, the focal 
volume becomes a wedge with the plane of sharpest focus in the center. The width of 
the wedge is determined by the f-number, just like the depth of field of a conventional 
camera. Features protruding from this wedge, such as the tree tops and bushes in the 
background, will be out of focus. Due to the tilt of the lens the magnification decreases 
with increasing distance from the camera, resulting in the stretched shape of the image 
in Fig. 3.1(c). 

For focus to be achieved along a specific object plane with a Scheimpflug setup, the 
collection lens and detector have to be aligned in such a way that their planes intersect 
the object plane along the same line. This intersection is called the Scheimpflug 
intersection. When the tilt of the lens in such a setup is changed, the position of the 
Scheimpflug intersection will move along the image plane, changing the position and 
tilt of the in-focus wedge, as seen in Fig. 3.2(a). However, the Scheimpflug rule by itself 
does not ensure focus along one specific plane, since the image plane and the lens plane 
together can be rotated around the Scheimpflug intersection, as shown in Fig. 3.2(b). 
The position of the object plane is further constrained by the hinge rule, which states 
that the front focal plane and the plane parallel with the detector that intersects the 
center of the lens must intersect the object plane. This line is called the hinge 
intersection. The reason for this name is that the plane of focus will hinge around the 
hinge intersection when the focus of the camera is changed, i.e. when the distance 
between the detector and the lens planes is shifted; see Fig 3.2(c).  
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Figure 3.1. An illustration of the Schiempflug principle using three photoshoped versions of the same 
image of the author’s dog running along a garden path towards the camera. A schematic figure describing 
each case is seen below the images. The image in panel (a) represents the case of a conventional camera 
where the focal depth is limited. Panel (b) shows the same image taken with a very small aperture. A large 
focal depth has been achieved but the long exposure time required for sufficient light collection results in 
motion blur of the moving dog. The image in panel (c) represents the case where a Scheimpflug 
configuration is used. The lens is titled in relation to the detector plane and the plane of focus stretches 
away from the camera. A large focal depth is achieved while still using a large aperture, and a short exposure 
time may be used. The whole garden path can be in focus and the moving dog is not blurred. 
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Figure 3.2. (a) The change in position of the Scheimpflug intersection when the tilt of the lens is altered. 
(b) The possible rotation of the whole system around the Scheimpflug intersection if the hinge rule does
not constrain the system. (c) The rotation, or hinging, of the object plane around the hinge intersection
when the focus of the system is changed.
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 Equations of S-Lidar 

In S-Lidar, range resolution is attained by placing the transmitted laser beam along the 
in-focus object plane of the S-Lidar system. The backscattering from the beam can then 
be sharply imaged onto a detector placed along the image plane. The observed range 
(zpix) of a pixel with pixel number, m, and position (ppix) on the detector, is given by: 

𝑧௫ ൌ 𝐷 ∙
𝑏  𝑝௫ሾ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ 𝑐𝑜𝑡ሺ𝜙ሻሿ

𝑏 ∙ 𝑐𝑜𝑡ሺ𝜙ሻ  𝑝௫ሾ𝑠𝑖𝑛ሺ𝛼ሻ ∙ 𝑐𝑜𝑡ሺ𝜙ሻ  𝑐𝑜𝑠ሺ𝛼ሻሿ
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2
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The variables of Eq. 3.1-3.4 are defined in Table 3.1 and Fig. 3.3. The equations were 
derived by using the trigonometrical constraints given by the Scheimpflug and Hinge 
intersections (see Appendix A for the derivation). Equation 3.1 is the same equation as 
presented in paper V, but the variables are arranged in a different way to facilitate the 
calculation of the derivative further on.  

Table 3.1. Variables used in the range and resolution equations for S-Lidar (Eq 3.1-3.9).  
Variable Definition 

D Perpendicular distance between the laser beam and the center of the lens (baseline) 
zpix Range of pixel at position ppix 
dzpix Range resolution of pixel at position ppix 
ppix Pixel position with pixel number m 
ldet Length of detector 
lpix Pixel width or pitch 
ϕ Angle between the lens plane and the laser beam plane 
b Distance between the center of the receiving lens and the center of the detector 
α Angle between the lens plane and the detector plane (detector tilt) 
frec Focal length of receiver 
M Pixel number 

dppix Change in pixel position (Equal to lpix.) 
Xpix Factor resulting from the change in pixel position 
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Figure 3.3. A schematic figure of a S-Lidar setup. All the necessary angles and distances needed for the 
calculation of range and resolution can be seen in the figure. The relevant planes are marked with dotted 
lines, and the distances are marked with arrows. The distances and angles given for a system (of specific 
design) are marked in red while the unknown properties are marked with blue. The Scheimpflug and hinge 
intersection are shown in the lower part of the figure. The distance D (also referred to as baseline) defines 
the perpendicular distance between the laser beam and the center of the lens. The sampling angle,𝛾pix, i.e. 
the angle between the laser plane and the pixel footprint, is also marked in the figure. 

For a designed S-Lidar system, there are two unknown variables in Eq. 3.1, namely zpix 
and b. The distance b can be obtained by using the signal from a target at known 
distance, zref, which ends up in a pixel with pixel number mref. When b is known, zpix 
may be calculated for all m. For a large system (frec>>ldet) which is focused on optical 
infinity, the range may be approximated by:  

𝑧௫ ൌ 𝐷 ∙
𝑓  𝑝௫𝑠𝑖𝑛ሺ𝛼ሻ

𝑝௫ 𝑐𝑜𝑠ሺ𝛼ሻ
, ሺ3.5ሻ 

where: 

𝑝௫ ൌ 𝑙ௗ௧ െ 𝑚𝑙௫ ሺ3.6ሻ 

Equations 3.1-3.4 show that the theoretical range resolution of S-Lidar is constrained 
by the angles at which the pixels are observing the laser beam (govern by the 
Scheimpflug/hinge conditions) and by the width of the pixels. Due to the nature of the 
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triangulation used to obtain range information, i.e. an angle represents a specific range, 
the range scale of S-Lidar is non-linear. The pixels monitoring far ranges observe a more 
extended volume than the pixels monitoring near ranges. To illustrate the non-linearity 
of a S-Lidar system, an object, in this case a flame, was translated with constant speed 
towards the system. Figure 3.4 shows a time-range maps containing the fluorescence 
signal from the flame. In Fig. 3.4(a), where the non-range calibrated data is displayed, 
the non-linearity of the Scheimpflug setup cause the path of the moving flame to 
become an arc in the time-range map. The signal from the flame also takes up fewer 
pixels at far ranges than at short ranges due to the different resolution. Figure 3.4(b) 
shows the data after range calibration. The movement of the signal in time and range 
is now a straight line, making the constant speed of the flame clear. The width of the 
flame is also the same across the whole range. 

The theoretical range resolutions dependence on range can be determined by taking 
the pixel position derivative of the range (Equation 3.1), dzpix/dppix. This is described 
further in Appendix A. The resulting range resolution is: 

𝑑𝑧௫ ൌ
𝑧௫

ଶ bcos ሺ𝛼ሻሾ1  cotଶሺ𝜙ሻሿ

𝐷ଶ ቂ𝑏  𝑝௫ሾ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ cotሺ𝜙ሻሿቃ
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where C is a range independent constant and:  
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ଶ

. ሺ3.9ሻ 

The property dppix would in this case be equal to the pixel pitch lpix. The resolution is 
dependent on the square of the range, divided by a factor resulting from the position 
of the pixels along the detector. In cases where b>>ppix (or frec>>ldet), Xpix is approximately 
constant for all pixels, resulting in dzpix being directly proportional to the square of zpix 
Figure 3.5(a) shows an example of an analytical range for a small S-Lidar system 
(measuring over meters) using a detector with 2048 pixels. Figure 3.5(b) displays the 
corresponding resolution. The resolution as a function of range instead of pixels is 
shown in Fig. 3.5(c), exhibiting a z2 behavior.  
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Figure 3.4. (a) Non-calibrated data from a target moving towards the S-Lidar system illustrating the non-
linearity of the range scale. (b) The same data after range calibration showing the constant speed of the 
target.  

Figure 3.5. a) Example of an analytical range curve as a function of pixel number for a short range system 
(frec=0.2 m). b) The corresponding resolution curve. c) Resolution as a function of range. 

Equations 3.1 and 3.7 describe what properties of an S-Lidar system that may be 
changed to adjust the covered range interval, and the attained range resolution. In the 
design phase, where the optics and detector configuration are chosen (the properties frec, 
𝛼, ldet, and lpix), the possible range intervals and corresponding resolution is determined. 
A longer detector enables a larger range interval, while a smaller pixel size, or pitch, 
results in higher resolution. The choice of focal length affects both the attained range 
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interval and resolution. A long focal length gives higher resolution, but the size of the 
system increases too, i.e. the baseline, D, have to be larger. The near-range limit of the 
system is also increased. This can be seen in Fig 3.6(a), which displays the resolution as 
a function of range for the same system as in Fig. 3.5 but with different frec. The focus 
of each system was chosen in such a way that the maximum range was the same (~8.4 
m). The legend displays the resulting D and ϕ for each configuration. 

The tilt of the detector, 𝛼, is another factor that changes the properties of the system. 
Increasing 𝛼, while keeping frec constant will give a smaller system (reduced D), but the 
resolution will decrease, see Fig. 3.6(b). Figure 3.7 displays plots corresponding to those 
in Fig. 3.6 for a larger S-Lidar system monitoring up to 2500 m. The far-range systems 
where focused on optical infinity (not seen in figure).  

The static properties need to be chosen according to the purpose of the system in 
question, e.g. a system meant to monitor over hundreds or thousands of meters should 
have a larger frec than a system monitoring over tens of meters. If a small system is needed 
due to limited optical access for example, then a shorter frec or larger 𝛼, may be chosen, 
at the expense of range resolution. The selection of frec and 𝛼 for different systems will 
be discussed further in chapter 6 and 7. 

For a completed system, the monitored range interval may be adjusted by changing, 
the angle of the system in relation to the laser beam, ϕ, and adjusting the focus (distance 
b) and baseline accordingly. When the observed range interval is changed, the 
resolution of the system at a specific range will also be altered. For the larger systems 
used in this work, which are focused on optical infinity, the baseline is often 
permanently set according to Eq 3.5, since the small change in D when the focus is 
changed is negligible.  

 

Figure 3.6. (a) Resolution as a function of range for different frec used in a small S-Lidar system. The 
maximum range was set to 8.4 m for all configurations.(b) Resolution as a function of range for different 
tilt of the detector with constant frec (0.2 m). The angle of the system in relation to the laser, ϕ, is diplayed 
for each curve. 
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Figure 3.7. (a) Resolution as a function of range for different frec used in a larger S-Lidar system. The 
system is focused on infinity (not seen in plot) and the maximum range shown is 2500 m for all 
configurations. (b) Resolution as a function of range for different tilt of the detector with constant frec (1.2 
m). The angle of the system in relation to the laser, ϕ, is diplayed for each curve.  
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Chapter 4  
 
Lidar signals 

In this chapter, the established equation, describing the signal from a conventional ToF 
Lidar is presented, followed by a description of how this equation relates to S-Lidar. 
Finally, the way the width and shape of the beam affect the signal is discussed. 

 Conventional Lidar equation 

The Lidar equation is a well-established equation describing the properties of a ToF-
Lidar signal. In this section, an overview of the important terms in the equation is 
presented. The equation described here will only take scattering into account, and not 
describe e.g. fluorescence. The interested reader may find a more in-depth description 
of the conventional Lidar equation in e.g. [3,5]. 

The properties of a signal detected by a pulsed Lidar system are determined by the 
pulse duration and power of the transmitted laser pulse at wavelength, λT, the 
geometrical overlap volume of the laser beam and collection optics, the extinction and 
scattering properties of the species present in this overlap at λT, and scattered 
wavelength, λS. The efficiency of the collection system, the noise and background signal 
also affect the signal. The detected Lidar signal as a function of distance, z, is described 
by the Lidar equation. The Lidar equation for a system based on a ToF approach can 
be seen Fig 4.1. Each part of the equation is described in more detail below. Two 
assumptions are made in the derivation of this equation. Firstly, the scattering processes 
are assumed to be independent, i.e. the scattered radiation from many particles has no 
phase relation, and the total scattered intensity is the sum of all individual intensities. 
Secondly, we assume that multiple scattering is negligible, and each photon is thus only 
scattered once.  
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Figure 4.1. The Lidar equation with labels describing the different terms. Here the signal will be described 
in terms of photon count.  

At a specific time, t, the detector receives a signal from distance, z = ct/2, where c is the 
speed of light. For a light pulse with duration, τ, the backscattered front part of the 
pulse will meet the trailing edge of the pulse when it has propagated a distance:  

∆𝑧 ൌ
𝑐𝜏

2
.  ሺ4.1ሻ 

Δz is thus the effective pulse length and the system will receive signal from the whole 
geometrical distance Δz simultaneously. Consequently, Δz defines the spatial resolution 
of a Lidar system, as long as the detector is fast enough to resolve τ. While the laser 
pulse travels through the probe volume it will be absorbed and scattered by molecules 
and particles and its intensity will thus decrease. The transmission, T, of the transmitted 
wavelength, λT, and scattered wavelength, λS, is given by an integrated version of Beer-
Lambert’s law: 

𝑇ሺ𝜆𝑆, 𝜆𝑇, 𝑧ሻ ൌ 𝑒𝑥𝑝 ቆെ න 𝛼𝑒𝑥𝑡ሺ𝜆𝑇, 𝑥ሻ𝑑𝑥
𝑧

0

െ න 𝛼𝑒𝑥𝑡ሺ𝜆𝑆, 𝑥ሻ𝑑𝑥
𝑧

0

ቇ , ሺ4.2ሻ 

where 𝛼ext is the extinction coefficient. The extinction coefficient at wavelength, λ, and 
distance, z, for species, i, is the product of the extinction cross section 𝜎i,ext  and the 
number density, ni. The total extinction coefficient is the sum of the extinction 
coefficients of all species in the probe volume:  

𝛼𝑒𝑥𝑡ሺ𝜆, 𝑧ሻ ൌ  𝜎𝑖,𝑒𝑥𝑡ሺ𝜆ሻ𝑛𝑖ሺ𝑧ሻ
𝑖

. ሺ4.3ሻ 
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The volume scattering coefficient defines the probability that laser light is scattered into 
λS per unit distance travelled. The volume scattering coefficient of a species, i, is given 
by the product of the full-solid angle scattering cross section, σi,S, the number density, 
ni, and the probability, pi, of the scattered photons to have wavelength, λS. The total 
scattering coefficient, 𝛽 is the sum of the coefficients of the species contained in the 
probe volume: 

𝛽ሺ𝜆𝑆, 𝜆𝑇, 𝑧ሻ ൌ  𝜎𝑖,𝑆ሺ𝜆𝑇ሻ𝑛𝑖ሺ𝑧ሻ
𝑖

𝑝𝑖
ሺ𝜆𝑆ሻ. ሺ4.4ሻ 

𝛽 gives the probability for light to be scattered in any direction per unit distance, but 
the Lidar signal only consists of light which has been backscattered into the solid angle 
subtended by the aperture of the receiving optics, 

𝛺𝑐 ൎ
𝐴𝑐
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𝑧2 , ሺ4.5ሻ 

where AC is the area of the collection optics. To relate 𝛽 to ΩC, the expression should 
be divided by 4π. Equations. 4.2, 4.3, 4.4, and 4.5 can be combined with the number 
of transmitted photons, NT, to express the number of photons collected by the 
collection optics, NC, per scattering length unit: 

𝑁𝐶ሺ𝜆𝑆, 𝜆𝑇, 𝑧ሻ ൌ 𝑁𝑇 ∙
𝛽ሺ𝜆𝑆, 𝜆𝑇, 𝑧ሻ

4𝜋
∙ 𝛺𝑐 ∙ ∆𝑧 ∙ 𝑇ሺ𝜆𝑆, 𝜆𝑇, 𝑧ሻ. ሺ4.6ሻ 

To obtain the number of photons that actually reaches the detector, Nsig, the signal has 
to be multiplied by the system efficiency. The system efficiency consists of two terms. 
The first is the losses due to the hardware in the system such as mirrors, lenses and 
filters, called the hardware optical efficiency, η. The second term is the geometrical 
overlap function O(z) which describes the overlap of the laser beam and the FoV of the 
receiver optics as a function of distance. Incomplete overlap, i.e. O(z)<1 occurs in the 
beginning of the range, where part of the beam may be obscured from the receiver 
optics. The overlap between the FoV and the laser beam may also have an offset due to 
a biaxial configuration of the laser beam and the detection system. The overlap function 
can be estimated using both theoretical and experimental methods. Analytical overlap 
functions require very detailed knowledge of the system parameters and experimental 
conditions to make them accurate enough. The most straight forward way to 
experimentally determine the overlap function is to extract it from measurements 
carried out in a clear atmosphere with homogeneous conditions. However, for e.g. 
vertical atmospheric system this homogeneous assumption does not hold. Experimental 
methods that overcome this problem use some kind of a reference signal. For Lidars 
equipped with a Raman channel, the elastic signal may be divided by the molecular N2 
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or O2 Raman signal to obtain the overlap [76]. Other methods compare the signal with 
data from a ceilometer  [77] or are based on comparing signal from different elevation 
angles [78]. Although the existence of incomplete overlap can cause problems, it may 
also be used to suppress the difference in signal strength due to the 1/z2 dependence, 
and thus decrease the dynamic range of the signal [5]. 

Finally, the photon count will contain a contribution from noise and background, 
NB. Examples are detector noise, background noise, shot noise etc. The final Lidar 
equation is:  

𝑁௦ሺ𝜆ௌ, 𝜆், 𝑧ሻ ൌ 𝑁் ∙
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Lidar equation for S-Lidar 

Although the exact nature of system efficiency and geometry might be different in S-
Lidar, most of the terms in the Lidar equation can be treated in a similar way as in ToF- 
Lidar. The range resolution term is the main difference between the techniques. Range 
resolution in ToF-Lidar is constant across range, while it changes in S-Lidar. The 
previously introduced Eq. 3.7 shows that the range resolution of S-Lidar is proportional 
to the square of the range divided by a factor Xpix. This factor is dependent on the 
position of the pixels on the detector, ppix. When the analytical expression for range 
resolution have been substituted into the Lidar equation (Eq. 4.7), the S-Lidar equation 
is obtained: 

𝑁௦൫𝜆ௌ, 𝜆், 𝑧௫൯ ൌ 𝑁் ∙ 𝛽൫𝜆ௌ, 𝜆், 𝑧௫൯ ∙ 𝑇൫𝜆ௌ, 𝜆், 𝑧௫൯ ∙
𝐶

𝑋௫
∙ 𝑂൫𝑧௫൯   𝑁ሺ𝑧௫ሻ ሺ4.8ሻ

C is a system function which includes AC and 𝜂 (assumed to be constant for all pixels). 
The main consequence of this substitution is that the analytical signal loses its 1/z2 
dependence. To put it another way, the fact that less light reaches the detector from far 
ranges is compensated for by the increase of monitoring volume with increasing range. 
This concept is illustrated in Fig. 4.2, which displays simple calculated Lidar signal for 
one of the typical S-Lidar setups used in this work (red) and for a ToF-Lidar (blue). 
These normalized curve are meant to be illustrative of the difference in signal strength 
over range. They are simulated assuming signal from a homogenously distributed gas 
across the whole range, i.e. the number density is assumed to be constant, leading to 
constant scattering and extinction coefficients. Complete overlap is also assumed, i.e. 
O(z) = 1, and NB is set to zero. The resolution for the ToF signal is set to 1 m. Despite 
the small change in signal strength across the range (~3%), it is clear from the figure 
that the S-Lidar does not have a 1/z2 dependence and may be considered flat, especially 
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in comparison to the fast decaying ToF-signal. This points to an advantage of the non-
linear range scale of S-Lidar, which may otherwise be considered a drawback, namely 
the fact that it delivers signals with a small dynamic range. It is important to point out 
that although the signal intensity in each pixel is approximately the same in S-Lidar, 
less signal is still collected from far distances than from short; see clarification in Fig. 
4.3. 

 

Figure 4.2. (a) Simulated Lidar signals for a S-Lidar setup (red) and a ToF setup (blue). Both curves are 
normalized.The S-Lidar curve is almost flat across the range while the ToF curve is very high at short 
ranges and low at far ranges.(b) Closer view of the S-Lidar signal. 

 

Figure 4.3. Two identical homogenous objects (marked by the black arrows) are placed at different ranges, 
z1 and zN. The collected signal from the whole object at range zN will be less than the signal collected from 
range z1, accordig to 1/z2 dependence of backscattering. This may be seen in the histogram in the lower 
part of the figure. The total grey area is larger at the short range than at the far range. However, the signal 
collected by an individual pixel, (marked red in histogram) are approximately the same at the two ranges 
due to the non-linear range scale of the S-Lidar (dz∝z2). The larger range interval of pixel zN means that it 
collects all the signal from the object while pixel z1 only collects part of it. This gives a flat signal across 
pixels.  
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The small change in S-Lidar signal seen in Fig. 4.2 is caused by the range dependence, 
or more accurately the pixel position dependence, of the factor Xpix in Eq 4.8. In cases 
where ppix«b (ldet«f), the factor Xpix is approximately constant for all pixel positions 
resulting in a signal whose shape across range can only be affected by the scattering 
coefficient, 𝛽(z), the transmission, T(z), and the overlap function, O(z). The effect of 
constant extinction across the range is indeed seen as a small dip in signal at far ranges 
for the S-Lidar signal in Fig. 4.2(b). 

4.2.1 Shape and width of the beam  

This far, the width of the laser beam has not been taken into account when discussing 
the signal and resolution of S-Lidar. For an infinitely narrow beam the resolution, dz, 
of S-Lidar is only constrained by the trigonometrical principles of the Scheimpflug and 
hinge intersections (assuming high image quality of the receiver optics), and Eq. 3.1-
3.9 hold true. For a beam with a finite width, the footprint of a pixel will overlap in 
range with the footprints of adjacent pixels. The range resolution will thus degrade 
substantially compared to dz (see Fig. 4.4). This is comparable to how temporal 
properties such as bandwidth and detector rise time limit the range resolution in ToF 
Lidar (see more in Appendix B). The decrease in resolution of S-Lidar will be 
determined by the sampling angle 𝛾, i.e. the angle between the laser plane and the pixel 
footprint, and the width of the beam, w(z). The distance over which the full width of 
a pixel footprint samples the beam is here called the effective range resolution, dzeff. For 
a collimated beam it can be approximated with (if dz«dzeff):  
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where D is the baseline defined in Fig. 3.3  [12]. The effective range resolution is thus 
proportional to the width of the beam, indicating the importance of beam shape when 
designing a S-Lidar system.  

Although the range dependence of the resolution changes when the laser beam has a 
finite width, the S-Lidar equation (Eq. 4.8) still holds true, assuming a collimated beam 
and a uniform distribution of light intensity along the width of the beam. The reason 
for this is that the area sample by a pixel along dzfull (the pink area in Fig. 4.4(a)) is 
equivalent to the area sampled along dz if the beam was fully sampled across its whole 
width (the green area in Fig. 4.4(a)). The pixel will detect the same signal intensity as 
it would if it only observed signal in the range interval dz. The Lidar signal will thus 
not change shape. This does not hold true if the beam is not collimated (see Fig. 4.4(b)), 
since the distance (dzeq) needed to generate an equivalent sampling area as the one 
sampled along dzfull is not equal to dz anymore. The Lidar curve would in this case be 
distorted but could in principle but be corrected with a factor dz/dzeq. However, this is 
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difficult to achieve in practice since dzeq is hard to determine. More details on this may 
be found in [12]. 

 

Figure 4.4. Schematic illustration of how the width of the beam affects the range resolution. The pixel 
footprint collects signal from a larger range interval compared to the case with an infinitely narrow beam 
(dark blue line). (a) The case with a collimated beam where dz = dzeq. (b) The case with a non-collimated 
beam, where. dz ്dzeq. 

4.2.2 Raytracing 

Equation 4.9 is a rather simplified view of the effect of the beam width on the 
resolution, where e.g. the geometrical overlap between adjacent pixel footprints, the 
possible divergence or convergence of the beam, and the intensity profile across the 
beam are not taken into account. A ray tracing program that takes these considerations 
into account has been developed. The program is presented more thoroughly in paper 
III. In this program a 3D beam with a Gaussian cross section is created and divided 
into volumes cubes, or voxels, represented by dots in Fig. 4.5. The full width half max, 
(FWHM) of the beam cross section is set to half of the transmitter aperture. The overlap 
between the sampling angles of the pixels (𝛾) and the volume cubes is used to attain a 
sensitivity profile over range, illustrated in the lower part of Fig 4.5. The histogram 
shows the number of cubes at each range overlapped by the pixel footprint. This 
corresponds to the range sensitivity curve of the pixel and the FWHM of this 
distribution gives the range uncertainty, Δz. The cubes at the edge of the beam are 
weighted less than those in the center according to the Gaussian beam profile. Due to 
potential beating between the discretized pixels and volume cubes, random noise must 
be added to the spatial coordinates of the volume cubes.  
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Figure 4.5. An illustration of the principles of the Scheimpflug Lidar raytracing program, which among 
other things calculates range for beams of different widths and shapes. The laser beam (blue area) is divided 
into discrete volume cubes represented by dots. The observed volumes of two adjecent pixels (m and m+1) 
are shown as a green and red area. Their out-of-focus overlap inside the beam is marked with yellow. The 
plots in the lower part of the figure show the number of volume cubes each pixel footprint overlap at each 
range. The FWHM of this distribution defines the resolution for the corresponding pixel and its area 
corresponds to it signal strength. If the laser beam was infinitely narrow, represented here by the dark blue 
center line, the two pixel footprints do not overlap in range inside the laser beam, as shown by the red and 
green shaded boxes in the lower plot. The spread of the signal in range, for this case, is only determined 
by the Scheimpflug principle and hinge rule, as well as by the image quality of the reciever.  

Figure 4.6 displays the resolution of simulated S-Lidar signals for different transmitter 
aperture sizes and therefore also different shapes of the beam. In this case the focal 
length of the transmitter is changed with the aperture so all the cases have a f-number 
of 5. The focus of the beam is placed at the termination where the size of the beam in 
the y-direction is diffraction limited (see more about this in Chapter 6). This example 
illustrates how the degradation of the range resolution with increasing range may be 
compensated for by shape of the beam. A small transmitter aperture (yellow curve) will 
result in a narrow beam at short ranges but a large beam size at far ranges, exasperating 
the problem of resolution degradation with range. A large aperture on the other hand, 
will result in a wide beam at short ranges, degrading the resolution there, but a sharp 
focus at far ranges giving a higher resolution. For the case shown by the blue curve in 
Fig. 4.6, the resolution is in fact higher at far ranges than at short ranges. Finally, the 
red curve displays a case where the beam shape is approximately compensating for the 
degradation of resolution due to the trigonometrical constraint. The resolution then 
degrades almost linearly with range.  
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Figure 4.6. Simulated resolution curves from a Scheimpflug system with different beam size. The size of 
the transmitter aperture is not the same for the different curves, resulting in an altered beam shape which,in 
turn, leads to a difference in resolution. The resolution curves for a infinitely narrow beam for the same 
system (frec=1.2)  are shown in Fig. 3.7. 

4.2.2.1 Geometrical overlap 
The full height of the beam may not fit within the pixel footprints at short ranges. This 
incomplete overlap result in only part of the beam being imaged onto the detector. The 
nature of the overlap depends on the aperture size of the expander (transmitter) 
telescope, dexp, and how the divergence of the beam matches the divergence of the FoV. 
The divergence of the of the FoV is determined by the height of the pixels hpix, and the 
focal length of the receiver telescope, frec, while the divergence of the beam is determined 
by the width of the LD chip, lLD, and the focal length of the expander telescope, fexp. 
Figure 4.7 shows four illustrative examples where different combinations of fexp and dexp 
are used in a system with a fixed lLD , hpix, and frec. If the expander aperture is large, and 
the beam divergence is larger than the divergence of the FoV, complete overlap is never 
achieved. For a S-Lidar system focused on infinity, with a beam divergence less than 
the divergence of the FoV, the range at which complete geometrical overlap occurs is 
approximately given by:  

𝑧 ൌ
𝑑௫

ℎ௫

𝑓
 െ

𝑙
𝑓௫


𝑑௫
𝑧௧

. ሺ4.10ሻ
 



60 

Here zterm is the termination range. The expression is obtained by using the thin lens 
formula to estimate the size of the pixel footprint (FoV) and the laser beam at each 
range.  

As discussed briefly in section 4.1, to extract the full overlap function is a rather 
complex problem. For most practical applications in this thesis work it has been 
possible to use the atmospheric echo from the clear atmosphere to calibrate the signal. 
Most of the measurements, both in the field and in the lab have been carried out using 
horizontal laser transect. 

Figure 4.7. An illustration of geometrical overlap between the laser beam and the FoV. The upper part 
of the figure shows two cases where the beam divergence is less than the divergence of the FoV, while the 
opposite is true for the cases in the lower part.  
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Chapter 5  
 
Experimental equipment 

 Lasers  

Lasers are devices which emit light though optical amplification of stimulated emission. 
Population inversion is created in a gain medium through pumping, and an optical 
resonator placed around the medium creates phase matched optical feedback. The light 
emitted by a laser is thus spatially and temporally coherent, often monochromatic and 
has a high photon flux. The properties of the light, such as wavelength, spectral band 
width, pulse duration and divergence can often be customized for the specific 
application. This makes the laser an invaluable optical tool in many research fields and 
practical areas, including remote sensing. 

There are many different types of lasers, with widely varying size, output power and 
wavelength. The type of laser utilized in this thesis work is mainly CW laser diodes, 
but a pulsed Nd:YAG (neodymium-doped yttrium aluminum garnet) laser has also 
been used. The principles of both types of lasers are described in this section, the 
Nd:YAG laser somewhat briefly, while the LD and its properties is described in more 
detail. More detailed descriptions of lasers may be found in e.g. [57,79,80]  

5.1.1 Nd:YAG lasers  

Nowadays, the Nd:YAG laser is a very common type of laser, since its properties make 
it favorable for short pulse, high power lasing, and thereby, laser diagnostics requiring 
high time resolution and high pulse energies. The active medium in an Nd:YAG laser, 
is trivalent neodymium ions, Nd3+, housed in a Yttrium Aluminum garnet crystalline 
host material (Y3Al5O12). It is a four-level laser pumped by e.g. flash lamps. Pulsed 
Nd:YAG lasers often use Q-switching, where an optical switch in the laser cavity allows 
the population inversion to reach it maximum before light is emitted. The most 
commonly used lasing transition gives radiation with a wavelength of 1064 nm. This 
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light can then be frequency doubled, tripled or quadrupled with non-linear crystals to 
obtain the second (532 nm), third (355 nm) and fourth harmonic (266 nm). The laser 
used in this work was a pulsed Nd:YAG (Quantel, Brilliant b) with a repetition rate of 
10 Hz and a pulse length of 5 ns. The wavelength utilized was 355 nm, i.e. the 2nd and 
3rd harmonic generators were thus employed. The laser pulse energy of the laser was 
roughly 60 mJ at 355 nm.  

5.1.2 Laser diodes 

The design of a LD is often more simple, robust and compact than high-power pulsed 
laser systems. In the last decade, the efficiency of LDs has increased significantly, 
resulting in output powers of several Watts from devices smaller than a centimeter. 
These small devices may be mass produced, which means that they are less expensive 
than many other high power laser sources. 
A LD is a semiconductor laser in which gain is achieved by placing a forward bias 
voltage on a heavily-doped p-n junction, see Fig. 5.1(a). Electrons from the n-type side 
will recombine with holes from the p-type side at the active region of the p-n junction. 
In terms of energy, this process corresponds to electrons in a conduction energy band 
decreasing their energy down to a valence band and emitting light, as shown in Fig. 
5.1(b). The wavelength of the emitted light depends on the bandgap of the 
semiconductor material in question, i.e. the energy difference between its conduction 
and valence band. Materials used for laser diodes have direct bandgaps, meaning that 
direct radiative transitions are allowed. Laser diodes emitting blue light often use GaN 
(galium nitride) or GaAs (gallium arsenide). Figure 5.1 shows the simplest and very 
inefficient version of a LD, where only p-doped and n-doped material are sandwiched 
together. Modern LDs use a double heterostructure, (p-i-n structure), where a thin 
layer of a semiconductor material with a narrow bandgap is sandwiched between the p-
type and n-type layers. This results in a very thin active region, where electron-hole 
pairs exist simultaneously and contribute to the amplification. This layer acts as a 
waveguide for the light. Most LDs are emitted parallel to the laser resonator (edge 
emitting), as shown in the Fig. 5.1, but there are also types where the laser light is 
emitted perpendicular to the crystal layers (surface emitting). 

The recombination process in a diode may happen spontaneously, resulting in a light 
emitting diode (LED), or, as in the case of the LD, be stimulated by incident photons, 
creating optical amplification. Through optical feedback, often implemented by 
cleaving the semiconductor crystal along its planes and using the cleaved surfaces as 
reflectors, a laser resonator is established. For lasing to occur, the current injected into 
the LD has to be high enough to achieve a gain that is larger than the losses. This means 
that below a certain threshold current, Ith, a LD functions like a LED emitting small 
amounts of spontaneous emission which is spectrally broad and have high divergence. 
This concept is illustrated in Fig. 5.2(a). The threshold current of a LD is shifted when 
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the temperature is changed due to a change in the gain, as can be seen in Fig. 5.2(b). 
The threshold current is described by: 

𝐼௧ ൌ 𝐼 exp ൬
𝑇
𝑇

൰ ሺ5.1ሻ 

where I0 and T0 are constant for a specific diode.  

 

Figure 5.1. (a) Schematic of a simple forward bias p-n junction used in a LD, where electrons and holes 
recombine in the active region. (b) The corresponding energy diagram showing the recombination across 
the bandgap, Eg.  

 

Figure 5.2. Power-current characteristics for a LD. (a) A certain threshold current must be reached before 
the LD starts lasing. Before the threshold current is reached the LD emits spontaneous emission like a 
LED. The light is then incoherent and spectrally broad. (b) The position and slope of the curve will change 
depending on the temperature of the LD. Increasing temperature will move the curve towards higher 
currents. 
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Figure 5.3 shows the current-voltage characteristics of a 405 nm LD for different 
temperatures. In an LD, substantial current only flows above a critical voltage, U0, a 
property which is related to the bandgap and temperature of the semiconductor 
material. With increasing temperature, the bandgap decreases and therefore also U0, 
resulting in a shift of the curve towards lower U. Higher temperature also means higher 
conduction, resulting in a steeper slope of the curve. This is the reason why LDs should 
not be operated with a constant voltage source, since this may lead to a run-away effect 
with increasing temperatures and currents. Figure 5.3 shows that the same voltage 
results in different currents for different temperatures. 

The output power, P, is described by: 

𝑃 ൌ  𝜂ሺ𝐼 െ 𝐼௧ሻ𝑈 → 𝜂𝜂ሺ𝐼 െ 𝐼௧ሻ ∙
ℎ𝑐
𝜆𝑒

, ሺ5.2ሻ 

where 𝜂 is the total quantum efficiency, 𝜂in is the internal quantum efficiency and 𝜂em 
is the emission efficiency of the LD, h is Planck’s constant, c is the speed of light, λ is 
the emitted wavelength, ILD is the operating current, and e is the elementary charge. A 
higher quantum efficiency will result in a steeper slope of the U-I curve which means 
less heat losses. 

Figure 5.3. Current-voltage characteristics of a typical LD at different temperatures. When the voltage is 
kept constant the current can change drastically with temperature. The currents at 4V at two different 
temperatures are marked in the figure, illustrating why you should not run a laser diode on a constant 
voltage source.  
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There are two parameters that cause the emission wavelength of an LD to change, 
namely temperature and injection current. A change in temperature shifts the 
wavelength since it changes the bandgap of the semiconductor material. How large this 
wavelength shift is, depends on the wavelength of the LD. The shift is larger for long 
wavelengths than for short, but it is usually of an order of magnitude of one or a couple 
of tenths of nm per Kelvin. An alternative way to tune the wavelength is by changing 
the driving current of the LD, since this will change the refractive index of the 
semiconductor material in the junction. The effective length of the resonator will thus 
change, resulting in a shift in wavelength. The change in current will also lead to a 
change in temperature, which will enhance this effect even further.  

Most of the diode lasers utilized in this thesis work, such as those reported in paper 
I-V, are simple multimode lasers with a bandwidth on the scale of nm. The emission 
wavelengths of these LDs are 405, 445, and 808 nm, with an output power in CW 
operation of 0.5-5 W. The sizes of the laser chips are either 1x100 μm (NIR) or 1x20 
μm (blue).  

The diode lasers utilized in the work presented in paper VI are external cavity diode 
lasers (ECDL) which are tunable, single-mode lasers [81]. In ECDLs, the laser diode is 
aligned with a diffraction grating in such a way that the 0th order diffracted light 
becomes the output beam and the first order diffracted light is reflected back into the 
laser cavity where it will dominate the feedback mechanics, forcing emission at only 
one longitudinal mode. The generated wavelength will thus not be governed by the 
bandwidth of the LD but by the grating. The wavelength can be tuned by tilting the 
grating using piezo actuators. The emission wavelengths of these tunable lasers are 
around 410 nm and 451 nm and their linewidth is less than 1 MHz (~1 fm at a 
wavelength of 450 nm). The output power is approximately 5 mW. 

 Detectors  

Two types of optical detectors, both semiconductor based, have been utilized in this 
work, namely CCD (Charge Coupled Devices) and CMOS (Complementary Metal 
Oxide Semiconductors) detectors. Both types of detectors consist of arrays of pixels 
which converts light into electrons through the photoelectric effect, which in turn are 
converted into an electrical signal. The main difference between the two detector types 
is how the charge in each pixel is converted into voltage. The charge collected in each 
pixel on a CCD chip is shifted along the pixel rows to the edge of the chip where it is 
amplified and converted into voltage [42]. In contrast, each pixel on a CMOS chip has 
its own charge-to-voltage conversion, and amplification. CMOS detectors often 
provide a faster readout than CCD detectors, but their image uniformity is lower. 

Line-array detectors have been used in most of the S-Lidar applications in this work. 
A line-array detector can provide a large chip on which the beam can be imaged, 
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covering an extended range interval in S-Lidar applications, and still allow high 
sampling rate. The high sampling rate is necessary to provide high temporal resolution. 
The line array camera utilized in most of the work presented in the papers is of CMOS 
type and has a maximum sampling rate of 4 kHz. The data presented in Paper I, were 
acquired using a CCD line array camera. More information about the cameras is given 
in Table 5.1. 

For some of the measurements carried out in flames, e.g. those discussed in Paper VI, 
a 2D intensified CCD (ICCD) camera was utilized. An ICCD camera has an image 
intensifier mounted in front of the CCD chip. It amplifies the collected light before it 
impinges on the CCD chip. The light is converted into electrons when it strikes a 
photocathode. The electrons are then accelerated towards a higher-voltage 
microchannel plate (MCP), where they cause multiple electrons to be released. These 
multiplied electrons are then converted back into light when they hit a phosphor screen. 
Besides amplification, the image intensifier also enables very fast time gating by 
controlling the voltage across the MCP. The details of the ICCD camera utilized may 
be found in Table 5.1.  

Burners 

Two types of burners have been utilized in the measurements reported in this thesis. 
The first type of burner is a standard-type Bunsen burner. This burner consists of a 
simple pipe through which the fuel/oxidizer mix flows. The resulting flame has a 
conical shape, as shown previously in Fig. 2.11. A horizontal laser beam transmitted 
through the flame will thus cross all the different flame zones twice.  
The second type of burner is a porous-plug burner. It is made of a sintered metal plug 
through which the fuel and oxidizer flows. It is one of the most commonly used burners 
in basic combustion research since it delivers a stable, well-defined, one dimensional 
flame. In contrast to the Bunsen burner, the progression of this type of flat flame only 
depends on the height above the burner (HAB) surface, resulting in the same flame 
environment, i.e. temperature and species concentrations, across the whole flame at a 
specific height.  
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Table 5.1. Detector details. 

Manufacturer 
Synertronic 

Design 
Princeton 

Instruments 
DALSA 
Teledyne 

Model Glas-Z PI-MAX 4 Spyder3

Sensor type CMOS ICCD CCD

Chip elements(pixels) 1x2048 1024x1024 2x2048

Pixel size  (μm) 200x14 13x13 14x14

Spectral sensitivity (nm) 280-1000 350-950 280-1000

Max readout rate (Hz) 4000 7.7* 18000

Dynamic resolution  6-bit 16-bit 12-bit

*Refers to a configuration using all pixels and no binning.
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Chapter 6  
 
Aerial fauna monitoring 

The larger Lidar systems described in this thesis have typically been used for 
measurements from around 30 m to between 0.5-2 km. The measurements have mainly 
been focused on monitoring flying insects but other aerial fauna, such as bats, have also 
been reported on. In this section the S-Lidar system is described, including some 
experimental considerations. The different field campaigns aimed at aerial fauna 
monitoring, carried out during this work are briefly described, and typical data are 
presented. The method used for data analysis is described and examples of the final data 
product are shown.  

 Instrumentation and design considerations 

Figure 6.1 displays a typical S-Lidar system utilized for aerial fauna monitoring. The 
whole setup is placed along an aluminum bar, mounted on an equatorial mount. The 
output from either one or two LDs has been used during this work. A system with two 
lasers is described here. If e.g. spectroscopic or polarimetric information is desired, the 
two lasers may have different wavelengths or different polarizations, respectively. The 
output beams from the laser diodes are overlapped using a beam splitter cube, after 
which they are expanded and transmitted into the atmosphere by a refractor telescope 
(typically dexp ~0.10 m, fexp=0.5 m). A Johnson counter is used to alternately trigger the 
different laser drivers in synchronization with the camera exposures. Every third 
exposure will not trigger any laser, yielding a background signal, and enabling online 
background subtraction. This is described in more detail in [12]. The backscattering 
from the beam is collected by a Newton telescope. (typically frec = 0.8 or 1.2 m), and 
detected by a CMOS line-array detector, placed in Scheimpflug configuration with the 
laser beam. The system is focused in such a way that the pixels observing the ranges 
farthest away are focused on optical infinity. A bandpass filter, with a FWHM of ~3-
10 nm, a longpass filter, and a linear polarization filter are placed in front of the detector 
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to remove background signal. This is especially important during daytime 
measurements. The beam and beam termination are monitored by a CCD-camera, 
through a second refraction telescope placed in between the expander and the 
transmitter telescopes. A longpass filter is placed in front of the monitor camera to be 
able to see the beam during daytime. Appendix C contains a description of how a 
typical system is assembled and aligned. Figure 6.2 shows pictures of two S-Lidar 
systems deployed in the field during measurement campaigns in Ivory Coast and 
Tanzania.  

Figure 6.1. Schematic drawing of a S-Lidar setup used for aerial fauna monitoring. This version of the 
setup has two lasers with different properties. Their output beams are overlapped and transmitted into the 
atmosphere by a refractor telescope and the signal is collected with a Newton telescope and imaged onto a 
line-array detector. The output of the lasers are alternately triggered by the exposure of the detector, using 
a counter. Every third exposure gives a background signal. Another refector telescope and CCD camera 
are used to minitor the beam and the termination. 
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Figure 6.2. Pictures of S-Lidar systems deployed in the field  during field campaigns in (a) Ivory Coast 
and (b) Tanzania. A NIR image of the laser termination may be seen in the inset at the bottom right 
corner. 

To ensure the optimum range resolution, the laser beam should be as narrow as possible 
in the direction parallel to the baseline of the system (y-direction in Fig. 6.1). At the 
focus range (often at the laser termination), the laser spot will be an image of the LD 
chip according to the principles of conventional imaging with a lens. The LDs are thus 
positioned in such a way that the narrow part of their chips lies parallel to the y-
direction, giving the sharpest focus in this direction. The narrow part of the laser chip 
is smaller than the diffraction limit, meaning that the actual size of the beam at the 
focus is diffraction limited. Depending on the wavelength and dimensions of the chip, 
this may also be the case for the beam size in the perpendicular direction. In general, 
the beam transmitted from this kind of system is shaped like a typical toothpaste tube. 
The original beam emitted at the output of the telescope has a circular shape due to the 
circular telescope aperture, while at the laser termination i.e. at the focus, the beam spot 
is an enlarge image of the rectangular laser chip. A NIR picture of the termination spot 
is shown in the inset of Fig. 6.2(b). 

The lasers used for aerial fauna monitoring have an emission wavelength of 808 nm, 
and a typical power of 2-3W. Using NIR wavelengths instead of visible wavelengths for 
fauna monitoring have several advantages. It is preferable when eye safety is considered 
but also because pigment absorption in the body and wings of insects, especially by 
melanin, interferes less with the signal. As discussed in Chapter 2, this means that 
longer wavelengths give higher total signals from insects and more uniform signal level 
from different parts of the body and wings. This makes e.g. optical size determination 
easier. It might be even more advantageous to use wavelengths in the SWIR region, 
since they have been shown to be rather insensitive to melanization. This has been 
tested in the laboratory using the common SWIR wavelength 1550 nm [66], and 
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during preliminary measurements on atmospheric insects  [82]. Another advantage of 
using wavelengths in NIR or SWIR is that insect vision is not sensitive in this 
wavelength range  [83,84]. This means that the laser light will not visually disorient the 
flying insects, resulting in less perturbing measurements. This is further discussed in 
section 6.2.3. The difficulty of using 1550 nm in atmospheric applications is partly 
because the optical alignment is more complicated. The beam cannot be observed with 
the monitoring CCD camera, and the line-array camera required to detect these 
wavelengths is more expensive. Scattering from the atmosphere is also weaker at longer 
wavelengths which can cause problems, for e.g. calibration with the air signal.  

As described in Eq. 5.1 and Eq. 5.2 the output wavelength of the laser changes with 
temperature. If the temperature of the laser diode is altered, either due to heat generated 
by the diode itself or changes in the surrounding temperature, the wavelength of the 
laser light may drift outside the transmission wavelength window of the filter in front 
of the detector. The detected signal strength will then decrease, or even vanish. Changes 
in wavelength due to altered temperature has been an issue during some measurements 
campaigns, especially since the center wavelength of the utilized laser diodes may differ 
from the specified wavelength. If this is indeed the case, the laser wavelength may not 
lie in the center of the filter transmission window to begin with. The main problem 
during this work has been the modulation of the laser. The temperature of the laser will 
decrease if it is run on a 50% or 33% duty cycle and the wavelength will drift 
accordingly (more for long wavelengths than short). By tilting the filter, it is possible 
to shift the transmission window of the filter and thus compensate for the wavelength 
change due to the decrease in temperature. However, it would be beneficial to 
implement some type of temperature control of the lasers to deal with the issue of 
drifting wavelength, whether it is due to the duty cycle of the laser or substantial 
temperature differences in the environment. 

The emission of the lasers is linearly polarized. This fact may be utilized to perform 
polarimetric measurements, as it is in the study presented in Paper IV and [22]. The 
output of two identically linearly polarized lasers are overlapped using a polarizing 
beam-splitter cube. The polarization of one of the lasers is turned 90 degrees before the 
laser outputs are overlapped, using a half-wave plate. One of the lasers is p-polarized in 
relation to the sensor. A linear polarization filter aligned with the polarization of this 
laser is then placed in front of the detector. When the laser outputs are alternated, one 
exposure will contain only co-polarized light, one only de-polarized light, and one the 
background. The co-and de-polarized signal components from e.g. an insect can then 
be used to attain its depolarization ratio, or DoLP (see section 2.1.2). 

As mentioned previously, the tilt of the detector affects the size of the system as well 
as the achievable range interval and resolution. This should be taken into consideration 
when choosing the detector tilt. A larger angle gives a smaller baseline (see Fig 3.3), but 
the near limit of a system with focus at infinity, given by  
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𝑧 ൎ 𝐷
𝑓  𝑙ௗ௧𝑠𝑖𝑛ሺ𝛼ሻ

𝑙ௗ௧𝑐𝑜𝑠ሺ𝛼ሻ
 ሺ6.1ሻ 

will increase. The detector tilt for most measurements presented in this thesis has been 
either 40 or 45 degrees. More recently, an angle of 56 degrees has been used since this 
matches the Brewster angle of the glass in front of the detector (see section 2.1.5). Light 
that is p-polarized should then be perfectly transmitted. A linear polarization filter, 
which rejects light with polarization perpendicular to the plane of incidence (s-
polarization), is then placed in front of the detector. This filter thus removes stray light 
and prevents artifacts on the signal resulting from multiple reflections in the thin glass 
window.  

The sampling rates used for the work presented here have been 1.8-4 kHz. For a 
system with only one laser this will result in an effective sampling rate of ~1-2 kHz after 
background subtraction, while the effective sampling rate of a system with two lasers 
would be 0.6-1.3 kHz. Ideally, the highest available sampling rate would be used, since 
this will better resolve the wingbeats of insects, but in practice the desired sensitivity of 
the system has to be considered. A higher sampling rate results in a shorter exposure 
time and thus a worse detection limit, since read out noise will dominate over dark 
noise. This is discussed further below.  

 Fauna monitoring  

S-Lidar is able to continuously monitor aerial fauna activity along the laser transect. 
Insects that transit the beam are observed by the system as sparse backscattering signals 
in time and space. These observations can later be counted and their different properties 
can be extracted. The data may then be used to analyze movement or behavior of aerial 
fauna. In this section, some important considerations and concepts for aerial fauna 
monitoring using S-Lidar are described and discussed. This is followed by an account 
of the different field campaigns.  

6.2.1 Optical cross section 

The quantity optical cross section (OCS) is used to calibrate the insect size in this work; 
see Paper I and IV. This quantity is related to radar cross section (RCS), described 
in [33], although the collimated nature of the laser beam used in Lidar means that OCS 
is less dependent on range than RCS. Optical cross-section is the product of the cross 
section area of the organism, from the observation aspect of the Lidar, and its optical 
reflectivity.  
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The OCS, σ is related to detected intensity, I, at range, z, as:  

𝜎ሺ𝑧ሻ ∝ 𝐼ሺ𝑧ሻ𝑧ଶ. ሺ6.2ሻ 

To calibrate signal intensity for an unknown object, Iobs, to OCS, σobs, the signal 
intensity, Iref, from an object with a known OCS, σref, and range, zref, must be recorded. 
The ratio of σobs, to σref is: 

𝜎௦ሺ𝑧ሻ

𝜎
ൌ

𝐼௦ሺ𝑧ሻ/𝐼௦௧ሺ𝑧ሻ
𝐼/𝐼௦௧ሺ𝑧ሻ 

𝑧ଶ

𝑧
ଶ , ሺ6.3ሻ 

Ist is the static air signal from a homogenous atmosphere defined by the median signal 
over e.g. a 10-s time window. Iobs is the signal intensity above the static signal (Iobs ൌ 
IെIst). The signals are divided by the static air signal to compensate for difference in 
signal over range. When the laser termination is used as a reference; the signal intensity 
is equal to the static signal at the termination resulting in: 

𝜎௦ሺ𝑧ሻ ൌ
𝜎௧

𝑧௧
ଶ

𝑧ଶ 
𝐼௦௧ሺ𝑧ሻ

 𝐼௦ሺ𝑧ሻ. ሺ6.4ሻ 

It is important to point out that it is mainly the diffuse backscattering from an insect 
that will reflect its actual projected size, since the object used for reference is assumed 
to be diffuse. If the actual size of an insect is to be estimated, the diffuse and specular 
scattering should be separated, e.g. based on polarization properties. Since the OCS of 
an insect reflects its projected size, it will be different depending on the observation 
aspect (direction it is facing relative to the beam). This issue is discussed with respect 
to entomological Radar in e.g.  [33,85] and more specific for Lidar in  [21,86]. 

In the work described in this thesis, e.g. paper I and IV, the laser termination is used 
as reference [87]. In fact, this might not always be an ideal solution since the optical 
properties of the termination might change, for example when it gets wet. It is also 
difficult to determine what exact laser spot size that should be used for a correct 
calibration. Previously, white spheres and sticks with known optical properties have 
been dropped or put though the beam to enable size calibration. This method is often 
hard to use in practical settings since the horizontal beam is often located several meters 
above the ground, due to eye safety concerns. For vertical measurements it is even more 
complicated to do this. 

6.2.2 System sensitivity  

The sensitivity of an entomological Lidar system, i.e. the size of the smallest insect 
target that it is capable of detecting reliably, decreases with increasing range, owing to 



75 

the decline in collected signal from far distances. Small organisms, such as mosquitoes, 
are thus more likely to be detected at short ranges than at far ranges, and large organism 
are thus more readily detectable than small [87]; see illustration in Fig 6.3. The same 
kind of bias is seen in e.g. entomological radar measurements [33,88]. The bias affects 
the absolute number of detected insects at each time, but not the relative number over 
time at a specific range. If the activity at different ranges are to be compared this bias 
must be considered or compensated for. This could, for instance, be done by only 
considering observations with a size that is detectable at all ranges. 

The other factor that affects the sensitivity is the optical background. Higher optical 
background level leads to a higher noise level and, as a result, lower sensitivity of the 
system. This means that smaller objects can be detected during the night than during 
the day, resulting in a change in the detected activity distribution over time. This must 
be taken into account when, for instance, the activity during day and night is compared. 

 

Figure 6.3. An illustration of how the lower detection limit of a S-Lidar system increases with increasing 
range. At short ranges, the activity of organisms of most sizes may be monitored but less and less of the 
biomass spectrum (organism size distribution) is detectable when the range increases.  

6.2.3 Non-intrusive measurements 

An important question to ask, when using S-Lidar for fauna monitoring, is whether the 
laser beam affects the behavior of the insects in some way, i.e. how non-intrusive is the 
technique? The primary concern would be if the light from the beam visually attracts 
or affects the animals. This is mainly an issue during night. Meanwhile, during the day, 
the radiation from the beam would be swamped by the high solar irradiance. However, 
even during low light conditions, insects should not be visually attracted to the beam 
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since the wavelength utilized, i.e. 808 nm, lies beyond the spectral range of their vision. 
Although many insects have a vision that covers a greater wavelength range than 
humans, it tends to extend into the UV wavelength range and not cover NIR or SWIR 
wavelengths [83,84]. 

Another possible way insects could be affected by the beam is that they experience 
the modulation frequency of the laser when the dark parts of their bodies absorb light. 
The reason for this is that an acoustic wave might be created during absorption, and 
this could conceivably be felt by an insect. Any real indication of insects systematically 
staying or turning around in the beam has not been observed. Most insects tend to 
transect fairly straight through the beam, indicating that they do not notice it, although 
there are exceptions. This fact could perhaps be investigated more systematically by 
analyzing the trajectory of a large amount of observations and see if there are indications 
of insects reacting to the beam.  

An additional concern is whether the beam may harm the eyes of the insects. Most 
fauna pass through the beam very rapidly, typically within milliseconds, which limits 
the possible exposure time, and thus the risk of eye damage. The second argument 
against this is that the transmitted beam is eye safe, or almost eye safe, for humans. 
Since the compound eyes of insects have much smaller “pupils”, i.e. apertures, than 
human eyes, much less power would be focused on their retinas and the risk of damage 
would be significantly smaller. The effect on flying vertebrates, such as bats or birds, is 
less clear, but to some extent the same logic could be applied since the animals pass 
through the beam very quickly, and many flying vertebrates, for example bats, have 
smaller eyes and worse light collection ability than humans [89]. Among both bats and 
bird there are exceptions to this though, and eye safety of animals is an important issue 
that should always be considered. Especially, if the laser power used in the Lidar system 
were to be increased or other wavelengths would be used.  

6.2.4 Field campaigns  

Several field campaigns aimed at in situ aerial fauna monitoring have been carried out 
during this work. They were carried out in Sweden, during summer time, and in 
tropical and subtropical places in Africa and Asia. Figure 6.4 displays an overview of 
the locations of these campaigns. Most of the campaigns took place during several 
consecutive days during which the system measured continuously. A horizontal laser 
transect has been used in most of the campaigns. exceptions being Östra Herrestad and 
part of the campaign in Yamoussoukro. An overview showing typical transects is 
presented in Fig. 6.5. These are the transects used during the field campaign in 
Guangzhou, where measurements above rice fields at different maturity level were 
carried out. Data from this campaign were used in the works presented in paper IV and 
in [22]. 
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Figure 6.4. An overview of the different field campaigns for aerial fauna monitoring carried out during 
this PhD project.  

Figure 6.5. Horizontal beam transects during the measurement campaign in Guangzhou, China. 
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An overall goal of all the campaigns, especially the early ones, has been to test and 
evaluate the performance of the measurement system, but most of the campaigns also 
had more specific aims. During the Nyteboda campaign, a S-Lidar system was used to 
study the insect activity above a lake. Investigations of forest pests were also planned, 
but due to bad weather this aim was not reached. The goal of the campaign in Tanzania 
was to monitor malaria mosquitoes close to a village, with a high malaria incident rate. 
During the measurement campaign in China a polarimetric Lidar for entomological 
studies was employed [22]. Unfortunately, the overlap of the laser beams became 
misaligned and the polarimetric information could not reliably be matched on an 
individual level. Although, the measurements were primarily focused on rice pests, the 
interaction between insects, bats and birds (paper IV) was also investigated, since there 
was an abundance of these predators at the site. The field campaign in Yamoussoukro 
was part of a project to build and employ a S-Lidar system together with local PhD 
students, but the aim was also to study insects, particularly mosquitoes, in tropical 
regions.  

The aim of the campaign in Askome and Östra Herrestad was to monitor insect 
activity around wind turbines to investigate possible reasons why the turbines kill bats. 
It has been shown that the deaths tend to occur at certain times of the year and during 
specific weather conditions (e.g. low wind); see  [90,91]. One hypothesis why this 
occurs is that some types of insect that bats feed on gather around wind turbines at 
these weather conditions and the bats fly close to the turbines to forage. Some initial 
data from the field campaign carried out in Östra Herrestad, Sweden during August 
and September, 2018, are shown in Figure 6.6(a) as an example of the type of data that 
can be obtained with the system. The histogram shows the insect activity around the 
turbine over time from one of the warm evenings during this campaign (23 August, 
2018) at different height intervals. The bat activity obtained from a sonar detector 
placed at the foot of the wind turbine is also shown in the figure. The temperature at 
the height of the turbine and the optical background is shown in Fig. 6.6(b), while a 
schematic of the position of laser transect and the Lidar system is shown in Fig.6.6(c). 
During this campaign, the measurement platform LUMBO (Lund University Mobile 
Biosphere Observatory) was used which, among other things, was built for S-Lidar 
monitoring of fauna [92]. By comparing the insect activity in time and space from 
nights displaying the specific weather conditions with nights that do not, possible 
pattern could be found [93].These patterns could help verify or falsify the theory that 
bats are attracted to wind turbines during certain weather conditions due to the insect 
activity around them at those times. The method at which observations are identified, 
extracted and analyzed to obtain e.g. this kind of activity plot is presented in the next 
section.  
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Figure 6.6. (a) Histogram of fauna activity at different height intervals nearby a wind turbine in Östra 
Herrestad, 23 Aug, 2018. The black curve connected to the right axis indicates the bat activity registered 
by a sonar detector placed at the foot of the wind turbine. (b) Temperature measured by a thermometer 
place on the turbine and optical background during the measurements. (c) A schematic of the laser transect 
during the measurements. The laser beam was placed behind the turbine to avoid the rotating blades.  

 Data analysis  

A large amount of raw Lidar data (several terabytes) is collected during a measurement 
campaign over a couple of days when a kHz-sampling rate is used. To reduce the size 
of the data, the relevant sparse insect observations must be identified, extracted, and 
relevant parameters of each observation should be found. In this section, Lidar data 
acquired during a field campaign in Yamoussoukro, Ivory Coast in 2017 is used to 
exemplify the type of data obtained and to illustrate the main points of the data analysis. 
A flowchart illustrating these main points is shown in Fig. 6.7. A more detailed 
description of the evaluation may be found in Paper I.  

6.3.1 Observation extraction  

The data product obtained during a campaign consists of time-range files covering a 
typical time window of 10-20s. The data from one individual time-range file, recorded 
in Ivory Coast, is shown in a time-range map in Fig. 6.8(a) with an inset showing a 
closer view of a region with many sparse insect observations. The individual insect 
observations are identified and extracted using adaptive thresholding. The threshold at 
each range is set by using statistics over the time window in each file. This means, for 
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example, that if the background levels change over time the threshold will adapt to this. 
In the description of the evaluation method found in Paper I, it says that to set the 
threshold, the difference between the minimum and median values at each range, 
multiplied by the desired signal-to-noise ratio (SNR), should be added to the median 
signal level. Since then, our group has found that using the interquartile range, IQR, 
instead of the difference between the median and minimum gives a more robust 
threshold since it is less affected by outliers in the minimum value. IQR is a measure of 
variability, and is defined as the different between the first and third quartile of a 
distribution. The resulting threshold, as well as the maximum, median, and minimum 
signal for the file in Fig. 6.8(a), are shown in Fig. 6.8(b). The high activity level is 
revealed by the many peaks in the blue curve, i.e. the maximum signal curve.  

Figure 6.7. Flow chart of the data analysis. A time-range file is read and the background signal is 
subtracted. The signal is then calibrated to OCS. A threshold is set for each range using statistical data over 
the time-window of the file, and each observations with a signal above the threshold is extracted. 
Depending on the application, different properties are extracted from the observations, which then may 
be saved in a spreadsheet. When all observations have been extracted from the file, the next time-range file 
is read.  

All adjacent pixels above the threshold are identified as an observation. Morphological 
image processing is used on the resulting binary map to ensure that adjacent pixels are 
linked and seen as one observation. The signal from each individual observation in a 
file is extracted and saved. When all observations in all files have been extracted, plots 
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of the general flight activity can be made. Figure 6.9(a) shows a histogram of the 
number of extracted observations over time for the data acquired in Ivory Coast in 
2017. Figure 6.9(b) shows a 2D histogram of the peak activity at dusk. This type of 
plots gives an indication of the flight activity of organisms in time and space, e.g. it 
shows typical increase in activity at dawn and dusk. This activity should not be confused 
with population size or number of individuals since one individual organism may fly 
through the beam several times and thus give rise to more than one observation. Also, 
many individuals present do not cross the probe volume. The varying sensitivity of the 
system over range and time, discussed in section 6.2.2, will also affect the detected 
activity. Bias caused by the fact that the system has higher sensitivity at short ranges can 
be seen in the 2D histogram in Fig. 6.9(b), where the activity clearly peaks at short 
ranges.  

 

Figure 6.8. (a) A time-range map aquired at 18:07, 15 April 2017, in Yamoussoukro, Ivory Coast. A 
closer view of part of the map can be seen in the inset which clearly shows distinct sparse observations. The 
sampling rate was 875 Hz. (b) The corresponding maximum, median, and minimum for each range for 
the time window in (a), which are used to obtain the extraction threshold for the specific file. This 
threshold is also shown.  
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Figure 6.9. (a) Histogram of the number of extracted observations per 10 minutes from a part of the field 
campaign in Yamoussoukro, Ivory Coast, in 2017. The histogram shows data recorded between 12:20 on 
15 April to 08:20 on 16 April. The typical increase in activity around dusk and dawn is clearly seen. (b) 
2D histogram showing number of observation in time and space during the peak activity at dusk. The 
histogram shows clear peaks at certain ranges.  

6.3.2 Parameterization  

When an observation has been identified and extracted, different parameters specific to 
the observation may be found. The time-range maps of two extracted observations are 
shown in Fig 6.10(a) and Fig. 6.10(b). The observation shown Fig. 6.10(a) is from the 
Ivory Coast campaign and these data have not been calibrated to OCS, while the 
observation in Fig. 6.10(b), which is from a field campaign in Skåne, Sweden in 2013, 
has been calibrated. Which parameters that can be extracted from an observation 
depend on the properties of the Lidar system. A time series may be created by binning 
the signal across range, and from this time series, properties, such as body size and wing 
size, may be found. The frequency content of the wingbeats can also be ascertained if 
the sampling rate of the system is high enough to resolve it. The harmonic modulation 
spectrum of an insect has been proven valuable for classification and/or separation of 
insects of different species and sex  [59,94–96]. Figure. 6.10(c)-(f) shows the resulting 
time series, as well as power spectra for the observations in Fig. 6.10(a) and Fig. 6.10(b). 

If data are acquired with a polarimetric Lidar system, DoLP could be extracted, which 
gives information about the specular and diffuse properties of the signal. Furthermore, 
measurements with a system using multiple wavelengths could provide information 
about the degree of melanization. Information about these kind of properties could 
significantly improve the specificity of entomological Lidar measurements and enable 
separation of species that has similar wingbeat frequency, see e.g. [59]. 
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Figure 6.10. Time-range maps of an observation from the measurement campaign in (a) Yamoussoukro, 
Ivory Coast in 2017 and (b) Brunnslöv, Sweden, in 2013. (c)-(d), The time series obtained from the time-
range maps. The blue plot shows the total signal and the red curve displays the non-oscillating body 
contribution. (e)-(f) The power spectra of the time series shown above. The different harmonics (1f0, 2f0 
etc) of the wing beats are marked in the power spectra. Due to the relatively low sampling frequency, the 
power spectrum in (e) display a frequency folding, i.e. frequency higher than half the sampling frequncy 
is folded back into the spectrum. The observation from the Brunnslöv data has been calibrated into OCS 
while the data from Yamoussoukro has not.  

6.3.2.1 Harmonic frequency content 
The frequency content of a signal from an insect contains information on properties 
such as wing size, body size, fundamental wingbeat frequency, and glossiness. To 
extract much of this information, the frequency content of the recorded signal has to 
be correctly identified. As discussed in Section 2.2.1, the backscattering time signal 
from an insect consists of a body component, Ibody(t), and an oscillating wing 
components, Iwing(t), see time series in Fig. 6.10(c) and (d). These time signals may be 
separated in post processing using a sliding minimum filter. The length of the filter 
should correspond approximately to the period of the wingbeat oscillations. A filter 
length that is too short results in a time series for the body contribution that also 
contains wing oscillations, while a filter that is too long cannot resolve the flanks of the 
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body contribution properly. When the signals have been separated, the oscillating time 
signal from an insect may be described using a set of harmonic basis functions:  

𝜓௩ሺ𝑡, 𝑘ሻ ൌ 𝑐𝑜𝑠ሺ2𝜋𝑘𝑓𝑡ሻ , 𝑘 ൌ  0, 1, 2, … ሺ6.5ሻ 

𝜓ௗௗሺ𝑡, 𝑘ሻ ൌ 𝑠𝑖𝑛ሺ2𝜋𝑘𝑓𝑡ሻ , 𝑘 ൌ  0, 1, 2, … ሺ6.6ሻ 

Where f0 is the fundamental frequency and t is time. These are then used to form a 
trigonometric Fourier series that estimates Iwing, using harmonics up to the Nyquist 
limit (fs/2): 

𝐼መ௪ሺ𝑡ሻ ൌ 𝐼መሺ𝑡ሻௗ௬ ቌ𝑎ሺ0ሻ   𝑎ሺ𝑘ሻ𝜓௩ሺ𝑡, 𝑘ሻ  𝑏ሺ𝑘ሻ𝜓ௗௗሺ𝑡, 𝑘ሻ

ழೞ/ଶబ 

ୀଵ

ቍ . ሺ6.7ሻ 

Here, fS is the sampling frequency. The harmonics describing the signal from the wings 
is weighted with the body contribution since there are no wings present if the body is 
not in the beam. This weighting separates observation artifacts from intrinsic insect 
properties. It excludes DC and harmonic side-lobes and cancels out artifacts from the 
shape of the beam profile. The coefficients, a(k) and b(k), correspond to the absolute 
strength and phase of the harmonics in Îwing(t). These are found by solving a system of 
linear equations with a least-squares estimation:  
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ିଵ
𝜓ௗௗ

் ሺ𝑡, 𝑘ሻ𝐼௪. ሺ6.9ሻ 

The total backscattering signal may then be reconstructed: 

𝐼௧௧ሺ𝑡ሻ ൌ 𝐼መሺ𝑡ሻௗ௬  𝐼መሺ𝑡ሻ௪௦. ሺ6.10ሻ 

In paper I, this parameterization method was used in combination with a sum-of-
squares residual fit to determine fundamental frequency. This method requires a good 
initial guess of the fundamental frequency, f0, which is not a trivial problem. Artifacts, 
such as side lobes, caused by the top-hat profile of the beam, make it hard to identify 
the fundamental frequency in a continuous power spectrum. Using the strength of the 
harmonics is not a reliable method either, since the fundamental frequency is not 
necessarily the strongest harmonic, as can be seen in Fig. 6.10(e). Using the spacing 
between harmonics in a power spectrum may therefore be a more robust way to guess 
the fundamental frequency, than just using the strengths of the harmonics. Although, 
this method also has its problems since the exact positions of the harmonics are 
sometimes hard to identify. 
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An alternative to guessing the fundamental tone is to include the whole possible 
frequency interval in the residual sum-of-squares fit. The problem with this method is 
that it leads to overfitting. Low frequencies will result in many degrees of freedom 
(DoF) and they would thus always be chosen over higher frequencies since an increase 
in the number of parameters in a model always improve the goodness of the fit. In fact, 
if the DoF becomes the same as the number of data points the model will become a 
transform and have perfect goodness of fit. There are methods, such as Akaike 
information criterion [97], that punishes a model for overfitting. The issue with using 
such an estimator is that the method used to extract the harmonic content is not merely 
a sum-of-square fit. The test frequencies are not only used to create the harmonic 
functions describing the wingbeats, but also to define the filter size used when the body 
contribution is estimated. In this estimation, high frequency will result in a small 
window size, and a smaller window size means that the body contribution will describe 
more of the total signal. If the window gets small enough the body contribution will 
describe the total signal, including the oscillating parts. This results in a strong bias 
towards high frequencies. 

A method which is attempting to deal with both these issues simultaneously has been 
developed in our group [98]. It performs a residual sum-of-squares fit on the wingbeat 
signal which is then divided by an analytical curve meant to compensate for the 
increasing DoF in the regressor (Eq. 6.7). This curve is attained by using observation 
properties such as transit time. The fit is then divided by a sum-of-squares residual fit 
of only the body contribution, as a way to deal with the filter size issue. This method 
has not yet been properly evaluated. 

Another issue that further complicates the identification of the fundamental 
frequency is under-sampling. Harmonics which fall above the Nyquist frequency (fS /2) 
will be folded back into the power spectrum resulting in peaks at incorrect frequency 
positions. This phenomenon can be seen in the power spectrum in Fig. 6.10(e) since 
the sampling rate used when these data were collected was relatively low, i.e. 875 Hz. 
The 3rd, 4th and 5th harmonics have been folded into the power spectrum. The 
observation in Fig. 6.10(f) does not exhibit this problem, even though the fundamental 
tone is not that different. This is due to the higher sampling rate used during these 
measurements (2000 Hz).  

 Dark field spectroscopy and Passive Lidar  

Dark-field spectroscopy is a simple, yet powerful, method for optical monitoring of 
insects [99] which has also been used during this PhD project. It utilizes the natural 
sunlight, instead of laser light, which results in a much lower experimental complexity. 
A schematic view of a dark-field setup is displayed in Fig 6.11. A telescope is directed 
towards a distant black cavity and when an insect crosses the FoV of the telescope, the 
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sunlight backscattered off the insects is detected with close to zero background. A 
simple photodiode, allowing kHz sampling rates, may be utilized as detector in this 
technique. If a quadrant photodiode is used, information about the flight direction of 
the insect may be obtain; see Fig. 6.12. Multispectral information about the 
backscattering is also readily extracted by replacing the photodiode with e.g. a 
spectrograph equipped with a fast detector system, a sandwiched photodiode [100] or 
several different photodiodes sensitive in different wavelength regions [66] 

One of the main drawbacks with the method is that it can only be used during 
daytime when there is direct sunshine. Range resolution is not directly obtained with 
this method either, although work has been done to develop a data analysis method to 
extract range information. This method has been called “Passive Lidar” [101]. The 
method is based on the fact that the overlaps of the FoVs of the quadrants is not the 
same at different ranges. At close ranges the overlap is substantial, while they are fully 
separated at the black cavity, where the focus of the quadrant photodiode is located. 
The signal of an insect transecting the FoVs will reflect this and range information can 
thus be extracted. 

Figure 6.11. A schematic illustration of the dark field spectroscopy concept. The sunlight scattered off 
insects are collected on a dark background using a telescope. The signal is detected by a quadrant 
photodiode. Due to the broad spectral content of the scattered sunlight, it is possible to obtain spectral 
information about the insects if the signal is dispersed using e.g. a spectrometer  
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Figure 6.12. Signal from an insect flying through the FoV during a darkfield measurement at Stensoffa 
field station in Sweden.The signal from the insect is first visible in the quadrants covering the east and 
lower parts of the FoV, and later in the quadrants monitoring the western and upper part. This means that 
the insect trajectory is east-west, down-up. The nature of the overlaps between the quandrants are utilized 
in the method called Passive Lidar. The evaluated range for this observation is 68 m.  
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Chapter 7  
 
Combustion diagnostics 

The S-Lidar systems used over short ranges are described in this section as well as some 
of their applications. Most of the work has been focused on developing methods for 
combustion diagnostics (see Paper V, VI and parts of Paper III) over several meters, but 
an application for aquatic Lidar is also described at the end. 

 Flame studies  

In principle, three different experimental configurations have been used for combustion 
diagnostics. A general schematic figure of the short range system is shown in Fig. 7.1(a) 
and the three different versions of the system are displayed in Fig. 7.1 (b)-(d). The main 
differences between the setups are the type of laser and detector used in each case. The 
perpendicular distance between the laser beam and detector (baseline) is around 20-22 
cm for all cases. 

7.1.1 Elastic measurements 

The first configuration, seen in Fig. 7.1(b) is more or less a down-scaled version of the 
setup used for aerial fauna monitoring. It uses a multimode LD with a linewidth on the 
order of nanometers. The beam is expanded and transmitted by a lens or an objective. 
The laser output is modulated in synchronization with the exposure of the line-array 
detector using a counter. During one exposure the laser is on and during the next it is 
off, giving alternately the signal of interested and a background signal. A bandpass filter 
is placed in front of the line-array detector to suppress background light. The lasers 
have output powers ranging from 0.5 to 3 W and an emission wavelength of 
approximately 405 nm or 445 nm. A photograph of the system is shown in Fig. 7.2.  
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Figure 7.1. (a) Overview of the short-range setup used for combustion diagnostics. The setup has been 
used in three main configurations. The first one, seen in panel (b), is similar to the far-range systems 
presented previously. It uses a multimode diode laser beam modulated using a counter and a line-array 
camera. The second configuration, (c), uses two single-mode diode lasers. The laser output is modulated 
using a chopper and both a line-array camera and an ICCD camera is used to detect the signal. This 
configuration was used for TLAF thermometry. In the configuration in (d), a pulsed Nd:YAG laser and 
an ICCD camera are used. 

Figure 7.2. Picture of the initial small-scale system used for elastic measurments in flames. 
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The setup was used to perform initial elastic measurements on smoke and in highly 
scattering flames to demonstrate the ability of the method to provide temporally and 
spatially resolved measurements over a couple of meters. Exemplifying results from such 
measurements are is shown in Fig. 7.3(a) and 7.3(b). This system was also used to 
perform Rayleigh thermometry in a flat methane/air flame. Since the recorded signal 
are proportional to the molecular number density, it is possible to determine 
temperature using Eq. 2.4. Figure 7.3(c) shows Rayleigh signals as well as the 
corresponding evaluated temperatures. The temperatures are somewhat under-
predicted. The reason for this is stray light interference which all Rayleigh-scattering 
thermometry diagnostics is inherently sensitive to [102]. The stray light may be a result 
of dust particles in the laser transect as well as light scattered off surrounding objects. 
The latter problem is often a result of diffraction due to the transmitter optics and 
aperture. This issue was hard to mitigate for the laser diodes utilized in this setup, 
especially if the beam size had to be kept small. 

During the early tests performed with this setup the importance of keeping the beam 
narrow was discovered. A rather large aperture size of 2-3 cm was used initially, 
resulting in a wide beam. This resulted in quite a large degradation of the spatial 
resolution. Thus, the beam had to be focused at the point of interest if high resolution 
was needed. It was concluded that a narrower beam would be more suitable for the 
intended applications. This conclusion was later confirmed by the raytracing 
simulations (see section 4.2.2).  

 

Figure 7.3. Elastic measurements. (a) Time range map of smoke dispersing along the laser beam. The 
effective sampling rate was 100 Hz (b) Signals from two sooty flames placed in the laser transect at different 
ranges. The inset at the bottom shows flickering of one of the flames. The effective sampling rate was 2000 
Hz. (c) Rayleigh scattering signal from air and with a flat methane/air flame placed in the laser transect. 
The ratio of the signals are used to extract Rayleigh temperatures (right axis).  
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7.1.2 TLAF 

Laser-induced fluorescence is an important tool in combustion diagnostics, since it is a 
very sensitive and highly species-specific method. One of the main reasons why the S-
Lidar concept has been investigated for combustion diagnostics is that it is difficult to 
obtain adequate spatial resolution with LIF in conventional ToF-Lidar  [48]. The first 
demonstration of LIF measurements in a flame with S-Lidar was done in a flat flame 
seeded with indium atoms, see Fig. 7.4(a). Indium atoms give rise to intense 
fluorescence, thus making this atomic species ideal for an initial demonstration  

After range-resolved fluorescence detection had been demonstrated, the S-Lidar 
technique was combined with the TLAF thermometric method to measure flame 
temperatures, see paper VI. In TLAF thermometry  [55,56], temperature is extracted 
from the ratio between the fluorescence signals resulting upon excitation with two 
different wavelengths. The setup used may be seen in Fig. 7.1(c). The beams from two 
single-mode diode lasers, emitting at 410 nm and 451 nm, respectively, were spatially 
overlapped using a dichroic mirror, and transmitted towards the flame using a 
telescope. The laser outputs were alternated using a mechanical chopper, synchronized 
with the camera exposures. Two photodiodes and a wavemeter were used to 
continuously track the laser power and wavelength, in order to calibrate the recorded 
data. Flame measurements were performed both with a line-array camera and an ICCD 
camera. An example of recorded fluorescence signals is shown in Fig. 7.4(b) and the 
temperature profile evaluated from the ratio of the two signals is shown in Fig. 7.4(c). 
Average temperatures in the center of the flame at different heights above the burner 
(HAB) are shown in Fig. 7.5, for four different measurement series.  

Figure 7.4. (a) Photograph of a flat flame on a porous plug burner seeded with indum salt solution. The 
blue line across the flame is the laser-induced indium fluorescence. (b) Indium fluorescence signals emitted 
at 451 nm, with excitation wavelegnth 410 nm (green, dotted line) and 451 nm (blue, solid line). (c) 
Temperatures evaluated from the ratio of the two signals in (b). 
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Figure 7.5. Temperatures at different HAB for four different measurement series. Two different detectors 
were used (ICCD and line scan). The gray lines show the estimated measurement error of 2.7% of the 
TLAF technique at flame temperatures A linear interpolation between the different HABs was performed 
for each series of measurements, and the solid black line displays the average of these interpolations. 

7.1.3 Pulsed S-Lidar  

The S-Lidar concept is not restricted to CW-lasers, but it can equally well be based on 
pulsed lasers. In fact, a pulsed laser source together with a gated ICCD camera might 
be the best setup for many combustion experiments, particularly when strong 
background radiation is anticipated. The main aim of these initial measurements was 
to test the feasibility of S-Lidar based on pulsed lasers. The third harmonic (355 nm) 
emission of a pulsed Nd:YAG laser was used to obtain Rayleigh scattering signal as well 
as LIF signals from a naturally occurring flame species, namely formaldehyde (CH2O). 
A gated ICCD camera was used to detect the signal. A bandpass filter with a center 
wavelength of 355 nm was used in front of the camera during the Rayleigh scattering 
measurements, while a notch filter, with a maximum rejection (OD4) at 355 nm, was 
used to remove the scattered laser light in the formaldehyde fluorescence measurements. 
The setup is schematically depicted in Fig. 7.1(d). A conical Bunsen flame with a width 
of ~1 cm was placed in the laser transect. The focus of the laser beam was placed in the 
center of the flame giving high resolution there. The recorded Rayleigh scattering 
profile is shown in Fig. 7.6(a), while the formaldehyde fluorescence signal from the 
same flame is shown in Fig. 7.6(b). The resolution was high enough to discern the two 
distinct fluorescence peaks originating from the pre-heat zone of the conical Bunsen 
flame. Figure 7.6(c) shows formaldehyde fluorescence signal recorded with a collimated 
beam transecting two Bunsen flames placed at different positions along the laser 
transect. 
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Figure 7.6. (a) Rayleigh scattering signal recorded using a pulsed laser with a Bunsen flame placed at a 
range of 168 cm. (b) 2D image of formaldehyde fluorescence from the same flame. The resolution was 
high enough with this configuration to observe the two distinct fluorescence peaks originating from the 
pre-heat zone of the conical bunsen flame. (c) Fluorescence signal from two Bunsen flames placed at 
different positions along the laser transect. 

7.1.4 Optical access and spatial resolution  

Combustion diagnostics in industrial facilities is often limited by the location and size 
of the optical access. An important factor to consider when using S-Lidar in such 
applications is thus the actual distance between the laser transmitter and the receiver 
(the baseline shown in Fig. 7.1 as well as Fig 7.2), since this determines the required 
size of the optical access. This distance is, in turn, dependent on the focal length of the 
receiver as well as the detector tilt. A longer frec will result in a higher range resolution, 
but also a longer baseline and vice versa. A larger detector tilt will give a shorter baseline, 
but the resolution will then decrease. The intended measurement task and the extent 
of the measurement object should thus be considered when choosing frec . To cover a 
large range interval with high resolution, a large focal length, and therefore also a large 
optical access, is needed. If the optical access is small, a shorter focal length may be used 
at the expense of either covered range interval or resolution.  

To make the required optical access smaller it is also possible to place the system at a 
distance from the optical access, for instance at the same distance as the minimum 
detectable range. The size of the detector chip as well as the size of the pixels may also 
be altered to change the resolution and the covered range interval.  
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 Multispectral system 

A short-range system providing spectral resolution has also been built. It has the same 
scale as those used for combustion diagnostics. The system used to investigate the 
potential of multi- or hyperspectral monitoring of aquatic fauna, as discussed in Paper 
II, although other potential applications could be e.g. combustion diagnostics. The 
setup is shown in Fig. 7.7.  

 

Figure 7.7. A multispectral, short range S-lidar system. Spectral resolution is gained by imaging the 
backscattered laser light onto a slit placed in Scheimpflug configuration, and then using a PGP 
configuration to disperse the light. The dispersed light is then imaged onto a 2D detector placed in another 
Scheimpflug configuration with the slit and the focusing lens. Spatial information is thus attain along one 
direction on the 2D chip, while spectral information is attained along the other, perpendicular direction. 
An image of the laser beam transmitted into a 5-meter long water tank is shown in the lower left corner.  
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Just like in the previously described S-Lidar setup, the laser beam and the receiver are 
placed in a Scheimpflug configuration, but the line-array detector chip is now replaced 
by a 100 μm wide slit. The light is thus sharply imaged onto the slit. To gain spectral 
information, the light is dispersed perpendicular to the length of the slit by a prism-
grating-prism (PGP) configuration [103], consisting of a transmission grating with 300 
grooves per mm in between two wedge prisms. To sharply image the dispersed light 
onto a 2D detector, a second lens is placed in an additional Scheimpflug configuration 
with the slit and the detector. Range resolution is thus attained along the direction 
parallel to the slit, according to the Scheimpflug and hinge conditions, while spectral 
resolution, over the spectral range 430-700 nm, is provided along the perpendicular 
direction. More details about the system are found in Paper II. Multispectral systems 
inspired by this have recently built for vegetation monitoring from a drone and oil spill 
monitoring [104,105]. 

The system was used in a 5-meter long water tank, detecting elastic and Raman 
scattering signals from water, as well as elastic scattering and fluorescence from 
chlorophyll in algae and zooplankton (Daphnias magna) labelled with fluorescent dye.  
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Chapter 8 

Discussion, conclusions and outlook 

This chapter is divided into two main sections; fauna monitoring and combustion 
applications. Each part presents and discusses the major conclusions and 
accomplishments resulting from the project, as well as future outlooks. 

Aerial fauna monitoring  

During this PhD project, the Scheimpflug-Lidar method has been developed and 
applied for practical aerial fauna monitoring in the field. A large part of the project has 
also been to use and improve the evaluation method for Lidar data. In recent years, our 
research group has built and employed several different S-Lidar systems. These systems 
have been utilized in different field campaigns around the world and from the acquired 
data, hundreds of thousands of insect observations have been identified and extracted. 
One of the main conclusions drawn from this project is that S-Lidar has the ability to 
efficiently monitor insect activity along a laser transect. The equipment is small and 
robust enough to be transported to and assembled at remote field sites, such as the 
Tanzanian countryside. Its ability to detect tens of thousands of insect observations per 
hour per cubic meter with range resolution, in situ, makes it a tool that can provide 
biologists and ecologists with data they could never attain from traps or sweep nets.  

Most of the data presented in this thesis were obtained using an S-Lidar system with 
one laser source but the ability to obtain polarimetric insect data from a system using 
two laser sources delivering light with different polarizations has also been 
demonstrated. The method has been used in collaboration with biologists to investigate 
biological phenomena. Using data acquired in Guangzhou, China, the interaction 
between insects, bats and birds above rice fields have been investigated. As discussed in 
Paper IV, the obtained activity data show that the temporal peaks of observations with 
large optical size and observations with small optical size occur with an off-set during 
twilight, possibly indicating a prey-predator avoidance behavior. The method has also 
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recently been used to monitor insect activity close to a wind turbine. This project aims 
at finding a possible reason why wind turbines kill bats during certain times of the year, 
under specific weather conditions. There are also ongoing projects meant to investigate 
the behavior and movement of malaria mosquitoes close to a Tanzanian village. Such 
knowledge could hopefully aid the ongoing efforts to limit the spread of Malaria and 
thus help save many lives.  

Since the investigation of prey-predator interaction, carried out in China was an 
initial study, it would be very interesting to return to the same field site or a similar site 
in a tropical region and record data during a larger amount of days. A more stringent 
manual inventory of birds and their activity could then be done and bat detectors e.g. 
based on sonar detection, could be used. This data could then be correlated with the 
Lidar measurements and it would also enable species determination of the bats. To 
improve the accuracy of the size discrimination, a more systematic size calibration could 
be performed, e.g. by placing targets with well-known optical size at different ranges in 
the beam. 

Another interesting study would be to perform entomological S-Lidar measurements 
and entomological radar measurements simultaneously. The techniques could then be 
properly compared and their advantages and disadvantages could be shown 
experimentally. This might possibly lead to insights about how the two techniques can 
complement each other to gain more information about flying fauna.  

Sometimes it has been hard for our research group to develop, adapt and apply the 
S-Lidar method to real biological questions, since the group currently consists of
physicists and engineers, none of which are experts on biology or ecology. We have
been fortunate to collaborate with people who do have this knowledge, but in the future
it would be very advantageous to have PhD students or post graduates with biology
backgrounds working in or very closely with the group. Individuals with this
background, who also have knowledge of the equipment, would be a great resource for
the development and implementation of the technique in different biological fields. In
particular, they could facilitate the planning and execution of field experiments and
thus improve the chance of retrieving relevant biological data.

The S-Lidar technique is able to detect and monitor most of the living constituents 
of the atmosphere, but the real challenge for the technique lies in discriminating 
between different groups of insects. Extracting the correct parameters from the data 
and using those parameters to separate different insects are not trivial tasks. Many 
properties are affected by circumstantial and environmental factors such as observation 
direction, temperature, and humidity. The ability to confidently separate between e.g. 
species of insects, would greatly increase the method’s impact, both for biological 
research and possible commercial applications. 

One way of increasing the specificity of Lidar measurements could be to increase the 
number of parameters that can be extracted from the data. A possible approach is to 
use multispectral or polarimetric Lidar systems  [22]. The data obtained may then 
provide information about depolarization ratio or melanization  [59,66], which report 
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on glossiness and microstructures in body or wings. Dual or multiband S-Lidar has 
been demonstrated in Lund previously for particle detection  [25,26,106] and similar 
systems could be implemented for fauna monitoring. The main drawback of using 
several laser outputs is, beside increased complexity, that the effective sampling rate will 
decrease somewhat. However, this can easily be solved by using a faster detector, and 
possibly higher laser power.  

Another alternative is to use a laser source that transmits light with a broad spectrum, 
e.g. a supercontinuum laser, and a fast detection system able to spectrally resolve the 
signal. For instance, a PGP setup similar to the hyperspectral Lidar presented in section 
7.2 could be used. This kind of setup may deliver spectral information from the insects 
transecting the beam, revealing their colors and surface structures. With a multi-or 
hyper spectral system, the spectral fringes contained in one specular reflection of white 
light off insect wings may be resolved and the thickness of the wing membrane could 
be extracted. Due to their highly directional nature, specular reflections also do not 
suffer from the 1/z2 dependence of the signal intensity, like diffuse scattering do. This 
means that they can be detected at further distances than diffuse reflections. One of the 
main advantages of spectral information is that it is much less dependent on transit 
time than e.g. information about wingbeat frequency. Wingbeat frequency and 
properties related to this can only extracted from a signal if the insect stays in the beam 
long enough to beat its wing several times. This is not the case for spectral data, which 
could give a unique spectral signature to each observations, including very short ones. 
If the transit time becomes less important it would also be possible to make the beam 
smaller and thus increasing the power density of the beam.  

Using a detector able to spectrally resolve the signal could also enable measurements 
where some insects have been tagged with e.g. fluorescent dye [99,107]. A signal from 
the tagged insects will always be identifiable since the fluorescence signal will be 
spectrally separated from the elastic signals from untagged insects. This data could 
simply be used to study the behavior of the tagged insects, or be used to identify non-
tagged individuals of the same species. It could also be utilized to correct data for 
multiple observations caused by the same individual. If, for instance, 100 individuals 
are released, and 300 observations are detected during a day of measurements, all the 
activity data could be divided by 3 to better relate it to population size.  

One possible way to improve the identification and separation of signals from 
different groups of insects, is to use a machine learning approach. Parameters extracted 
from insect signals, or simply the entire signals, could be used as input for an algorithm 
that learns how to divide them into different groups. This could be done by the 
algorithm either by referencing and generalizing available classified training data 
(supervised), or by just finding structures in the data and grouping observations 
accordingly (unsupervised). A supervised machine learning method is often able to 
provide more detailed results than an unsupervised one but the tricky part is to procure 
training data for the algorithm. It is not certain that signals recorded in the laboratory 
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are directly applicable to signals acquired in the field, and obtaining enough data in a 
field environment, e.g. through control releases, is difficult.  

Combustion diagnostics  

Several versions of a short range Lidar system have been built in this work. These have 
been used to evaluate and demonstrate applications of the S-Lidar technique in 
combustion diagnostics.  

One of the main conclusions drawn from this work is that S-Lidar is a tool able to 
provide remote range-resolved information about combustion environments in a 
laboratory environment, indicating that it would be a versatile tool for diagnostics in 
large-scale combustion facilities. The fact that a S-Lidar system does not have to rely 
on large, high-power pulsed lasers means that the system can be made small and 
portable, which is ideal for industrial applications. Since the technique collects signal 
in the backward direction it only requires one optical access. The required size of this 
optical access would depend on the configuration and optics of the system. In general, 
a larger optical access allows a system that provides higher resolution over longer range 
intervals, while the opposite is true for a small optical access. In general, the design of 
the S-Lidar system should be chosen according to the specific application. This is 
especially true for the shape and width of the laser beam since it affects the resolution.  

In the work presented in this thesis, range-resolved elastic measurements in highly 
scattering environments, such as smoke and candle flames, have been demonstrated 
qualitatively. Rayleigh scattering in flames have been investigated and quantitative 
temperatures have been extracted. The technique has also been demonstrated for 
qualitative detection of fluorescence in combustion applications using a flame seeded 
with indium atoms, and quantitative remote thermometry has been carried out in the 
same flame using TLAF. S-Lidar using pulsed lasers has also been tested and qualitative 
scattering measurements and detection of fluorescence from formaldehyde, a naturally 
occurring flame radical, have also been demonstrated. 

It is difficult to create an extended combustion environment in a normal laboratory 
due to safety concerns, and it is especially difficult if the properties of the combustion 
environment are to be well-known. Therefore, the combustion applications have 
instead been demonstrated by placing individual flames at different positions in the 
laser beam. This kind of approach often leads to a discussion about the techniques’ 
ability, or inability, to provide the same resolution of the flame zones as conventional 
diagnostic techniques do. This discussion indicates that measuring on individual flames 
does not fully highlight the strength of the Lidar technique, namely the fact that it may 
provide range resolved measurements over much longer distances than conventional 
techniques. The technique is not meant to compete with conventional diagnostics, but 
it is rather a tool that should be used when conventional methods are not applicable. 
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To show this, and evaluate the strength of the method, measurements should be carried 
out in a larger combustion facility, where a controlled continuous combustion 
environment can be established. This should then be followed by measurement 
campaigns at real industrial sites.  

Though the detection of particle distribution has only been demonstrated here and 
not fully investigated, the application is well-suited for the technique. The typically 
high elastic scattering signals from particles enables the use of high sampling rates and 
the technique would provide temporally and spatially resolved information about 
particle distributions. Information like this could not only be useful in combustion 
studies, but also at non-combustion based industrial sites. An example is industries 
where the production results in suspended particles, which could constitute a health 
problem for employees.  

If two, or several, displaced beams are used in an S-Lidar setup, both the particle 
distribution and its movement may be determined. The displaced laser beam would be 
alternated between in synchronization with the fast camera exposures. By time 
correlating the signals in the different time slots, corresponding to different spatial 
positions, it would thus be possible to determine the direction of the movement and 
thus get flow data. This is similar to how the dark-field signals shown in Fig. 6.12 gives 
information about flight direction, except that the displacement in space is made with 
the laser beams and not on the detector side. 

S-Lidar based on pulsed lasers might lose some of its advantages of using small and 
portable lasers equipment but it gains the ability to use fast time gating. This is a huge 
advantage in environments with very strong background emission, since the 
combination of a short laser pulse and a short camera gate allows very efficient 
background suppression. One of the initial aims of the pulsed measurements, presented 
in section 7.1.3, was to use time-gating to remove interfering signal from a strong 
termination echo, which would be inevitable for industrial applications. This 
termination echo is especially a problem in Lidar since the detection occurs in the 
backward direction and the detector is often directly facing the laser termination. If a 
measurement target is placed close to the termination and the time gate is placed 
correctly, the echo from the termination could be removed. It will be the length of the 
laser pulse that determines how close one can place the target and still remove the 
termination echo. The reason for this is that, at some point, the scattering resulting 
from the leading edge of the laser pulse hitting the termination will interfere with the 
signal from the target. Initially, a laser with a pulse duration of 170 ps was to be used, 
giving a 5 cm pulse length. This would mean that one could place the flame within a 
decimeter from the termination and still be able to remove the interfering echo. 
Unfortunately, the ps-laser envisioned for these measurements was not working 
properly and a laser delivering ns pulses was used instead. This means that the pulse 
length was approximately 1.5 m instead of 5 cm and the demonstration thus became 
less illustrative. The time gating was instead used only to suppress flame emission, 
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which could be removed. In the future, it these kind of measurements should be 
performed with a laser generating picosecond pulses. 

An interesting measurement concept would be to perform measurements with a 
pulsed ps-Lidar setup, described in e.g. [44], and simultaneously monitor the beam 
with a detector placed in a Scheimpflug configuration. In this way, the strength and 
weaknesses of the methods could be evaluated and compared, and possible ways to 
combine the techniques to extract more information about the measurement volume 
could be investigated. It would be especially interesting to study fluorescence, since it 
might be possible to use the two methods together to determine the fluorescence 
lifetimes, which degrades the range resolution for the ToF technique. 

Another application in combustion research would be to use a type of detector system 
with spectral or temporal resolution. A hyperspectral system, as the one presented in 
section 7.2 could be used to gain spectral information. Another possibility would be to 
use a spectrometer. To be able to sharply image the signal dispersed by the spectrometer 
onto a detector, two Scheimpflug configurations would have to be used. The laser 
beam, collection optics and the slit on the spectrometer would have to be placed in a 
Scheimpflug configuration, as well as the slit, imaging optics in the spectrometer, and 
the camera detecting the dispersed signal. Just as in the system described in section 7.2, 
this would provide range resolution, according to the Scheimpflug and hinge rules, 
along one direction on the camera chip, and spectral information along the orthogonal 
direction. 

A different way to gain spectral information would be to use multiple laser outputs, 
which was actually done using a mechanical chopper in the TLAF measurement 
described in section 7.1.2. It would be very interesting to carry out DIAL in a 
combustion environment using S-Lidar, in a similar way as presented in [26]. Range 
resolved concentration measurements of important flame species could possibly be 
carried out using two or more spectral bands, which corresponds to signals on and off 
an absorption line. 

Yet another very exciting possible measurement would be to use a streak camera 
instead of the line-array detector when fluorescence is being detected. A streak 
camera [48] gives spatial information along one direction of the detector and temporal 
information along the other, orthogonal direction. Such measurements could thus 
potentially provide remote, spatially resolved fluorescence lifetimes over long distances, 
which would constitute unique and indeed valuable information for combustion 
researchers. The concept might not be entirely straight-forward to realize though since 
it could possibly be complex to incorporate the streak camera into the Scheimpflug 
geometry. The time delay, caused by the fact that we measure at different distances, 
would also distort the signal along the temporal direction on the detector. The impact 
of this distortion would depend on how the time scales of the camera streak and size of 
the probe volume relate to each other.  
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Summary of papers 

Paper I  E. Malmqvist, S. Jansson, S. Török, M. Brydegaard, “Effective 
parameterization of laser radar observations of atmospheric fauna”,  
In this paper, the method we use for extracting fauna observations from 
atmospheric Lidar data and reducing the observations to a set of 
descriptive parameters is described. Kilohertz-Lidar data are used, the 
essential steps are walked through and a glimpse of the obtainable data 
product is presented.  
I evaluated the data, with input from Mikkel Brydegaard and Samuel 
Jansson. I made all the figures and wrote the manuscript with input from 
the other authors.  

 
Paper II  G. Zhao, M. Ljungholm, E. Malmqvist, G. Bianco, L.A, Hansson, S. 

Svanberg, M. Brydegaard. “Inelastic hyperspectral Lidar for profiling 
aquatic ecosystems”,  
An aquatic laser-diode-based inelastic light detection and ranging 
(Lidar) system with spatiotemporal resolution and number of spectral 
bands, is presented. Elastic as well as molecular ranging is demonstrated 
by using the water Raman band, and by observing fluorescence from 
chlorophyll and from dye-tagged organisms.  
I contributed to the experiments, instrumentation and had inputs on the 
manuscript. I co-supervised the master student who carried out the pilot 
studies with the system.  

 
Paper III  M. Brydegaard, E. Malmqvist, S. Jansson, J. Larsson, S. Török, G. 

Zhao. ”The Scheimpflug Lidar method” 
A review over the applications of Scheimpflug Lidar method is 
presented. A raytracing program used to simulate Scheimpflug Lidar 
signals for a beam with finite width is described as well as elastic and 
inelastic application of the method, e.g. atmospheric research (DIAL, 
aerosols), entomology, diagnostics of industrial and combustion 
processes, and monitoring of aquatic fauna and of vegetation. 
I carried out the measurements and data evaluation for the combustion 
applications. I took part in the field campaign resulting in the polarimetric 
Lidar data and made the data evaluation. Contributed to the experiments 
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and instrumentation for the aquatic applications. I had input on the 
manuscript.  

 
Paper IV  E. Malmqvist, S. Jansson, S.Zhu, Li, W, Svanberg, K, Svanberg, J. 

Rydell, Z. Song,  J. Bood, M. Brydegaard, S. Åkesson. ”The bat-bird-
bug battle: Daily flight activity of insects and their predator over a rice 
field revealed by high-resolution Scheimpflug Lidar ” 
The paper presents the results of the first Lidar study applied to 
continuous and simultaneous monitoring of aerial insects, bats and 
birds. It illustrates how common patterns of flight activity, e.g. insect 
swarming around twilight, depend on predation risk and other 
constraints acting on the faunal components. Flight activity was 
monitored over a rice field in China during one week in July 2016, 
using a high-resolution Scheimpflug Lidar system.  
I participated in the field experiments in China. I carried out the data 
evaluation with input from Samuel Jansson and Mikkel Brydegaard. I 
made all the figures. I was main responsible for the manuscript. Me and 
Jens Rydell wrote the manuscript with input from Susanne Åkesson and the 
other authors.  

 
Paper V  E. Malmqvist, M. Brydegaard, M. Aldén, J. Bood. ”Scheimpflug Lidar 

for combustion diagnostics” 
A portable Lidar system developed for large-scale (~1-20 m) 
combustion diagnostics is described and demonstrated. The system is 
able to perform remote backscattering measurements with range and 
temporal resolution. Results from simulations of the range capabilities 
and range resolution of the system are presented and its temporal 
resolution is also discussed. Various applications, important for 
combustion diagnostics, are also demonstrated, including Rayleigh 
scattering thermometry, aerosol detection and laser-induced 
fluorescence measurements.  
I built the instrumentation, planned and carried out the experiments with 
help from Joakim Bood and Mikkel Brydegaard. I evaluated the data and 
made the figures. I wrote the manuscript with help from Joakim Bood, and 
with input from the other authors.  

 
Paper VI E. Malmqvist, J. Borggren, M. Aldén, J. Bood. ”Lidar thermometry 

using two-line atomic fluorescence” 
In this paper, Scheimpflug Lidar has been combined with the 
thermometric technique two-line atomic fluorescence, to carry out 
stand-off, spatially resolved temperature measurements. One-
dimensional flame temperature profiles were measured at different 
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heights above a porous-plug burner, located at a distance of 1.5 m from 
the Lidar system. The technique was also used to demonstrate two-
dimensional temperature measurements in the same flame.  
Me and Jesper Borggren planned and carried out the experiments with input 
from Joakim Bood. Jesper and I carried out the data analysis. I made the 
figures. The manuscript was written by me, with input from Joakim and 
the other authors.  
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Appendix A:  
 
Equations  

The equations describing the range and resolution of Scheimpflug-Lidar are derived in 
this Appendix.  

A1. Range equation  

From Fig. A1 it is clear that the horizontal range for a pixel, zpix, is:  

𝑧௫ ൌ
𝐷

tan൫𝛾௫൯
ሺA1ሻ 

To attain zpix, the distance D and the sampling angle 𝛾pix must be found from the known 
system parameters; the detector angle, 𝛼, the length of detector, ldet, the pixel width, lpix, 
the pixel number, m, and the focal length, f. First of all, the angle ϕ is found: 

𝑡𝑎𝑛ሺ𝜙ሻ ൌ
𝑎 െ 𝑓

𝑓
𝑡𝑎𝑛ሺ𝛼ሻ

ൌ 𝑡ℎ𝑖𝑛 𝑙𝑒𝑛𝑠 𝑓𝑜𝑟𝑚𝑢𝑙𝑎: 𝑎 ൌ
𝑓𝑏

𝑏 െ 𝑓
൨ ൌ

𝑓𝑡𝑎𝑛ሺ𝛼ሻ

𝑏 െ 𝑓
→  

𝜙 ൌ 𝑎𝑟𝑐𝑡𝑎𝑛 ቆ
𝑓𝑡𝑎𝑛ሺ𝛼ሻ

𝑏 െ 𝑓
ቇ ሺ𝐴2ሻ 

With this angle, D may be derived:  

𝑠𝑖𝑛ሺ𝜙ሻ ൌ
𝐷
𝐽

→ 𝐷 ൌ 𝐽 ∗ 𝑠𝑖𝑛ሺ𝜙ሻ ൌ 𝐽 ൌ
𝑏

𝑡𝑎𝑛ሺ𝛼ሻ
൨ ൌ  

𝑏
𝑡𝑎𝑛ሺ𝛼ሻ

∗ 𝑠𝑖𝑛ሺ𝜙ሻ ሺA3ሻ 
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Figure A1. Schematic of a scheimpflug Lidar setup defining the directions, angles and distances needed 
to derive the equations for range and resolution.  

The position of the pixels along the detector is: 

𝑝௫ ൌ 𝑚𝑙௫ െ
𝑙ௗ௧

2
, ሺA4ሻ 

where the center of the detector corresponds to ppix.= 0. The positions of the pixel 
projected onto the optical axis (ppix,y and ppix,x positions) must be determined:  

𝑝௫,௬ ൌ 𝑝௫ 𝑐𝑜𝑠ሺ𝛼ሻ ሺA5ሻ 

𝑝௫,௫ ൌ 𝑏  𝑝௫𝑠𝑖𝑛ሺ𝛼ሻ ሺA6ሻ 

With the definitions in Eq. A4, A5, and A6, the pixels with the positions corresponding 
to a low m will observe far ranges while the pixels with high n will observe short ranges. 
Eq. A5 and A6 can then be used to obtain the angle, θpix, between the pixel and the 
optical axis:  

𝑡𝑎𝑛ሺ𝜃௫ሻ ൌ
𝑝௫,௬

𝑝௫,௫
ሺ𝐴7ሻ 
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Using Eq. A5 and A6 in A7 results in: 

𝑡𝑎𝑛ሺ𝜃௫ሻ ൌ
𝑝௫ 𝑐𝑜𝑠ሺ𝛼ሻ

𝑏  𝑝௫𝑠𝑖𝑛ሺ𝛼ሻ
ሺ𝐴8ሻ 

The angle at which the pixel observe the laser beam can now be demined:  

𝛾௫ ൌ
𝜋
2

െ 𝜙  𝜃௫ → ሺ𝐴9ሻ 

𝑡𝑎𝑛൫𝛾௫൯ ൌ 𝑡𝑎𝑛 ቀ
𝜋
2

െ 𝜙  𝜃௫ቁ ሺ𝐴10ሻ 

By using trigonometrical rules and substituting Eq. A8 into Eq. A10: 

tan൫𝛾௫൯ ൌ
tan ቀ

𝜋
2 െ 𝜙ቁ  tan൫𝜃௫൯

1 െ tan ቀ
𝜋
2 െ 𝜙ቁ tan൫𝜃௫൯

ൌ
𝑏 ∙ tan ቀ

𝜋
2 െ 𝜙ቁ  𝑝௫ ቂ𝑠𝑖𝑛ሺ𝛼ሻ ∙ tan ቀ

𝜋
2 െ 𝜙ቁ  𝑐𝑜𝑠ሺ𝛼ሻቃ

𝑏  𝑝௫ ቂ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ tan ቀ
𝜋
2 െ 𝜙ቁቃ

ሺA11ሻ 

A full expression for the range of a pixel, zpix, can now be derived, by substituting 
equation A11 into A1: 

𝑧௫ ൌ
𝐷

tan൫𝛾௫൯
ൌ 𝐷 ∙

𝑏  𝑝𝑝𝑖𝑥 ቂ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ tan ቀ
𝜋
2 െ 𝜙ቁቃ

𝑏 ∙ tan ቀ
𝜋
2 െ 𝜙ቁ  𝑝௫ ቂ𝑠𝑖𝑛ሺ𝛼ሻ ∙ tan ቀ

𝜋
2 െ 𝜙ቁ  𝑐𝑜𝑠ሺ𝛼ሻቃ

ൌ  

ൌ 𝐷 ∙
𝑏  𝑝𝑝𝑖𝑥

ሾ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ cotሺ𝜙ሻሿ

𝑏 ∙ cotሺ𝜙ሻ  𝑝௫ሾ𝑠𝑖𝑛ሺ𝛼ሻ ∙ cotሺ𝜙ሻ  𝑐𝑜𝑠ሺ𝛼ሻሿ
ሺA12ሻ 

Where 𝜙 is given by Eq. A2, D is given by Eq. A3, and ppix is given by Eq. A4. If the 
system is focused on optical infinity, b can be determined since the distance between 
the lens and pixel monitoring infinity, along the optical axis, is equal to frec. For instance, 
when infinity is placed at the end of the detector, b is: 

𝑏 ൌ 𝑓 
𝑙ௗ௧

2
𝑠𝑖𝑛ሺ𝛼ሻ , ሺ𝐴13ሻ 

and ϕ becomes: 

𝜙 ൌ 𝑎𝑟𝑐𝑡𝑎𝑛 ቌ
𝑓𝑡𝑎𝑛ሺ𝛼ሻ

𝑓 
𝑙ௗ௧

2 𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑓

ቍ ൌ 𝑎𝑟𝑐𝑡𝑎𝑛 ൬
2𝑓

𝑙ௗ௧  𝑐𝑜𝑠ሺ𝛼ሻ
൰ ሺ𝐴14ሻ 

When frec>>ldet:  
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𝜙 ൎ
𝜋
2

→ 𝑧௫ ൎ  𝐷 ∙
𝑏  𝑝𝑝𝑖𝑥𝑠𝑖𝑛ሺ𝛼ሻ

𝑝௫ 𝑐𝑜𝑠ሺ𝛼ሻ
ൌ

𝐷
𝑡𝑎𝑛 ሺ𝜃௫ሻ

ሺ𝐴15ሻ 

where: 

𝑝௫ ൌ 𝑙ௗ௧ െ 𝑚𝑙௫ 

If infinity is not placed on the detector, a reference signal from a hard target at a known 
range, may be used to determine b. When b has been determined, the range of all the 
pixels can be obtained.  

A2. Resolution 

To obtain an expression for the range resolution, dzpix, the derivative of zpix may be 
found, by using the division rule and then substitute zpix

2 obtained from Eq. A12 into 
the result. This gives:  

𝑑𝑧௫ ൌ
െ𝑧௫

ଶ bcos ሺ𝛼ሻሾ1  cotଶሺ𝜙ሻሿ

𝐷ଶ ቂ𝑏  𝑝௫ሾ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ cotሺ𝜙ሻሿቃ
ଶ 𝑑𝑝௫ → ሺ𝐴16ሻ 

ൣ𝐴 ൌ 𝐷ଶሾ𝑠𝑖𝑛ሺ𝛼ሻ െ 𝑐𝑜𝑠ሺ𝛼ሻ ∙ cotሺ𝜙ሻሿ൧ 

ቂ𝐵 ൌ െ𝑧௫
ଶ bcos ሺ𝛼ሻሾ1  cotଶሺ𝜙ሻሿቃ 

→  𝑑𝑧 ൌ
𝑧௫

ଶ 𝐵

ൣ𝐷ଶ𝑏  𝑝௫𝐴൧
ଶ ሺ𝐴17ሻ 
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Appendix B:  
 
Scheimpflug vs ToF Lidar  

Table B1. Properties of Scheimpflug-Lidar compared with ToF-Lidar. The range resolution of S-Lidar is 
limited by imaging properties while the resolution in ToF-Lidar depends on temporal properties. The 
limiting factors of the resolution during transmittance of the beam, the collection of the signal and the 
sampling are presented. PSF is refering to the point spread functions of the telescopes.  

 Signal 
intensity 

Range 
resolution 

Limiting factor of range resolution 
Transmitter Receiver Sampling 

S-Lidar Constant Tangential Beam width, PSF FoV, PSF Pixel pitch (width) 
ToF-Lidar 1/z2 Constant Pulse duration Bandwidth  Sampling rate 
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Appendix C:  
 
Assembling and aligning a system  

This is a point-by-point description of how to assemble and align a typical systems 
utilized for fauna monitoring in this work. Here it is assumed that the length of the 
baseline (distance between transmitter and receiver) has been calculated, and the 
holders for the telescopes have been attached at the right positions on the aluminum 
bar. This description is made for a system that use a Glaz sensor and its software, but 
the approach should be similar with any line-array detector.  

C1. List of terms 

Transmitter: The telescope which expands and transmits the telescope. 

Monitor: The middle telescope where the monitor camera should be. 

Receiver: The Newton telescope with which the signal is collected and detected with 
the line array camera.  

Monitor camera: 2D sensor used to observe how the laser beam propagates 

Line-scan camera: Glaz sensor which records the signal. 

Tripod: Motorized equatorial mount (Sky-Watcher, EQ8) holding the whole system. 

Bar: Aluminum cross bar on which the telescope mounts are attracted.  

Driver: Laser driver controlling current and modulation of laser.  
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C2. Putting up the system and balancing the mount 

1. Place the telescopes on the aluminium bar when it is off the tripod to check 
the balance both along the bar and along the telescopes. Remember to put both 
cameras and the laser on the telescopes or the balance will not be right. 

2. Mark approximately where the telescopes should be to be balanced on the bar. 

3. Take off the telescopes from the bar. 

4. Make sure the two axes on the tripod are not locked. 

5. Place it at the balance point you found in step 1.  

6. Place the telescopes on the bar at the balance positions you have found in step 
2 and put the cameras and laser in place.  

7. Start with balancing the whole telescope mount (bar + telescope) with the 
tripod’s counter weights. Check so it is balanced in several positions. If it is 
not, move the counterweights to balance the system. 

8. Put the counterweight rod parallel to the ground and check if the system is 
balanced in the other axis. If the whole aluminum bar rotates when it is placed 
horizontally to the ground, you need to adjust the position of the telescope 
that weighs it down. 

9. When all axes are balanced, lock the axes. 

10. Connect the tripod to a power supply.  

11. Turn on the tripod. 

C3. Aligning the system on termination 

The best time to align the system is during twilight (morning or evening) when it is 
dark but you can still see. It is hard to see the laser spot with the monitor camera during 
the day and it is hard to find the termination when it is too dark.  

 
1. Remove the line-array camera from the Newton telescope and place the 

monitor camera there instead.  

2. Move the telescope mount with the tripod controller so the Newton telescope 
is looking straight at the termination. That is, the termination should be 
exactly in the middle of the monitor camera image. Turn the knobs on the 
focal stage to find focus. 
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3. Remove the monitor camera from the Newton telescope and put the line-array 
camera back. The back of the camera (where the coaxial connectors are located) 
should be pointing in the forward direction, and the plane of the camera 
should be aligned with the transmitter telescope. 

4. Remove the laser from the transmitter telescope and put the monitor camera 
there.  

5. Use the adjustment screws on the holder of the transmitter telescope (NOT 
the tripod controller) to find the termination and place it in the center of the 
image.  

6. Turn the knobs on the focal stage to find focus. 

7. Put the monitor camera in the monitor telescope and use the adjustment 
screws on its holder to find the termination and place it in the center of the 
camera image.  

8. During the day a filter should be used in front of the monitoring camera. 

9. Put the laser back in the transmitter telescope.  

10. Now the system should be VERY roughly aligned.  

11. Connect the laser driver to a power supply with the correct voltage.  

12. Connect the laser to the driver. Make extra sure the polarity is correct or you 
will burn the laser. 

13. Turn on the program (Glaz UI) controlling the line array camera.  

a. If you want to trigger the system internally (camera is master) connect 
the “sync” port on the camera to the “strobe” port on the laser driver 
with a coaxial cord. Put the trigger tab in the program to “Internal”. 
Put trigger delay to 50 microseconds. The sampling rate may be set in 
the program (4-4000 Hz). If one laser is used and background 
subtraction is enabled, the effective sampling rate will be half of this 
number.  

b. If you want to trigger externally, connect the “trig” port on the camera 
to the to the external source, i.e. a DAQ. Connect the same port on 
the DAQ to the “strobe” port on the laser driver. In this case the 
maximum allowed integration time has to be calculated and 30 
microseconds should be subtracted from this value (1 / (sampling 
frequency) - 30 μs). 

14. Make sure that the boxes “remove background”, “flip pixel order”, and “loop” 
are checked in the program. 
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15. Make sure the save box is unchecked so you are not saving files during 
alignment.  

16. Set the number of slots in the program to 2 if you only have one laser or 3 if 
you have 2 lasers.  

17. Turn on the laser by turning the key on the driver. 

18. Hopefully the laser spot will show up on the termination. If it is not in the 
center of the termination, then place it there with the adjustment screws on 
the transmitter telescope holder.  

19. Focus the laser on the termination by turning the knobs on the focal stage. 

20. A peak representing the termination should now show up on the linear-array 
camera.  

21. Place this peak in the middle of the sensor by turning the adjustment screws 
on the transmitter telescope holder.  

22. This may move the laser off the termination; use the tripod controller to move 
it back while looking at the monitor camera.  

23. Try to make this peak as narrow as possible by changing the focus of the linear 
array camera and possibly of the laser.  

24. Use the adjustment screws on the holder to the transmitter telescope to move 
the termination peak to the end of the sensor  

25. Try to optimize the focus of the line-array camera and the laser once again. 
You can also try to rotate the line-scan camera to improve the signal. 

26. You should have a narrow peak at the termination position and an air signal 
from the whole range. This air signal is often increasing somewhat from short 
ranges to far ranges.  

27. If focus is achieved, there should hopefully also be insect observations over the 
whole range showing up as narrow peaks. 

28. When the system is aligned, select a folder to save to in the program, select a 
name for the files, and remember to check the save box.  
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