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Abstract

Nuclear and electronic dynamics in atoms and molecules are the foundation of many physical pro-
cesses and chemical reactions. Often, these dynamics take place on timescales so much shorter than
those commonly encountered that they are called ultrafast.

In order to study ultrafast phenomena, time-resolved techniques such as pump-probe experiments,
involving ultrafast light pulses, are necessary. For these experiments to be successful, the properties
of ultrafast light pulses must be carefully controlled and examined in order to discern their influence
on the experiment.

This thesis deals with the spatial and temporal properties of XUV light, generated through the
process of high-order harmonic generation in gases, using an intense IR laser beam. The influence
of the spatial properties of this generating laser on the XUV has been studied, as has the influence
of the XUV light’s spatial properties on its focusability and peak intensity.

The generated high-order harmonics are also used to study physical phenomena such as multiphoton
ionization, something that requires high intensities. An instrument for simultaneous studies of ions
and electrons produced by photoionization is also presented.

The efforts towards ultrafast pump-probe experiments include designs for interferometer setups to
enable these experiments. Some preliminary results of interferometer testing are also given, includ-
ing a proof of principle of XUV-IR pump-probe experiments on the Lund Laser Centre intense
XUV beamline.
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Populärvetenskaplig sammanfattning

Målet med arbetet som ledde till den här avhandlingen är att möjliggöra studier av dynamiska pro-
cesser i atomer och molekyler. Ett annat sätt att uttrycka det är att vi vill kunna studera vad atomer och
molekyler gör, på deras egen tidsskala. Detta sker så otroligt snabbt (vi pratar ofta om attosekunder,
miljarddelars miljarddelars sekunder) att det enda mätinstrumentet vi har som är tillräckligt snabbt
är ljuspulser, som vi kallar ultrakorta.

För att vi ska kunna göra det krävs många tekniska och vetenskapliga framsteg. I den här avhand-
lingen fokuserar jag på två huvudsakliga områden: vi behöver korta, intensiva pulser av ljus, och vi
behöver kunna styra pulserna noggrant i tiden, i så kallade pump-prob-experiment.

Intensiva attosekundpulser

Varför behöver vi intensiva attosekundpulser? Först och främst vill vi som sagt ha pulser som är minst
lika snabba, eller korta, som de fenomen vi vill studera. En gammal Moraklocka är vacker, och
väldigt bra på att berätta tiden på dagen, men är förmodligen inte lämplig när vi vill ta tid på ett
100-meterslopp. Dessa ultrakorta pulser är inte lätta att framställa, så en viktig del av avhandlingen
beskriver hur vi skapar dem med hjälp av nästan lika korta ljuspulser från mycket starka lasrar, i en
process som kallas högre ordningens övertongenerering.

Det är dock inte nog med att de är korta, utan vi vill att de ska vara intensiva också. Om vi vill
studera en process med hjälp av fotoner, ljuspartiklar, så avgörs såklart hur många “mätvärden” vi
får vid varje tillfälle av hur många fotoner vi har tillgängliga just då. Vissa experiment kräver att
en given atom eller molekyl tar upp två fotoner på en gång (eller inom en miljondels miljarddels
sekund!), och i sådana fall behöver vi ha så många fotoner att det kan hända regelbundet.

En sak som avgör hur intensiva våra pulser kan bli är hur väl vi kan fokusera dem. På samma sätt
som solljus kan starta bränder om det fokuseras med en lupp, kan en fokusering av våra ultrakorta
laserpulser göra att vi kan studera helt nya fenomen.

En viktig del av mitt avhandlingsarbete har därför varit att, förutom att studera hur vi kan skapa
dessa pulser, också studera hur vi effektivt kan fokusera dem, och vilka av deras egenskaper vi måste
ta hänsyn till för att vi ska kunna göra det.

Flera pulser: pump-prob-experiment

Vi vet nu hur vi kan skapa väldigt korta pulser, men hur kan vi använda dem? För att kunna lära oss
mer om atomers och molekylers värld, och de korta tiderna i denna värld, så måste vi ha en referens;
vi kan inte veta t.ex. hur fort något händer om vi inte vet både när det börjar och när det slutar.

För att ta ett exempel som ofta dök upp under skrivandet av den här avhandlingen, så tycker jag om
att dricka te med en skvätt mjölk. Jag vet inte hur teet “borde” smaka utan mjölken, utan det visar
sig när jag hällt i den. När jag väl häller i mjölken svalnar teet så mycket att det inte längre drar.
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Jag har alltså problemet att jag vill avgöra hur lång tid en process tar (teet drar och blir gott), men
jag kan bara göra en mätning, sedan har jag under-, över- eller lagom bryggt te. Det här är också
vad som händer oss när vi vill studera många fysiska fenomen, vi kan bara studera eftermälet men
kan inte avgöra vad som händer medan det faktiskt händer.

Det jag kan göra är att, för varje kopp te jag brygger, variera när jag häller i mjölken och provsmakar
teet, sedan kan jag följa hur gott det är. Om jag börjar från noll (jag häller i mjölken omedelbart efter
tepåsen) och varierar tiden upp till, säg, sex-sju minuter, så kommer smaken antagligen att variera
från blaskig, till god, till alldeles för besk. Figur 1 visar hur jag kan markera detta (för enkelhetens
skull ger jag ett smakbetyg från 1-10).

Fördröjning te-mjölk
(minuter)

1 2 3 4 5 6 70

Sm
ak

 (
1-

10
)

Figur 1: Ett enkelt pump-prob-experiment: Jag noterar smaken på mitt te som en funktion av när jag häller i
mjölken, dvs hur länge teet får dra.

Mitt försök att avgöra hur länge teet borde dra är ett exempel på ett pump-prob-experiment; jag
påbörjar en process (lägger tepåsen i vattnet) och varierar sedan när jag gör min mätning (häller i
mjölken och smakar) för att avgöra hur lång tid processen tar. Det första steget kallas “pump” i den
ultrasnabba jargongen och det andra för “prob” (sond). Genom att göra samma experiment flera
gånger så kan jag avgöra tidsutvecklingen utan att behöva mäta den direkt.

Samma teknik har visat sig vara användbar för många experiment inom fysik och kemi. Våra mät-
instrument är inte tillräckligt snabba för att upplösa själva händelserna, men vi kan använda två
pulser och studera resultatet av att variera tidsskillnaden mellan de två.

Om vi till exempel vet att följden av en reaktion är att en molekyl splittras, så kan vi starta reaktionen
med en ljuspuls, och sedan skicka in en ljuspuls lite senare för att undersöka vad som hänt. Till
exempel kan den här pulsen stämma överens i energi med en energinivå som finns i en atom som
lämnat molekylen, men inte i den hela molekylen. Genom att mäta antalet av dessa atomer som en
funktion av tidsfördröjningen kan vi då avgöra hur lång tid det tar för molekylen att splittras.

Eftersom det handlar om otroligt små fördröjningar vi vill studera så kan vi inte skapa pulser separat
och hoppas att de träffar vårt studieobjekt samtidigt. Istället börjar vi med pulser vi vet är samtidiga,
och fördröjer dem genom att låta dem färdas olika långt. Eftersom ljuset färdas så otroligt fort kan
vi styra väldigt små tidsskillnader genom att ändra avståndet, men det kräver fortfarande att vi kan
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ändra det på några nanometer (miljarddelars meter) när.

En del av mitt avhandlingsarbete har också varit att rita och prova mätinstrument som hjälper
oss göra dessa experiment. Tillsammans med en ökad förståelse av våra korta ljuspulser, och andra
uppfinningar i vårt labb (som ett noggrant instrument för att se vilka atomer och molekyler vi har
kvar efter våra reaktioner), har det förhoppningsvis bidragit till att göra framtida experiment lite
lättare.
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Popular science summary

The goal of the work described in this thesis is to enable studies of dynamics in atoms and molecules.
Another way of putting it is that we want to study what atoms and molecules do on the timescale
on which they do it. This happens so incredibly fast (we often speak of attoseconds, which are
billionths of a billionth of a second) that the only measurement devices we have that are fast enough
are light pulses we refer to as ultrashort.

In order to carry out our goal, many technical and scientific achievements are necessary. In this
thesis, I will focus on two principal areas: the requirement of short and intense light pulses, and the
need to control them very precisely in time, in what is known as pump-probe experiments.

Intense attosecond pulses

Why do we need intense attosecond pulses? First of all, we need pulses at least as fast, or short, as the
phenomena under study. An old grandfather clock is beautiful, and very good at telling the time
of day, but probably not suitable for timing a 100-meter sprint. However, realizing these ultrashort
pulses is not trivial, so an important part of the thesis concerns how they are created using only
slightly longer light pulses from high-power lasers, in a process known as high-order harmonic
generation.

The pulses should not only be short, though, we want them to be intense as well. If we wish to
study a process with the help of photons, i.e. light particles, the amount of “measurements” we can
do in a given amount of time naturally depends on how many photons are available to us in this
time. Some experiments require an atom to absorb two photons at once (or within a millionth of
a billionth of a second!) and in these cases we need so many photons that this becomes a regular
event.

One limiting factor to how intense our pulses can be is how well they can be focused. In the same
way that sunlight can start a fire when focused through a looking glass, focusing our ultrashort laser
pulses makes it possible to study entirely new kinds of phenomena.

An important part of my thesis work has thus been, apart from studying the creation of these
ultrashort pulses, to examine how we can focus them effectively, and which of their properties need
to be taken into account to enable this.

Multiple pulses: pump-probe experiments

We now know how to create very short pulses, but how can we use them? To learn more about
the world of atoms and molecules, and the short timescales in this world, we need a reference. For
instance, we cannot now the duration of an event if we do not know when it starts and when it
ends.

To take an example that often came up during the writing of this thesis, I like my tea with a splash
of milk. I don’t know how the tea is “supposed to” taste without the milk, I only find out after I
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have added it if it tastes right. Once I have added the milk, the tea cools to the point where it is no
longer brewing.

This poses a problem for me. I want to determine the duration of a process (the tea brews to an
agreeable flavor) but I can only perform one “measurement”, at which point I am left with under-,
over-, or perfectly brewed tea. This is also the case for many physical phenomena, we can only study
the aftermath of a process but cannot study it as it happens.

One thing I can do, for every cup of tea I make, is to vary the time at which I add the milk, sample
the tea, and note the flavor. Starting from zero (I add the milk immediately after the tea bag) and
vary the time up to, say, six or seven minutes, presumably the flavor will vary from watery, to nice,
to much too bitter. This is illustrated in Figure 2 (for simplicity I will give it a flavor grade from
1-10).

Tea-milk delay
(minutes)

1 2 3 4 5 6 70

F
la

vo
r 

(1
-1

0)

Figure 2: A simple pump-probe experiment: noting the flavor of tea as a function of when the milk is added
(and the tea stops brewing).

This study is an example of a pump-probe experiment: I start a process (adding the tea bag to the
hot water) and then vary the time until I perform my measurement (adding the milk and tasting
the tea) to determine the duration of the process. The first step is known as the “pump” in ultrafast
jargon, and the second is the “probe”. By performing the same experiment several times I can thus
determine the evolution of the system over time without measuring it directly.

The same technique has proven highly useful for many experiments in physics and chemistry. Our
instruments are not fast enough to resolve the events that occur, but we can use two pulses and study
the effects of varying their relative delay.

For example, if we know that a reaction results in the fragmentation of a molecule, we can start the
reaction with one light pulse, and send in another one with a slight delay to investigate the effects.
The probe pulse may, for example, have an energy corresponding to an energy level present in one of
the fragments but not in the unfragmented molecule. By measuring the response from this fragment
as a function of the delay between our pulses we can measure the duration of the fragmentation.

As we are dealing with very small delays, we cannot create separate pulses and hope they reach
our target roughly simultaneously. Instead we start off with pulses we know are simultaneous and
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introduce a relative delay by letting them propagate for varying distances. Thanks to the incredible
speed of light we can use the distances to control extremely small delays. This, however, still requires
a precision on the order of a few nanometers (billionths of a meter).

Part of my thesis work has consisted in designing and testing instruments that allow us to perform
these kinds of experiments. Along with an improved understanding of our ultrashort light pulses
and other innovations in our lab (such as an accurate instrument to determine what atoms and
molecules remain after our reactions), this will hopefully make future experiments a little easier.
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Thesis





Chapter 1

Introduction

In this introduction the subject matter of the present thesis, studying the spatial and temporal
aspects of intense attosecond pulses for their use in pump-probe experiments, is presented, and the
case for its utility is made. Following this is a brief outline of the two parts of the present thesis.

1.1 Motivation for the work

In order to advance the understanding of the fundamental chemistry and physics of atoms and
molecules, it is important to have the right tools. To be useful, the tools will need to match the
object, or process, of study in spatial and temporal resolution.

1.1.1 Who cares about atoms?

Physics, like natural sciences in general, often plays a role in society whether one is aware of it (or
believes in it) or not. Many technologies that are now more or less taken for granted rely on concepts
that were unheard of or untested a century ago: the development of transistors required an insight
into the quantum mechanical view of solid-state physics [1], and the atomic clocks synchronizing
time signals throughout the world would not exist without the knowledge of advanced spectroscopy
techniques as well as atomic physics phenomena such as the hyperfine splitting of cesium-133 [2, 3].

The use for humanity of inventions such as the transistor is immeasurable, but as there is often a lag
between a discovery and its application it is hard to determine the utility of many current scientific
endeavors, other than the obvious: that furthering our knowledge of the world is to some extent a
goal in itself.

However, some conjectures can be made, based on the known utility and applications of similar
technologies and scientific concepts. Advancing the understanding of the way atoms and molecules
interact often carries over into the chemistry and physics of molecules and materials. This in turn
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can lead to a “ripple effect” into all the fields that build upon this knowledge (as wide-ranging as
materials science, medicine, electronics and fuel research). It is thus not an entirely unreasonable as-
sumption that there is great practical utility, albeit some time into the future, of studying something
as seemingly fundamental as electronic and nuclear dynamics in atoms and molecules.

1.1.2 Ultrafast experiments

Many areas of interest in physics, chemistry, and other fields that build on conclusions from these
disciplines require the study of very fast, or short-lived, phenomena involving electronic and nuclear
motion in atoms and molecules [4]. These phenomena may occur on timescales so short that the
extent of their shortness easily overcomes our understanding. To use a well-worn analogy, one
second relates to an attosecond (24 attoseconds is the so-called atomic unit of time) roughly as the
age of the universe relates to one second.

In measuring the fastest phenomena, we are limited by the speed of our measurement instruments.
To use an example from electronics, some of the fastest commercially available oscilloscopes have a
sampling frequency of 240 GS/s [5], meaning that they can at best measure a duration on the order
of 0.004 nanoseconds (4 picoseconds, or 4 000 000 attoseconds). While it is certainly possible (and
likely) for measurement electronics to improve somewhat, our area of research revolving around
electron motions means that there is a certain difficulty, timescale-wise, in trying to use (indirect)
electron motions to directly measure (comparatively simple) electron motions.

Thus, measurement techniques have emerged that use events even faster than the motion of elec-
trons: ultrashort light pulses. However, simply being fast is not enough, the finest checks on a yard
stick do no good if we do not know where to place it. Thus we enhance our toolbox by using two
pulses and precisely controlling the distance, or delay, between them. This is known as the pump-
probe technique; the pump pulse starts a reaction or event, and the probe pulse arrives to discern the
status of the event. By tuning the delay between these two pulses, we can determine the evolution
in time of the event we have started. In order to perform a successful pump-probe experiment,
however, many things need to fall into place. We must have spatial and temporal control of our two
pulses, as well as spatial and temporal control of the target we are interested in.
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1.2 Scope of the thesis

1.2.1 Short pulses and wavelengths

As will be explained in the next chapter, short light pulses often have central frequencies much
higher, or wavelengths much shorter, than those of the visible light for which most optical designs
were originally conceived.

Light of shorter wavelengths than visible light is referred to as Ultraviolet (UV). There are subdi-
visions in this as well; when the wavelength is below 200 nm the light is referred to as Vacuum
Ultraviolet (VUV) due to the fact that it can only propagate for longer distances in vacuum. Its
photon energy is so high that it ionizes the gases in the air, thus becoming absorbed very quickly.
Light of even shorter wavelength is referred to as Extreme Ultraviolet (XUV), and it is found on the
border between UV light and X-ray radiation.

The characteristics of XUV light mean that in many respects it must be treated differently from the
Infrared (IR) and visible light used in many laser labs. The generation of this XUV light, through
the process of High-order Harmonic Generation (HHG), results in ultrashort attosecond pulses
and has been an important part of this thesis work.

In order to use the generated pulses to resolve ultrafast dynamics, the thesis work has also involved
the construction of an interferometer enabling pump-probe experiments.

1.2.2 Spatial characteristics and spatiotemporal coupling

Any experiment that involves several photons interacting with the same target must take into ac-
count the cross sections, or probabilities, of the transitions or events under study. Even the simplest
multiphoton interaction, two-photon excitation [6], could not be experimentally studied until the
invention of the laser [7, 8]. An important reason for the higher intensity enabled even by the
earliest lasers is the high degree of spatial coherence of the light produced by most lasers.

Many experiments performed today require intensities orders of magnitude higher than those of
the early multiphoton studies. These intensities require short and energetic pulses, focused into
small areas, i.e. the pulse must be temporally coherent in order to maintain a high peak power, and
spatially well-defined to enable as small a focus as possible.

The exotic properties of our short wavelength light, however, require the focusing optics to be real-
ized and used in a very deliberate way so as not to introduce wavefront aberrations that deteriorate
the quality of the focus, ruining the important intensity.

Another effect comes from the HHG process itself. As discussed in this thesis, the process may
lead to chromatic aberrations and spatiotemporal coupling, where the focus is not homogeneous in
space and time.

A large part of this thesis work has been devoted to studying the spatial properties of the harmonics,
how they depend on the generation process, and their interaction with the focus and focusing optics.
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1.3 Thesis outline

The present thesis consists of two parts. The first part aims to explain and expand on the ideas and
results presented in the Papers included in the second part.

The first part consists of five chapters, following this one. These chapters provide a background and
explanation for the work presented, the experimental methods and equipment used, and the results
of the experiments performed as part of this thesis work. Taken together, they will show various
spatial and temporal aspects of ultrashort XUV pulses, and how their properties can be measured
and controlled.

The first part is concluded by a summary of what has been discussed, as well as an outlook that
sheds light on ongoing and future endeavors connected to this work.
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Chapter 2

High-order harmonic generation in
gases

Since its discovery in the late 1980s, the generation of high-order harmonics has been a hot topic
in the field of nonlinear optics [9, 10]. The general understanding of the phenomenon on a single-
atom level started with the so-called three-step model [11], which was soon justified from a quantum
mechanical point of view with the development of the Strong Field Approximation (SFA) [12].

The understanding of the macroscopic response, i.e. taking into account phase matching and reab-
sorption effects in an extended generation medium, was developed in parallel [13]. The parameters
derived from the macroscopic response were important factors in the development of a theory of
scaling harmonic generation [14], which, along with the design principles of the Lund Laser Centre
(LLC) intense harmonic beamline, also played a role in the design of the Lund-designed LONG
GHHG beamline [15], described further in Paper II and Section 3.7.

This chapter will begin by showing the use for high-order harmonic generation as a source of high-
frequency, broadband, ultrashort light pulses. Following this is a brief overview of the theory
of HHG in gases, from the single-atom response to the macroscopic response of the generation
medium.

2.1 Background - ultrashort pulses

As mentioned in the introduction, the shortest events mankind can create (or at the very least
control) are ultrashort light pulses [16]. The duration of the light pulse itself naturally determines
the fastest, or most shortest-lived, event that the pulse can be used to study.

There is, however, a fundamental limit to how short a pulse can be. Because of the Fourier transform
relation between the time and frequency representations of a light pulse, its duration (i.e. ”short-
ness”) has a lower bound given by the so-called time-bandwidth product. For a Gaussian pulse (in
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time) with a duration at Full Width at Half Maximum (FWHM) τ and FWHM bandwidth Δν
this product is

τΔν = 0.44. (2.1)

This means that for a pulse to be sufficiently short, it needs to be very broadband. As an example,
a Gaussian pulse with a FWHM pulse length of 1 fs needs a bandwidth of 440 THz, or more than
the entire visible spectrum (approximately 400 to 750 THz). In order for the pulse to support this
bandwidth, the central frequency must be sufficiently high.

2.1.1 Spectral phase and dispersion

Unfortunately, while necessary for a short pulse duration, a large bandwidth by itself is not sufficient.
The phase of the pulse must also be taken into account. To study this, it is helpful to perform a
Taylor expansion of the spectral phase. Around a central frequency ω0 the expression becomes

Φ(ω) = Φ0 +Φ′
0(ω − ω0) +

1
2!
Φ′′

0 (ω − ω0)
2 +

1
3!
Φ′′′

0 (ω − ω0)
3 + ... (2.2)

where Φ0 is the absolute phase and Φ′
0, Φ′′

0 , and so on are the n:th order derivatives of Φ(ω) at
ω = ω0.

The absolute phase is the so-called Carrier-Envelope Phase (CEP). For extremely short pulses (only
a few optical cycles in length), this becomes significant [17] but for sufficiently long pulses (as an
example, the main laser system used in this thesis work has a pulse duration of around 40 fs, or
15 cycles), the envelope is sufficiently long in comparison to the cycle length that one may use the
so-called slowly-varying envelope approximation, meaning that CEP effects can be neglected [18].

The first-order derivative of the spectral phase is known as the group delay. Since the phase varies
linearly with the frequency, it corresponds to a temporal displacement of the whole pulse. As there
is often no fixed start point in time other than that defined by the pulse itself1, this feature does not
influence the temporal structure of the pulse.

The second-order derivative is referred to as the Group Delay Dispersion (GDD). GDD and higher-
order dispersion terms (derivatives of the spectral phase) are responsible for distorting the temporal
structure of the pulse. If these terms are significant, the pulse is said to be frequency-modulated or
chirped. Figure 2.1 shows two pulses in the time and frequency domains.

If the spectral phase is purely quadratic, the instantaneous (time-dependent) frequency is linearly
dependent on time, and the pulse is thus referred to as linearly chirped. This can be seen in Figure 2.1
(d), where the electric field of a pulse with quadratic spectral phase is shown in the time domain;
the higher-frequency components appear earlier in time than the lower-frequency components.

A pulse without any spectral phase is referred to as transform limited (its duration is only limited
by the time-bandwidth product).

1See Section 6.1 for an overview of how the time can be defined by the pulse.
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(a)

(c)

(b)

(d)

t
Figure 2.1: (a) The amplitude (blue) and phase (red) of frequency components of a broadband, transform-

limited pulse, (b) The E-field of the same pulse in the time domain. (c,d) the frequency- and time
domain pictures of a pulse with a linear chirp.

2.1.2 Chirped pulse amplification

An obstacle that appears when high intensity, ultrashort pulses are created is damage in the gain
medium, caused by nonlinear effects such as self-focusing when an intense pulse propagates through
the medium [19]. One solution for this is called Chirped-Pulse Amplification (CPA) [20] and led
to its inventors, Donna Strickland and Gérard Mourou, being awarded the 2018 Nobel Prize.

The main point of the technique is to stretch the pulse temporally (i.e. chirping it) and then amplify
it. After the pulse energy has been increased, the pulse can be compressed again using reflection
gratings or chirped mirrors. The advantage is that the compression can be done without transmissive
optics, so there is no medium that is damaged by the high pulse energy.

The laser used for all experiments in this thesis work (as described in Section 3.1) relies on the CPA
principle, as do most high-power, ultrafast lasers in the world.

2.1.3 High-order harmonics as ultrashort pulses

Due to the previously mentioned time-bandwidth product, it is clear that high-order harmonics,
as high-frequency, broadband pulses, have characteristics appropriate for ultrashort pulses. When
HHG was first discovered it was quickly theorized that these pulses could be even shorter than
the laser pulses used to generate them [21], which was confirmed in 2001 by cross-correlating the
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harmonics with the generating field [22], employing the technique now known as Reconstruction
of Attosecond Beating By Interference of Two-photon transitions (RABBIT).

2.2 The single-atom response

2.2.1 The three-step model

(a) (b)

(c) (d)

Figure 2.2: An illustration of the three-step model: (a) An atomic potential with a bound electron, (b) distor-
tion of the potential and tunnel ionization, (c) the electron propagating in the oscillating field, and
(d) recombination and emission of a high-energy photon.

The three-step model starts with the assumption that a strong laser field will distort the potential of
an atom or molecule, allowing an electron to tunnel out (step 1, ionization). When the electron is
free from the potential it travels as a free particle in the E-field of the laser (step 2, propagation). As
the E-field oscillates with the frequency of the laser, there is a possibility for the electron to return
to its parent ion, at which point its excess energy, the sum of its kinetic energy and the potential
energy of the ion, is released as a high-energy photon (step 3, recombination). Figure 2.2 illustrates
this process.

Ionization

High-order harmonic generation in gases generally assumes very strong laser fields and photon ener-
gies much smaller than the ionization potential of the medium, leading to a preference for tunneling
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ionization over other multiphoton processes [23]. The time-dependent electric fieldE(t) can be seen
as a periodic modulation of the electric field amplitude E0, which is related to the field intensity as

I =
1
2
ϵ0c|E0|2, (2.3)

where ϵ0 is the vacuum permittivity and c the speed of light in vacuum. The laser intensities used in
HHG typically range from 1014 W/cm2 to 1015 W/cm2, corresponding to field strengths of around
30 to 90 GV/m.

Propagation

Once the electron has left the atomic potential, it is assumed to travel freely in the field of the laser.
Its motion can be estimated by following the classical propagation in one dimension, chosen as x,
of a charged particle in an oscillating electric field:

Fx(t) = eEx(t) = −eE0 sin(ωt), (2.4)

where e is the fundamental unit of charge (1.609 · 10−19 C) and ω is the driving field frequency,
leading to an acceleration of

ax(t) =
−eEx(t)

me
, (2.5)

with me being the electron mass. Integrating the time-dependent acceleration from the ionization
time ti to the recombination time tr yields the velocity at tr as

vx(tr) =
∫ tr

ti
ax(t)dt =

−eEx(t)
meω

[cos(ωtr)− cos(ωti)] . (2.6)

The velocity can then be integrated to give the x position at tr as

x(tr) =
∫ tr

ti
x(t)dt =

−eEx(t)
meω2 [sin(ωtr)− sin(ωti)− ω(tr − ti) cos(ωti)] . (2.7)

The result of this equation, assuming a fundamental laser field strength of 33 GV/m (I ≈ 3.3 · 1014

W/cm2) and a wavelength of 800 nm, can be seen in Figure 2.3, which shows the x position over
time of an electron, depending on ti. tr can thus be determined as the time in which x returns to 0
(the parent ion) again. As seen in the figure, this recombination does not happen for all trajectories
(the gray, dashed trajectories are those where the electron does not return).

Once tr is established, the return energy of the electron can be calculated using the velocity v(tr),
and the classical kinetic energy E = mv2/2, as

Er =
mev(tr)2

2
=

E2
0e2

2meω2 [cos(ωtr)− cos(ωti)]
2
, (2.8)

or in terms of the ponderomotive energy Up,

Er = 2Up [cos(ωtr)− cos(ωti)]
2
. (2.9)
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Figure 2.3: The trajectories of an electron in an oscillating laser field, as a function of ionization time ti. The
colors of the trajectories correspond to the return energy, with blue being the highest and red
the lowest. The dashed gray trajectories are those that do not lead back to the parent ion. The
fundamental field over time is illustrated by the dashed black sinusoidal.

defining it as

Up =
e2E2

0

4meω2 . (2.10)

An alternative way of stating this is

Up =
αFSℏIλ2

2πc2me
(2.11)

where αFS is the fine structure constant and λ is the fundamental wavelength.

Recombination

The ionization time dependent return times and return energies are provided in Figure 2.4. As can
be seen, the calculated maximum energy is 3.17 Up, to which one can add the Ip of the generation
medium, thus leading to a highest, or “cutoff”, energy of

Ec = Ip + 3.17Up. (2.12)

Before and after the cutoff trajectory, one can identify two families of trajectories as the long and
short trajectories, respectively. The short trajectories have ti after the cutoff and are shown above the
darkest blue line in Figure 2.3. The long trajectories ionize before the maximum energy trajectory
and are shown below it in the plot.
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Figure 2.4: The return energy Er (blue) and return time tr (red) as a function of the ionization time ti.

Table 2.1: Ionization and return times for the electron trajectories in Figure 2.3.

Time Time (fs) for 800 nm laser Cycles (T)
ti, non-returning 0 < t < 0.66 0 < t < T/4
ti, long trajectories 0.66 < t < 0.8 T/4 < t < T/3
ti, short trajectories 0.8 < t < 1.33 T/3 < t < T/2
tr, short trajectories 1.33 < t < 2.53 T/2 < t < 0.95 T
tr, long trajectories 2.53 < t < 3.3 0.95 T < t < 5/4 T

Table 2.1 lists the ranges of approximate ionization and return times that define the trajectories,
in femtoseconds for the previously mentioned laser characteristics as well as in laser cycles T for a
sinusoidal field (i.e. ωT = 2π).

2.2.2 Harmonic cutoff

The high photon energies of the harmonics, as mentioned in the introduction, are fundamental to
the temporal structure of the pulse (a large bandwidth around a high central frequency), but can
also be seen as an end in themselves. For spectroscopy, they may allow for addressing otherwise
unavailable energy levels [24]. For many biological applications, it is useful to produce photons in
the so-called water window, where the absorption of water rapidly drops [25]. Thus an important
question is how to extend the cutoff of the harmonic spectrum.

For the calculations shown in the previous section, Up is approximately 18 eV, implying that the
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second term in Equation (2.12) is a more important factor than Ip (ranging from ∼ 10− 20 eV for
the noble gases) if one is interested in a high cutoff (producing high-energy photons).

However, selecting a medium with a higher Ip leads to a rapidly decreasing ionization rate. In
order to estimate this, the so-called Ammosov-Delone-Krainov (ADK) equation can be applied to
calculate the time-dependent tunneling rate from a varying electric field E(t) as [26, 27]:

Γ(t) = 4ω0

(
Ip
IH

)5/2 Ea

E(t)
exp

[
−2

3

(
Ip
IH

)3/2 Ea

E(t)

]
, (2.13)

where ω0 = 6.8 · 1015 Hz is the atomic frequency unit, Ip is the ionization potential of the element
used, IH = 13.6 eV is the ionization potential of hydrogen, and Ea = 5.14 ·1011 V/m is the atomic
unit of the electric field. Through this equation, it can thus be seen that there is a strong dependence
of the field strength, and this dependence varies with the ionization potential of the medium.

While this means a lower harmonic yield for a medium with a higher Ip, it also means that the driving
laser intensity can be increased further without saturating the medium (depleting the ground state),
which leads to a much greater increase in Up than the relatively small increase in the ionization
potential [10]. The question of yield will be discussed further in the next section on macroscopic
effects.

2.2.3 Even and odd harmonics

This thesis work has dealt with HHG in gases. While some (variably) similar descriptions can be
made of HHG in other media, such as crystals [28], plasma mirrors [29], and more esoteric structures
[30], particularities of these cases are not discussed further. One interesting characteristic of HHG
in gases is that in most cases, it only yields odd harmonic orders.

A

B

t

E(t)

Figure 2.5: The E-field of the fundamental beam in time, featuring two points A and B, separated by T/2.

One way to explain this is with the isotropicity of the medium. Considering two points A and B,
as shown in Figure 2.5, that are separated by T/2 (in opposite phase), the time-dependent field E(t)
at the two points can be expressed as

E(A) = −E(B), (2.14)

and the polarization of the medium thus induced is

P(E(A)) = −P(E(B)), (2.15)
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while any even-ordered nonlinear process χ(2n) yields a polarization as

P(E(t)) = χ(2n)E(t)2n. (2.16)

It is then apparent that the only solution to the two equations is that χ(2n) = 0, ∀n. Thus, as
long as the medium is isotropic and the half-cycle periodicity of the field is maintained [31], even
harmonic orders will be suppressed. In this case, the harmonics are emitted every half-cycle in what
is known as a train of attosecond pulses, or an Attosecond Pulse Train (APT).

2.2.4 The Strong Field Approximation

Shortly after the three-step model, a fully quantum mechanical model for HHG was realized in the
SFA [12]. The model is based on solving the Time-Dependent Schrödinger Equation (TDSE). In
order to simplify the solution of the equation, several assumptions are made that greatly reduce the
number of possible interactions that need to be taken into account:

• The electron propagates freely in the continuum, i.e. the laser field is so strong that the
electron is not affected by the atomic potential after ionization.

• The ground state is not depleted, signifying that the intensity is not so high as to completely
ionize the generation medium.

• Only the ground state interacts in a meaningful way with the continuum state, no excited
states are assumed to contribute to the generation process.

Used in conjunction with other approaches such as the saddle-point approximation and the single
active electron approximation [13], the fully quantum mechanical model for harmonic generation
can thus be calculated numerically in a computationally efficient manner.

2.2.5 The dipole phase

One important conclusion of studying the single-atom response is that different frequencies are
generated (i.e., the electron returns creating them take place) at different times, in addition to the
varying return times of the long and short trajectories.

This time-dependent frequency of the attosecond pulse, in the terminology of Section 2.1.1, consti-
tutes a chirp. It is often referred to as the “attochirp”, and sets a limit on the duration of attosecond
pulses [32]. However, the impact of this order-dependent emission time on the phase of the emitted
harmonics, known as the dipole phase, has other interesting properties, which are discussed in this
section.

The dipole phase term has often been parametrized as αI, a consequence of its derivation from the
Strong Field Approximation [12]. An alternative way of stating this phase component can be found
in [33, 34] and is based on deriving a frequency- and intensity-dependent phase from the three-step
model (as described in section 2.2.1).
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Figure 2.6: The frequency of harmonics as a function of the return time, showing the straight lines of the
“model” and that these lead to the same times tpi and tci for two different intensities, shown as full
and dashed lines. The short and long trajectories are marked in blue and red, respectively.

Figure 2.6 shows the two y-axes of Figure 2.4 plotted against each other, i.e. the return energy as
a function of the return time. The return energy is then converted into frequency (Ω = E/ℏ)
for the benefit of the following discussion. The times tc and tti symbolize the return time of the
cutoff harmonics (which is the same for both trajectories) and the trajectory-dependent (i = s, ℓ)
threshold return time (i.e., the time giving the lowest return frequency, meaning the first of the long
trajectories and the last of the short ones).

By approximating the return-time-dependent frequency by a straight line, which can be shown to
be a reasonable assumption along the plateau harmonics, this can be inverted from Ω(t) to t(Ω) to
yield the frequency-dependent return time tri

tri(Ω) = tpi +
tci − tpi
Ωc − Ωp

(Ω − Ωp), (2.17)

where tpi is the threshold time, tci is the cutoff time, both defined by the straight lines shown in
Figure 2.6, and Ωp and Ωc are the frequencies at the threshold and cutoff, respectively.

Assuming a constant (not frequency dependent) time for tunneling and recombination, tri(Ω) can
be seen as the group delay of the harmonics, and thus its integral is the spectral phase

Φi(Ω) = Φi(Ωp) + tpi(Ω − Ωp) +
tci − tpi
Ωc − Ωp

(Ω − Ωp)
2

2
. (2.18)

Since Ωc − Ωp = 3.17Up/ℏ and Up (as stated in Equation (2.11)) is proportional to the intensity,
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the last term can be rewritten, yielding

Φi(Ω) = Φi(Ωp) + tpi(Ω − Ωp) +
γi
I
(Ω − Ωp)

2 (2.19)

where

γi =
(tci − tpi)πc2me

3.17αFSλ2 . (2.20)

The term Φi(Ωp) is equivalent to the SFA-derived Φℓ(Ωp) = αℓI for the long trajectories, while
it is 0 for the short trajectories (i.e. αs = 0).

2.3 The macroscopic response

The single-atom response, while useful in itself, does not accurately estimate the yield of high-order
harmonics, or their spatial properties. One also needs to take into account macroscopic effects,
which emerge when the pulses are generated in a finite medium.

2.3.1 Phase-matching

Seen along the propagation axis, the main macroscopic effect to take into account is phase-matching,
which refers to whether or not the a fields of a given harmonic, generated in different parts of the
medium, are in phase with one another. If the fundamental field and the harmonics propagate
differently through the medium, and the medium has a finite length, it is very likely that they are
not, and since the two fields have dramatically different wavelengths it is not unreasonable to expect
different properties of propagation. For the process to be as efficient as possible it can be assumed
this wavevector mismatch should be minimized.

The total wavevector mismatch for the qth harmonic can be described as [14]

Δk(q) = qk− kq (2.21)

where k is the fundamental field wavevector, and the total wavevector mismatch can be described
using four terms as

Δk(q) = Δkg + Δkn + Δkp + Δkd (2.22)

where kg is the Gouy phase term, kn is the contribution from neutral dispersion, kp is the mismatch
from plasma dispersion and kd is that introduced by the dipole phase. Assuming, as previously
stated, on-axis propagation, the vectors are replaced with z-dependent wavenumbers and their order-
dependence is implied for the sake of simplicity.

The Gouy phase, as discussed in Section 4.1, reflects the spatial phase along the focus of a Gaussian
beam [35] and goes from −π/2 at z = −∞ to π/2 at z = ∞. The mismatch induced by the Gouy
phase is [14]

Δkg = − q
z0
, (2.23)
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and is thus always negative.

The dipole phase contribution to the mismatch, recalling Equation (2.19), can be calculated as

Δkd =
∂Φi(Ωq)

∂z
=

∂I
∂z

[
αi −

γi
I2
(Ωq − Ωp)

2
]
. (2.24)

For the short trajectories, as discussed in Paper V, αs reduces to 0 and γs is positive, leading to a
mismatch which is negative before the focus (z < 0) and positive after the focus (z > 0). For the
long trajectories αℓ and γℓ are both negative but with different signs. However, αℓ is always greater
than γℓ, meaning that the dipole phase mismatch contribution is always negative.

The neutral dispersion mismatch and that caused by plasma dispersion both depend on the pressure,
the plasma term also depending on the intensity in the medium (by way of the ionization rate).
The plasma dispersion contribution is negative, while the neutral atom dispersion term is positive.
When generating before the focus this is the only positive mismatch contribution, meaning that
the generation pressure ideally can be tuned to allow this wavevector to cancel out the negative
contributions.

Phase matching is never exact, however, and one must often use all available generation parameters to
optimize harmonic yield, including the intensity, the pressure, and where one places the generation
medium in relation to the IR focus (or vice versa).

2.3.2 Harmonic yield and scaling

Like many nonlinear optical processes [35], HHG is not an “efficient” process in the sense that a
large part of the IR energy is converted into XUV light. The practical limits for efficiency in day-
to-day operation of HHG sources seem to be somewhere in the region of 10−5. To take a coarse
example from the intense XUV beamline, this means that 100 mJ of IR light gives a maximum total
energy in the APT of around 1 µJ (as described in Paper I).

In combination with the difficulties one has in manipulating light at these wavelengths (see Sec-
tion 5.1), it is thus often complicated to achieve high pulse energies in the XUV. However, some
efforts have been made to mitigate this.

Based on the on-axis phase matching conditions, and general propagation equations, some scaling
laws for nonlinear optics have been developed [36]. While they are in principle applicable to any
nonlinear processes and have been demonstrated for phenomena such as filamentation in gases, they
apply well to HHG [14].

The principle of scaling is that as long as all the relevant parameters are changed according to the
scaling parameter η, shown in Table 2.2, the process is scale-invariant; i.e. has the same generation
efficiency and response. For example, the pulse energy scales as η2, as does the focal length of the
system, while the medium density scales as 1/η2; meaning that if one wants to generate in the same
conditions for a laser pulse with 10 times the energy the focal length must be scaled up by the same
amount and the generation gas pressure scaled down by a factor of 10.
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Table 2.2: The generation parameters and their scaling properties. Adapted from [14].

Parameter Description Scaling with η
E Pulse energya E ∝ η2

f Focal length f ∝ η2

D Beam diameter before focusing D ∝ η
L Medium length L ∝ η2

ρ Medium density ρ ∝ 1/η2

aNote that this scaling of the pulse energy assumes a constant pulse duration.

The design for the LONG GHHG beamline at the Extreme Light Infrastructure - Attosecond Light
Pulse Source (ELI-ALPS) facility, as described in Paper II and shown more briefly in Section 3.7,
shows an extreme example of this; in order to prepare for the high pulse peak powers anticipated
from future laser development, the focal length, for example, is scaled up to 55 meters.
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Chapter 3

Experimental methods

The LLC intense XUV beamline was where the experiments presented in Papers I and III-VI took
place, so it will be described thoroughly in this chapter. Part of this thesis work also involved the
development and characterization of the beamline, especially the XUV-IR interferometer, which
will be presented in some detail.

In addition to the intense XUV beamline, during this thesis work some designs were made for the
LONG GHHG beamline at ELI-ALPS, which is described in detail in Paper II but will also be
presented briefly at the end of this chapter.

3.1 Pump laser

Figure 3.1 shows the current layout of the terawatt laser of the LLC High Power Laser Facility
[37, 38], which powers the intense XUV beamline. In addition to HHG the TW laser is also used
for acceleration of protons [39] and electrons [40].

The laser system is based on a passively mode-locked titanium-sapphire oscillator [41], pumped by a
frequency-doubled Neodymium-doped Yttrium-Aluminium Garnet (Nd:YAG) laser, and thus has
a central wavelength around 800 nm. The oscillator has a repetition rate of around 80 MHz, which
for the subsequent steps is reduced to 10 Hz by a pulse picker. The signal from a photodiode in
the oscillator is used as the clock source for the subsequent synchronization of all lasers and other
systems in the lab.

Before being stretched and amplified (in a CPA scheme, see Section 2.1.2), the beam is sent through
a pre-amplifier. This decreases the amplification needed in later steps and thus improves the pulse
contrast (the peak power of the pulse compared to the power of the leading edge). The contrast
is typically above 108, which is many orders of magnitude higher than required for HHG, but
necessary for experiments, such as particle acceleration, that take place in a stronger-field regime
[42].
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Figure 3.1: A sketch of the layout of the High Power Laser Facility terawatt laser.

Once stretched, the beam is amplified by a regenerative amplifier and subsequently by a multipass
amplifier, pumped by pulsed Nd:YAG lasers with 1 J pulse energy. It is then sent through a spatial
filter, in which the wavefront is cleaned up by removing high spatial frequency components in
Fourier space. Practically, this is done by focusing the beam into a glass cylinder with a pinhole that
admits most of the focus but clips the outermost edges.

At this stage, the laser delivers 400-mJ pulses with a bandwidth of around 37 nm, which can be
compressed down to approximately 35 fs1. These pulses are split using a 50/50 beamsplitter. One
half is employed at the high intensity XUV beamline, while the other, to be used for particle ac-
celeration, goes through another amplification stage to increase the pulse energy by an additional
order of magnitude.

The IR beam used for HHG passes through a half-wave plate and a coated glass plate at the Brewster
angle, which together function as a variable attenuator, enabling continuous control of the laser
power from approximately 1 to 98%.

The beam is sent from the laser room into the intense XUV beamline through a series of evacuated
tubes. This is to ensure that any nonlinear propagation effects in air do not negatively affect the
quality of the beam profile and the temporal phase of the pulse.

One challenge introduced by the very long beam path (as an example, from the spatial filter to the
compressor the beam travels around 15 meters) is that even small deviations in angle can lead to
very large displacements of the beam. For this reason, there are actuated mirrors throughout the
beamline, adjusting the beam as dictated by image analysis. This can be done on the beam profile
to estimate the beam position, or the focused beam to estimate the angle.

1Note that according to equation (2.1) a much shorter pulse length is supported, emphasizing the need to also consider
factors such as higher-order dispersions of the spectral phase.
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3.2 Harmonic generation
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Figure 3.2: The intense XUV beamline.

Figure 3.2 shows a simplified drawing of the intense XUV beamline. The stretched pulse from the
high power laser is compressed to 35 − 40 fs using two gratings and a retroreflector [20, 43]. After
the beam transport and compression, the pulse energy is typically up to 100 mJ. At this stage, there
are also some diagnostic instruments available including an autocorrelator, power meter and IR
spectrometer.

3.2.1 Deformable mirror

The beam is reflected on a Deformable Mirror (DM) in order to correct for wavefront aberrations
and change the focusing conditions (see Section 4.4 for more information on the principles of DMs).

A DM was installed at the intense XUV beamline during the course of this work, in the position
shown in Figure 3.2. Figure 3.3 shows a photo of the DM as well as an iris aperture just before it. The
DM was provided by AKA Optics, with control software written by NightN Optics, the designers
of the mirror. Figure 3.4 illustrates the distribution of the 31 piezoelectric actuators and focusing
membrane, individually controllable through the software.

The DM was used in conjunction with an IR wavefront sensor in order to improve the IR wavefront,
which proved especially important when investigating the interplay between aberrations in the IR
and XUV wavefronts, as described in Paper VI.

The focusing membrane (shown as actuator number 1 in Figure 3.4, but actually covering the whole
surface) was used in conjunction with the focusing optics to, in effect, form a detuned telescope,
which enabled a repeatable translation of the IR focus without the need for (much) realignment.
This proved instrumental in the investigations of the spatial effects of the dipole phase discussed in
Section 4.5.3 and Paper V.
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Figure 3.3: A photo of one of the DMs installed at the high-intensity XUV beamline.

Figure 3.4: A screenshot from the NightN Optics deformable mirror software, showing a map of the available
actuators on the DM used.

In order to avoid that the focusing membrane changed the beam pointing, it proved crucial to
carefully align the incident beam on the center of the DM2, as illustrated by the iris aperture in
Figure 3.3.

2This also explains the somewhat convoluted beam path between the compressor and the DM in Figure 3.2: The pointing
error induced by the DM also depends on the angle of incidence.
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3.2.2 IR focus and generation medium

For the experiments described in Papers I, III and VI, the IR beam was focused by means of a plano-
convex lens with a focal length f = 8.7 m. For subsequent experiments, including those described
in Papers IV and V, the lens was replaced with a spherical mirror with f = 8 m.

Using these optics, the infrared beam is focused into the generation medium, which was argon for
most experiments mentioned in this thesis, with some exceptions. Most notably, krypton was used
for the multiphoton ionization studies described in Section 6.3.1 and Paper I.

As mentioned in section 2.3.1, the geometry of the generation medium matters greatly for the har-
monic properties. For most experiments a 6 cm long gas cell was used, fed from a pulsed piezoelectric
valve. In some experiments, however, cells of different lengths, e.g. 1 cm, were used.

To regulate the pressure, the peak voltage of the pulse sent to the valve, as well as the length of the
pulse, could be regulated. As there was no direct measurement of the pressure in the cell, the ambient
pressure of the generation chamber was used to compare the pressure for different conditions.

For Papers III and VI, the gas cell was fed continuously from the central gas line of the laboratory,
through a reducer that could be used to regulate the pressure.

3.3 Interferometer chamber

After generation, the beam enters the interferometer chamber. This chamber has housed several
different mirrors and mirror setups, geared towards different kinds of experiments. Drawings of
these setups can be seen in Figure 3.5. In all cases, the chamber held some reflective optics for the
XUV beam, as well as means of reducing the (still very high) IR pulse energy. For most experiments,
200 nm thick aluminium filters from LUXEL corporation were used to attenuate the IR.

3.3.1 Interferometer chamber configurations

I. Single silica plate

The simplest setup involved using a fused silica plate, anti-reflection coated for the IR, at a 10◦
angle of incidence. The reason for this very shallow angle, as discussed in Section 5.1, is to preserve
the XUV reflectivity, which remains around 50% for an HHG spectrum generated in argon. The
anti-reflection coating for the IR means that only a few percent of the IR energy is reflected and
the rest transmitted through the glass, which means that the IR beam is at a sufficiently low power
to not destroy the filters used to completely extinguish it. The filters are mounted in the small
chamber after the interferometer chamber, on a vertical manipulator enabling selection of different
filters and, if necessary, admitting the IR into the application chamber.

This setup was used for most of the investigations not requiring time-resolved experiments, since
the simple design lead to an easy alignment and a high energy throughput.
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II. Two SiO2 platesI. Single SiO2 plate

III. XUV Split-and-delay unit

Al filter

IV. XUV-IR interferometer

Al filter

Figure 3.5: The different layouts of the interferometer chamber, showing sketches of optical components as
well as XUV (blue) and IR (shades of red depending on power) beams.

II. Two silica plates

The original design for the chamber, used in the experiments described in Paper I, featured two
silica plates, in order to more fully extinguish the IR light. Positioning the two plates parallel also
meant enabled the light to the chamber at the same angle as it entered, with simply a small lateral
displacement, making alignment slightly easier than with the current “wedge” design.

III. XUV split-and-delay unit

An XUV Split-and-Delay Unit (SDU) has been developed earlier in the group [44] and its perfor-
mance was tested during the time this thesis work was carried out. As shown in Figure 3.5, its design
features two anti-reflection coated silica plates, each of which reflects half of the XUV beam. One
of the two plates can be displaced, introducing a delay between the two half beams. The design
enables XUV pump-XUV probe experiments with a precision as low as 10 − 20 as (measured by
online analysis in an auxiliary interferometer) and a range of up to 50 fs, as can be seen in Figure 3.6.

To test the delay range and stability of the SDU, a delay scan was run studying Above-Threshold
Ionization (ATI), a common strong-field experiment [45] in argon using the fundamental IR field.
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The total ion yield was estimated by summing up the whole signal on the Velocity Map Imaging
Spectrometer (VMIS). Since ATI is a highly nonlinear process (the Ip of argon is 15.8 eV, or approx-
imately 10 times the photon energy of the IR), this works as a higher-order intensity autocorrelation.
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Figure 3.6: (a) ATI scan using the XUV split-and-delay unit and (b) a simulated 4th order interferometric
autocorrelation of a 62 fs IR pulse. Adapted from [46].

Figure 3.6 (a) shows the ion yield as a function of the delay. As can be seen, there is a strong
oscillation, which can be shown to have a period of around 2.7 fs, corresponding to one cycle of the
IR field. Seen as the interferometric autocorrelation trace of the IR, this can also be used to estimate
the pulse duration of the IR [46]. Assuming 4th-order interferometric autocorrelation3, as shown
in (b), this corresponds to a pulse with a duration of 62 fs, which is longer than the 50 fs which was
measured (by second order autocorrelation before vacuum) just before this scan. Nevertheless this
could possibly be explained by the fact that the light enters the vacuum through a glass window,
which introduces some dispersion and might stretch the pulse.

IV. XUV-IR interferometer

The XUV-IR (“post-generation”) interferometer, described in the following sections, was also mounted
in the interferometer chamber. The filters used before were taken out of the beam path when using
this setup, as the IR beam was desired for pump-probe experiments. Instead, a similar 200 nm Al
filter was mounted directly in the XUV arm of the interferometer. The previously described SDU
can also be installed in place of a single silica plate, as illustrated in more detail in Figure 3.7.

3A parallel can also be drawn here to the kind of strong-field ionization described as the first step of the three-step model
in Section 2.2. An effective intensity dependence to the power of ∼4 was also found using TDSE calculations as part of
Paper V.
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3.3.2 XUV-IR interferometer design

Design constraints

The presented XUV-IR interferometer design is meant for pump-probe experiments, as described
further in Section 6.1. Since these experiments are not in themselves a new pursuit, many laboratory
setups have already been designed for this purpose. A common design is described in [47]. An IR
pulse is split up, and one part is used for the HHG process, whereas the other, the probe pulse, is
sent to a delay stage. After the first IR pulse has generated harmonics, it is attenuated by a metallic
filter to make sure that this arm of the interferometer contains only the XUV light. The harmonics
are then recombined with the probe pulse by way of a holey mirror, at which point the two beams
are focused into a target.

There are some advantages to this design. The “leftover” IR from the generation process can be
interfered with a small portion of the probe pulse to get an accurate reading of the delay. The
differing optical pathways also enable a great deal of manipulation of the probe pulse; if, for example,
a blue-light probe pulse of 400 nm is desirable and HHG is performed using an 800 nm IR laser,
there is room for the probe pulse to be sent through a second harmonic generation crystal.

However, for the high intensity XUV beamline, this scheme is not considered to be viable. The
main reason for this is the scale: as detailed in the previous section, the beamline is almost 15
meters long. Stabilizing delay and pointing fluctuations over this distance is a daunting prospect.
This also applies to the interferometer design for the LONG GHHG beamline at ELI-ALPS, with
the generation beam in some cases propagating for almost 100 meters, as detailed in Paper II.

The solution, then, was to place the interferometer after generation, i.e. to extract IR light for the
probe pulse from the generation pulse itself, after the HHG process. Practically, this can be done
using holey mirrors [22], as the shorter wavelength of the XUV light generally leads to a smaller
divergence. Thus one may let the XUV light pass through a small hole in a mirror and use the IR
light reflected around the hole as the probe pulse. Since this design mainly creates the delay in the
IR arm (for reasons outlined in Section 5.1 it is not practical to have a delay stage for the XUV),
these designs are typically better suited for XUV pump - IR probe experiments, as there is typically
not a long delay range for the XUV after the IR.
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Interferometer design

The XUV-IR, or post-generation, interferometer is designed for XUV-IR pump-probe experiments.
The current design (a Mach-Zehnder design [48, 49]) is based on an earlier design by the author
[50], itself based on an early idea proposed in the ELI-ALPS long beamline conceptual design report
[15]. Because of the low reflectivity of most materials for XUV light at the 45◦ incidence often used
in interferometers4, the interferometer employs grazing incidence reflections to preserve XUV flux.

Holey mirrors

IR polarizing mirrors
and translation stage

/2 plate

XUV split mirror assembly

XUV footprint IR footprint

Figure 3.7: The design for the post-generation interferometer, including the SDU. The relevant beams are
marked in red (IR), blue (XUV), and green (SDU stabilization laser). The inset in the top left
corner shows the footprint of the XUV and IR on the holey mirrors.

The current configuration of the post-generation interferometer also includes the previously de-
scribed SDU, which enables experiments with a multitude of pulses, such as XUV-XUV pump-
probe experiments on targets that have been dressed or excited using an IR pre-pump. Figure 3.7
shows the design of the post-generation interferometer, with the SDU as the mirror in the XUV
arm. As is evident, this further complicates the beam path; in addition to the IR (marked in red)
and the XUV (blue), there is also the diode laser of the SDU (green), maintaining pointing and
delay stability with the help of an additional interferometer setup outside the chamber [44].

The beam path of the XUV and IR can be followed from left to right in the sketch. The two beams
are separated by a holey mirror, which admits all of the XUV light but reflects some of the IR due to
the difference in divergence between the two beams (roughly shown in the inset of the figure). The
XUV beam then travels through another holey mirror, used to couple in the stabilization laser. It
is reflected on the split mirror (and possibly split/delayed, depending on the intended experiment),
and is recombined with the IR after another set of holey mirrors. It is only reflected once, in order to
maintain the XUV throughput of the interferometer. The XUV mirror is anti-reflection coated for
the IR, meaning that less than 1 of the IR light in this arm is reflected. To remove the remaining

4See Section 5.1.
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component, a thin Al filter (not shown, but installed between the two later holey mirrors) is used
before recombination.

The IR beam is reflected on a pair of multilayer-coated glass plates which function as highly dis-
criminating polarizers. In combination with the half-wave plate (seen to the left of the polarizing
mirrors), it provides a high degree of accuracy in controlling transmitted IR intensity.

As previously mentioned, and seen in the design, the interferometer operates on grazing incidence
beams. The XUV light is reflected once at 10◦ angle of incidence, while the IR is deflected to be
at a 12◦ angle from the axis of the chamber and reflected twice. The two reflections mean that the
beam footprint on the second holey mirror does not move when the delay stage is moved. This,
however, means that the angle needs to be higher than that in the XUV arm, to enable the IR pulse
to reach the target before the XUV.

Due to the shallow angles in the interferometer, the IR polarizing mirrors are quite wide; the max-
imum footprint of 15 mm for the IR beam leads to a minimum mirror width of around 72 mm.
Taking into account the fact that the beam moves on the mirrors, they need to be expanded further,
leading to the current width of 110 mm.

Figure 3.8: A photograph of the post-generation interferometer, including the XUV split mirror, as sketched
out in Figure 3.7.

Figure 3.8 shows a photograph of the post-generation interferometer installed in the interferometer
chamber described in Section 3.3.1. As seen here, after the polarizing beamsplitters the IR light
passes through a motorized iris aperture. If needed, this provides further attenuation by clipping
the annular beam from the outside.

The piezoelectric delay stage allows for closed loop operation, with the help of a strain gauge
mounted inside the stage itself [51], meaning a high degree of repeatability without the need for
an external delay stabilization loop. Its stated characteristics are a 400-µm scan range, and a resolu-
tion of 8 nm [51]. Considering the IR optical path a trapezoid, it can be calculated5 that changing

5Note that this result is half the factor calculated in [50].

30



the height of the trapezoid corresponds to a change in the IR path length with a factor of 0.416, i.e.
moving the mirrors down by 1 µm will increase the path length by 0.416 µm.

Taking into account the propagation time of the light as t = d/c, this factor will yield the delay
range and resolution, according to:

Δt (Delay range) =
0.42 · 400 µm

c
= 5.604 · 10−13 s ≈ 560 fs

and (3.1)

Δt (Resolution) =
0.42 · 8 nm

c
= 1.122 · 10−17 s ≈ 11 as.
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Figure 3.9: The delay calculated from the log of the distance measurements of the piezoelectric translation
stage’s strain gauge.

To estimate the stability of the delay, it was measured by assuming the XUV mirror remains sta-
tionary, and using the distance measured by the strain gauge of the piezoelectric translation stage.
The result of logging this can be seen in Figure 3.9, for two steps in a delay scan (chosen arbitrarily,
but deemed to be typical).

As can be seen, around 60 seconds into the scan, the set delay is changed from 65.2 to 65.3 fs. The
stability of the delay can be judged with this distance as a reference. Apart from the fact that there
is hardly any visible backlash (sudden backwards movement as a result of overcompensation during
motion), it can also be seen that the absolute error for both delay steps is below 50 as, with a few
exceptions. The Root Mean Square (RMS) delay error for this scan was generally between 25 and
30 as. This is higher than that calculated from the specifications but could be due to many factors,
such as the coefficients in the PID loop of the stage not being perfectly calibrated.
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Commissioning – IR ATI

In order to find the zero-delay (temporal overlap) of the interferometer, and test its performance,
the aluminium filter was removed from the XUV arm and the IR passing through the two arms was
sent into the focusing optics of the application chamber, as depicted in Section 3.5.

The two IR beams were sent in at varying relative delays to perform ATI, in a similar manner to the
SDU testing shown in Figure 3.6, but with neon as the target.
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Figure 3.10: The results of a long ATI scan in neon. The y axis shows the integrated ion yield, in blue for
the measurements and in red with a 7 point running average. The inset shows the Fast Fourier
Transform (FFT) of this scan (only the low frequency components), with the red asterisk marking
the fundamental frequency of the IR field.

Figure 3.10 shows the results of a 100-fs long scan, in steps of 0.4 fs. Note that in this and subsequent
scans, “0 fs” does not necessarily correspond to the exact point of 0 fs delay between the two arms,
but was determined in the first round of ATI measurements to be at, or close to, the temporal
overlap. The integrated ion yield (the sum of the counts measured by the VMIS6) is shown in blue.
To minimize the effects of energy fluctuations and render the oscillations a little clearer, a 7-point
running average (“smoothing”) was also used as, effectively, a low-pass filter, shown in red.

The performed delay scan fills two purposes: it verifies the calculated delay scale, and was used to
measure the duration of the IR pulse itself.

To verify the accuracy of the delay scan, rather than measure the peak-to-peak period of the oscilla-
tions (which gives a reasonable estimate but is limited by the 0.4 fs resolution), an FFT analysis was

6See Section 3.5 for a brief discussion on the VMIS.
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performed, as shown in the inset of Figure 3.10. The red asterisk indicates the frequency of the 800
nm fundamental laser field (375 THz), which coincides well with the main (non-DC) peak found
in the spectrum of the scan. This was taken as an indication that the time scales are well calibrated.

Once the scale is verified, the ATI signal can be used to measure the pulse duration of the IR pulse.
For this, an envelope was fitted over the curve in Figure 3.10. With some assumptions as to the
nonlinear order of the process, interaction region, and temporal pulse shape [46], a pulse duration
of approximately 60 fs could be extracted.

The pulse duration extracted from this scan is significantly higher than the 40 fs measured after
the compressor, but could perhaps be explained by the fact that this first scan was performed with
the interferometer chamber at atmospheric pressure. Consequently, the beam path included two
additional window valves (of unknown thickness and glass quality) to transport it out of vacuum
and back in again. Dispersion by propagation of the IR beam through 20 mm of ordinary fused
silica, for example, could almost double the pulse duration [52].

3.3.3 Directions for improvement

While the first results of testing the XUV-IR interferometer are promising, as indicated by the
section on challenges there are still some things that could be improved when striving towards more
advanced or precise measurements.

Stability

Because of the grazing incidence angle on the optics, even a small angular shift will lead to a finite
displacement on the mirrors, which in this case seems to slightly shift the delay between the IR
and XUV arms on a day-to-day basis, as well as the XUV-IR focal overlap. This also applies to the
pointing fluctuations experienced throughout the measurements.

One problematic aspect of the current XUV-IR interferometer design is the fact that the two arms
do not have the same parity, i.e. the XUV beam is reflected once and the IR beam twice. Thus, when
the incoming, co-propagating beams are reflected in their respective arms, a sideways displacement
of the beam leads to the XUV beam moving in one direction and the IR beam moving in the other.
Expressed in a different way, the effect of already existing pointing instabilities is amplified and may
lead to a poor signal (focal spot mismatch) and delay errors.

This situation has practical origins. Another reflection in the XUV would reduce the available pulse
energy further, as discussed in Section 5.1. Since one of the main goals of the beamline is to have a
high XUV intensity, this was not deemed a suitable option, but as will be discussed later, if more
XUV energy was to become available, ensuring parity will likely lead to a more stable design.
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Long-range pump-probe experiments

As previously mentioned, the XUV-IR interferometer has a delay range of around 560 fs. The
limits to this are set by the limits of the delay stage; in order to attain the resolution needed for
phase-sensitive measurements such as RABBIT7, one must use very accurate translation stages, for
instance piezoelectric stages. Unfortunately, these kinds of stages are often not practical for longer
distances (i.e. more than hundreds of micrometers to a millimeter or so).

There are, however, many pump-probe experiments where it would be beneficial to use a longer
pump delay. Especially in the case of large molecules, there are many “slow” processes that may
occur on the picosecond timescale [53].

Another example of an experiment where a longer delay would be beneficial is that of molecular
alignment. In this case, nonadiabatic, or field-free alignment is discussed, as adiabatic alignment by
necessity involves much longer laser pulses than other experiments described in this thesis [54].

A simplified, classical view of nonadiabatic (or impulsive) alignment is that an intense laser pulse
impinges on the molecules. The deviation of the molecular axes from the polarization vector of the
laser pulse gives the molecules a “kick” (impulse of angular momentum), the magnitude of which
depends on the magnitude of the deviation. This means that the molecules will start to rotate with
varying speeds depending on their orientation. After a certain time, contingent on the size of the
molecules, they will have aligned themselves to the polarization of the laser. The timescales involved
here are typically on the order of 10 − 100 ps.

Techniques already available at the intense XUV beamline, such as velocity map imaging, allow
for angularly resolved studies in the ionization and fragmentation of molecules. When performing
these kinds of measurements it could be helpful to align the molecules so that there is a definite axis
from which to define the angles of the measurement [55].

3.3.4 Pre-generation interferometer

The aim of this interferometer is to address the need for longer delay ranges than those offered by
the post-generation interferometer described previously. The longer delay range is solved by using a
longer-range stage, a stepper motor stage enabling up to 300 ps range, as a sub-femtosecond resolu-
tion for these longer delays is less important. The specified resolution, given by the repeatability of
the stage, is still quite good at 7 fs, considering the total range [56]. These delays were calculated as
before, but given the much simpler layout of the delay stage (45◦ reflections everywhere) the total
distance was simply taken as double the movement of the stage.

This interferometer, also a Mach-Zehnder-type design, splits an incoming IR pulse with the help of
specially coated polarizing beamsplitters at a 56-degree angle of incidence. A λ/2 plate before the
first beamsplitter regulates the division of energy into the pump beam and the generation beam.
The setup can be seen in Figure 3.11.

The generation beam is what is left as the s (vertical) polarization after the wave plate. This polariza-
7See Section 6.2.1 for an overview of this technique.
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Translation stage

Polarizing beamsplitters

Figure 3.11: The design for the pre-generation interferometer, showing the polarizing beamsplitters dividing the
IR into the weak, horizontally polarized pump beam (translucent red) and the strong, vertically
polarized generation beam (solid red).

tion is reflected on all the beamsplitters, and is thus affected very little by its transport through the
interferometer. The beamsplitters have a reflectivity for the s polarization of around 99.5%, which
means that when experiments not requiring long-range IR delays are being performed, all the IR
can be sent through this arm, leading to a total insertion loss of only a few percent. Thus the setup
may be installed continuously at the beamline, minimizing the downtime between experiments.

The pump beam gets a p (horizontal) polarization and is transmitted through the beamsplitters. The
substrate used for the beamsplitters was selected to be low-dispersive glass which is not expected to
affect the pulse duration to a substantive degree8.

In combination with the λ/2 plate and polarizing mirrors in the post-generation interferometer,
this IR-IR interferometer enables a strong discrimination between the two beams. For example,
one may use 5% of the pulse energy as a pump beam, which is low enough not to ionize the
medium and disturb the HHG process. In the post-generation interferometer, the pump beam is
turned to s polarization by the λ/2 plates and only attenuated by a small factor. The IR pulse used
for generation, in the meantime, is turned to p polarization and almost completely attenuated [50].

Together, these two interferometers (the long-range pre-generation interferometer and it high-
resolution post-generation counterpart) enable a wide range of experiments, including, for example,
IR pump-XUV probe studies on slow molecular dynamics, and XUV pump-IR probe experiments
on aligned molecules.

8The dispersion is specified as less than 100 fs2 through the substrate, meaning a stretching of less than 1 fs for a 40 fs
pulse; compare, for example, to Figure 4.9 (d).
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3.4 Beam diagnostics

Studying the properties of the harmonics generated at the beamline is not only important in order
to interpret experiments in which they are used, but can also be an interesting pursuit in itself, as
discussed in the present thesis. To these ends, the beamline has a diagnostics chamber placed after
the interferometer chamber. The chamber contains a gold mirror on a rotation stage so that the
beam can be sent out through any of the outgoing ports. The gold mirror is slightly off-axis in order
to swing completely out of the way, allowing the beam to enter the application chamber unimpeded.

During the course of this thesis work, XUV Wavefront sensors (WFSs) have been used both as
diagnostic tools and for more in-depth studies of the harmonic wavefronts, as described in Chapters
4 and 5 and Papers III and VI. These have not only been mounted on the diagnostic chamber but
are presented here for convenience.

3.4.1 XUV spectrometer

The XUV spectrometer in the beamline is a Jobin-Yvon imaging spectrometer combining a toroidal
mirror and a flat-field, variable line space grating [57], using a Multi-Channel Plate (MCP) for XUV
photon detection [58].

Typically, the horizontal axis is integrated in order to improve the statistics on the spectrum, but this
axis can also be used to estimate the horizontal position and/or width of the XUV beam, which was
used for the study presented in Paper V to spectrally resolve the harmonic divergence. The image
on the MCP can be seen in the inset of Figure 3.12.
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Figure 3.12: XUV spectrum generated in argon. The inset shows the raw image on the MCP screen (cropped).
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A typical spectrum, corrected for the grating constant and the transmission/reflection curves of the
aluminium filter and gold mirror [59], is also depicted in Figure 3.12. This spectrum was generated
in argon which was the gas predominantly used for the experiments making up this thesis work,
but harmonics were also generated in neon (higher photon energies) as well as krypton and xenon
(lower photon energies, but higher flux)9.

3.4.2 Imagine Optic / LOA wavefront sensor

An XUV wavefront sensor consisting of a Hartmann mask and an XUV Charge-Coupled Device
(CCD) camera, co-developed by the Laboratoire d’Optique Appliquée (LOA) and Imagine Optic,
was used for two campaigns, presented in the two following Chapters and described thoroughly in
Papers III and VI.

3.4.3 Locally constructed wavefront sensor

Andor XUV camera

CCD chip

Mask

Photodiode

Beam deflector

39.9 cm

Figure 3.13: A sketch of the design for the Lund WFS. The inset for the mask shows one of the Hartmann
masks used, imaged using a microscope. Figure adapted from [60].

Inspired by the experiments performed with the previously mentioned WFS, a custom wavefront
sensor was constructed as part of the Master’s thesis of Fabian Brunner [60]. It follows the same
principle as the previously mentioned wavefront sensor, with a Hartmann mask mounted in front
of a camera, which in this case was the Andor camera described in Section 3.5.4. The design of the
WFS can be seen in Figure 3.13, along with a picture of one of the Hartmann masks used, made
out of glass. This wavefront sensor was used for some of the experiments described in the next two
Chapters.

9See Section 2.2.2 for a discussion on the impact of the element-specific ionization potential.
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3.5 Application chamber

The beamline features an application chamber, oriented towards ionization of atoms and molecules
and study of ionization and fragmentation products. Figure 3.14 shows a drawing of the application
chamber.

Wolter focusing optics Electron flight tube

Electron-side 
MCP/phosphor screen

Ion-side 
MCP/phosphor screen

Ion flight tube

-

+

Ion extractor

Electron extractor

Repeller

Figure 3.14: A sketch of the intense XUV beamline application chamber.

3.5.1 XUV focusing

The harmonics from the beamline are focused by two toroidal mirrors in a Wolter-like configuration
[44, 61]. The reason for this configuration, as discussed in Section 5.2, is that the comatic aberrations
of each of the two mirrors can compensate for the other’s.

These toroidal mirrors and their impact on the wavefront of the XUV beam have been thoroughly
studied, as described in Paper III and Section 5.3.

3.5.2 Molecular source

The beamline features a molecular source with an Even-Lavie valve [62]. This valve, apart from
delivering a supersonic jet enabling high gas density, also features a small furnace that can be used
to evaporate liquid and solid phase samples into the application chamber, rendering possible inves-
tigations of a wide range of targets.

After the valve, the molecular source chamber contains two skimmers, which reduce any superfluous
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gas apart from the dense center of the jet from entering the application chamber, maintaining the
vacuum level in the chamber (optimally in the region of 10−9 mbar).

This molecular source was used for all ionization experiments at the intense XUV beamline described
in this thesis including those in Papers I and IV. In the drawing seen in Figure 3.14, the molecular
beam can be seen to be coming from “above” through the focus.

3.5.3 Double-sided Velocity Map Imaging Spectrometer

The double-sided Velocity Map Imaging Spectrometer (DVMIS) was designed to allow simultane-
ous, angularly resolved measurements of the momenta of ions and electrons, as described in Paper
IV. The placement of this instrument in the application chamber can be seen in Figure 3.14; the
inset to the right shows a closer look at the electrodes.

The operating principle of the VMIS is expanded upon in Paper IV as well as in [63]. In short, by
accelerating ions and/or electrons using an electric field, a 2D projection of the 3D momenta of the
particles is made on the detector surface (in this case an MCP with a phosphor screen). Assuming
a cylindrical symmetry around the laser polarization axis, the 3D projection can then be folded out
to retrieve the true 3D momentum distribution, in a process known as Abel inversion, for which
there are several algorithms available [64–66]. Figure 3.15 shows the effect of inversion on an image
of a photoelectron momentum distribution.
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Figure 3.15: A photoelectron momentum distribution, (a) before and (b) after inversion. Figure adapted from
Paper IV.

The double-sided design takes advantage of the fact that positively and negatively charged particles
are accelerated in opposite directions by the electric fields used in a regular VMIS [63], and thus
consists of two sets of flight tubes and extractors, catching the electrons in one direction and positive
ions in the other. When it is used as double-sided, the ions are sent through the repeller, which has
been fitted with a fine mesh instead of a solid metal electrode.
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When studying the ionization of atoms and molecules, this instrument may also be used to measure
the Time-Of-Flight (TOF), in order to produce a mass spectrum of ions and possible fragments.

It is of great interest to correlate measured electrons with the ions and fragments from which they
emerge, especially in the case of advanced molecular targets that feature several kinds of fragmen-
tation and ionization dynamics. In systems with a high repetition rate, this is typically done in a
coincidence scheme, where the incident rate is kept so low (≪ 1 event per shot) that any electrons
and ions measured simultaneously can reasonably be expected to emerge from the same reaction.
This type of technique is used in instruments such as the Reaction Microscope (REMI) [67].

On the intense XUV beamline and other light sources with a similarly low repetition rate, the
coincidence scheme is impractical. For this reason, a covariance scheme is used, in which every shot
is saved separately, making it possible to determine which “variables” (in this case, each variable is,
for example, a single kinetic energy in the velocity map image or mass in a TOF mass spectrum)
that correlate with each other and in what way [68]. The viability of this covariance scheme was
demonstrated at the intense XUV beamline, as described further in Paper IV.

3.5.4 Camera and wavefront sensor

After the target jet, the beam propagates through the chamber and leaves through one of the flanges
on the other side. Here, a small chamber with a manipulator, similar to the filter holder of the
interferometer chamber, is mounted. If the holder is left empty, the beam travels to an Andor iKon
XUV CCD camera. In addition to providing a high spatial resolution (2048 by 2048 pixels with
13.5 µm pixel size), this camera is also energy-calibrated, so that it can be used to measure the
energy of the beam directly.

The chamber also contains an XUV photodiode that can measure the beam energy at a higher
repetition rate than the CCD camera. This enables online, single-shot pulse energy measurements
which are necessary for partial covariance calculations, in which false covariance effects caused by
energy fluctuations are removed, as discussed in Paper IV.

Finally, the chamber contains the masks for the Lund wavefront sensor described in more detail in
Section 3.4.3.

3.6 CDI Chamber

One interesting target is not in or after the application chamber. Before the interferometer chamber,
it is possible, by means of mirrors on a rotation stage, to divert the beam into another target chamber.
This chamber was employed for experiments on using the harmonics of the beamline for Coherent
Diffraction Imaging (CDI), as well as frequency-resolved wavefront sensing, both of which are
discussed briefly in the outlook.

Moreover, as it provided a good space for various measurement equipment in vacuum and without
the optics later in the beamline, this chamber was also used for other experiments, including the
single-wavelength wavefront measurements described in Paper VI.
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3.7 The LONG GHHG beamline at ELI-ALPS

3.7.1 Beamline overview

45 m

Interferometer
chamber

XUV

Focusing
optics

Space for user
end-stations

Gas cells

IR

Focusing
optics

Folding

mirror

Figure 3.16: The layout of the LONG GHHG beamline, adapted from Paper II. The relevant beams are marked
in red (IR) and blue (XUV).

The LONG GHHG (Long Gas HHG) beamline is a beamline under construction at the ELI-ALPS
facility in Szeged, Hungary, described in more detail in Paper II. It is one of the systems based on the
state-of-the-art SYLOS laser, which uses Optical Parametric Chirped-Pulse Amplification (OPCPA)
technology to deliver few-cycle, high energy pulses (nearly 5 TW peak power) at a repetition rate
of 1 kHz.

To take advantage of the high-power pulses provided by the SYLOS laser, the LONG GHHG
beamline is constructed after the scaling principles outlined in Section 2.3.2. This leads to some
quite extreme results: the IR beam will in some cases be focused with a focal length of 55 me-
ters, generating in a 6-m long gas cell (consisting of 15 sub-cells) with only 1 mbar generation gas
pressure.

After generation, the beam enters a “transport” chamber, which can be used to divert the beam or
introduce a long pump-probe delay. It is then sent to an interferometer chamber, which is in many
respects similar to that described in Section 3.3.1. This chamber contains the XUV-IR interferometer
described in the next section, as well as an XUV SDU similar to the one installed at the LLC intense
XUV beamline. Both of these instruments can be seen in more detail in Figure 3.17.

After the interferometer chamber and a diagnostics chamber, allowing for instruments such as VUV
and XUV spectrometers, the beams can be sent to the target. A compact setup featuring XUV
focusing optics and a TOF spectrometer is planned but can be replaced with instruments that users
bring to the beamline.

It is expected that this beamline will deliver up to 0.5 µJ XUV pulse energy per shot, which at a
repetition rate of 1 kHz corresponds to an average power of 0.5 mW, among the highest of any
HHG based light sources [14].
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3.7.2 XUV-IR interferometer

Figure 3.17: The design for the post-generation interferometer, taken from Paper II. The relevant beams are
marked in red (IR) and blue (XUV).

Figure 3.17 shows the design of the XUV-IR interferometer intended for the LONG GHHG beam-
line. The design is based on, and similar to, the previously described post-generation interferometer
created for the intense XUV beamline, with a few modifications in order to take into account the
scale of the “long” beamline and improve the stability.

In this design, both arms have two mirrors. Consequently, both arms are at the same parity, meaning
pointing fluctuations in the beam are more or less identical in the two arms. If the parity is odd, such
as in the previous design, pointing fluctuations will cause the beam to move in different directions
for the two arms. As mentioned in Section 3.3.2, with the large propagation distances of the long
beamline, this becomes even more critical.

Naturally, this means that this design has a lower XUV transmittance. However, as mentioned
before, this is a high-power system, both in terms of average and peak power. The SYLOS laser
is expected to provide almost two orders of magnitude higher average power, and twice the peak
power, of the driving laser for the intense XUV beamline10, meaning that some concessions can
probably be made in this respect, assuming that the HHG can be scaled up successfully [14].

10Assuming 100 mJ, 40 fs at 10 Hz for the LLC TW laser (Section 3.1) and 45 mJ, 10 fs at 1 kHz for the SYLOS (Paper II).
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Chapter 4

Spatial properties of high-order
harmonics

It could be argued that the spatial properties of light waves have been studied for as long as there
has been a wave theory of light [69, 70], and they form an integral part of this thesis. It is thus
important to have good models of these properties.

This chapter will introduce some fundamental Gaussian optics to describe the propagation of light
beams, as well as a theory on wavefront aberrations, based on Zernike polynomials. Following this
is an introduction to metrology and correction of wavefront aberrations. The chapter ends with
details on three experimental studies of the spatial properties of light: the dipole-phase induced
wavefront curvature, the generation-dependent wavefront aberrations, and the impact on the XUV
wavefront of passing through an MCP filter.

4.1 Gaussian optics

One particularly useful description of the spatial properties of light, especially for the discussion
of laser beams, is that of the Gaussian beam, which combines aspects of spherical waves and plane
waves; the function reduces to a plane wave in the focus (z = 0) and to a spherical wave in the far
field (z → ∞) [35].

A Gaussian beam is a beam whose complex spatial amplitude can be described as

E(x, y, z) = A0
w0

w(z)
exp

[
− r2

w2(z)

]
exp

[
−ikz− ik

r2

2R(z)
+ iξ(z)

]
, (4.1)

where the first three factors define the amplitude of the beam, and the last factor defines the phase.
The beam propagates along the z direction and its transverse amplitude and phase are assumed to be
cylindrically symmetric according to the coordinate r =

√
x2 + y2. The wavenumber k is defined

as k = 2π/λ, where λ is the wavelength of the light.
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Some important derived parameters of Equation (4.1) are the beam waist

w0 = w(0) =

√
λz0

π
, (4.2)

the beam width

w(z) = w0

√
1 +

(
z
z0

)2

, (4.3)

the wavefront radius of curvature

R(z) = z
[
1 +

(z0

z

)2
]
, (4.4)

the Gouy phase
ξ(z) = tan−1 z

z0
, (4.5)

and the Rayleigh length

z0 =
πw2

0

λ
. (4.6)

These parameter definitions may also be used further. For example, for a given width w(z) and
radius of curvature R(z), one may find that the waist (focus position) can be found at

z(w0) =
R(z)

1 +

(
λR(z)
πw(z)2

)2 (4.7)

and the waist radius is
w0 =

w(z)√
1 +

(
πw(z)2

λR(z)

)2
. (4.8)

Finally, in the far field (far out of focus, i.e. z ≫ z0) the beam width can, by neglecting the first
term of equation (4.3), be estimated as

w(z) ≈ w0z
z0

= θ0z, (4.9)

where θ0 is the so-called divergence angle, which can be expressed as

θ0 =
w0

z0
. (4.10)

Following the definition of the Rayleigh length in Equation (4.6), this leads to

θ0 =
λ

πw0
, (4.11)

showing an inverse relationship between divergence and focus size, as well as a linear relationship
between divergence and wavelength.
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4.2 Wavefront aberrations

When the wavefront of the beam does not conform to an ideal, e.g. a flat, spherical or Gaussian
wavefront, it is said to be aberrated. These aberrations can be expressed and defined in different
ways depending on the context. In any case, in order to develop an understanding of beam quality
and the deviation from the norm, one must develop a “vocabulary”, in order to discuss and compare
different wavefronts.

A common way to describe the measured aberrations is to use Zernike polynomials [71, 72]. This is
a way to characterize the aberrations as a sum of radially and angularly dependent periodic functions
on the unit circle r ≤ 1, here referred to as the pupil of the wavefront.
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Figure 4.1: The first five orders of aberrations as their Zernike polynomials Zm
n . The colorbar shows the value

of the functions.

The wavefront W(r, θ) can then be represented as a sum of polynomials

W(r, θ) =
∑
n,m

Cm
n Z

m
n (r, θ) (4.12)

where Cm
n denotes the coefficient (i.e. the influence of the particular aberration m, n on the wave-
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front) and Zm
n corresponds to the Zernike polynomials themselves, defined as

Zm
n (r, θ) =

{
Rm
n cosmθ, m ≥ 0

R|m|
n sinmθ, m < 0

(4.13)

where Rm
n is the radial function, which can be written as

Rm
n (r) =

n−m
2∑

k=0

(−1)k(n− k)!
k!
[ 1

2 (n+ m)− k
]
!
[ 1

2 (n− m)− k
]
!
rn−2k (4.14)

Figure 4.1 shows the first five orders and the common names of these aberrations, which will be used
from time to time, in particular when referring to lower-order aberrations. Specifically, when dealing
with focusing optics, depending on the geometry, astigmatism and coma become very important to
characterize as they greatly affect the shape of the beam focus.

4.3 Wavefront metrology

In order to determine how the previously mentioned aberrations affect real-world beams used in
our experiments, wavefront metrology is necessary.

One of the most common ways of measuring the wavefront is by letting the beam pass through an
array of holes in a so-called Hartmann mask [73]. For each hole, the light passing through the hole
(known as a beamlet) is deflected in the direction corresponding to the local slope of the wavefront.
Figure 4.2 shows an illustration of this.

As shown in Figure 4.2, for each hole the spot of the diffracted beamlet can be compared with that of
the reference wavefront, and their difference in position on the plane of the detector is defined as the
Hartmann vector h, which is a measure of the wavefront slope. Several wavefront reconstruction
algorithms exist, which can broadly be separated into Zonal reconstruction, in which the wavefront
is calculated by numerical integration of all the slopes [74], and Modal reconstruction, in which a
set of polynomials (such as Zernike polynomials) are defined and their coefficients fitted to the data
[75].

When measuring IR and other optical1 beams, the most common way of measuring the wavefront
is using an array of microlenses instead of holes [76], referred to as a Shack-Hartmann WFS when
combined with an imaging device such as a CCD camera. The lenses focus the beamlets, which
increases their intensity, enhancing the signal-to-noise ratio of the measurement. The focusing also
makes them smaller, enabling a higher resolution when measuring their position.

When an XUV wavefront is measured, transmissive optics such as lenses are often not a realistic
option due to the XUV’s previously mentioned short absorption length in most optical materials.
One may therefore use an array of holes, as in the original Hartmann mask [77], or alternatively an
array of zone plates [78], which act as lenses for certain harmonics. Because zone plates will only

1“Optical” in this sense refers to wavelength regions around the visible, where transmissive optics are viable.
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Figure 4.2: The operating principle of a Hartmann mask, showing the diffraction through the central hole of
the mask for a flat reference wavefront (blue) and an aberrant wavefront (the different colors show
different displacements of the wavefront). h denotes the Hartmann vector.

focus a certain wavelength in one plane, and this work deals primarily with broadband XUV pulses,
the rest of this thesis discusses only hole arrays, as this is also the technique used for the wavefront
experiments described in Papers III and VI as well as this chapter and the next one.

The downside of using this technique for broadband light, however, is that the wavefront is inte-
grated over the spectrum, making it impossible to discern order-dependent variations in the wave-
front.

There are other methods for measuring the XUV wavefront (with or without a spectral resolution)
such as Spectral Wavefront Optical Reconstruction by Diffraction (SWORD) [79–81], lateral shear-
ing interferometry [82] and point-diffraction interferometry [83]. These methods, however, aside
from scanning and thus not being applicable to single-shot measurements, only provide a spatial res-
olution in one dimension, wherefore one has to assume a rotational symmetry of the beam. Without
measuring the non-rotationally symmetric components of the wavefront (i.e. any Zm

n where m ̸= 0)
it is hard to gauge the reliability of this assumption.

With some notable exceptions [84], one thus has to accept the trade-off between spectral and spa-
tial resolution, possibly combining several measurements. For example, if a 2D technique such
as a Hartmann mask shows a symmetric wavefront, one could perform a spectrally resolved 1D
measurement with a great deal of confidence in its fidelity.
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4.4 Adaptive optics

If it is known in what way the wavefront is aberrant, it is possible to compensate for this. A common
method for doing so is to use a DM, a kind of adaptive optic. This element has previously proven
useful in compensating for other kinds of aberrations, such as atmospheric turbulence affecting the
imaging quality in optical telescopes [85]. If used in the Fourier plane of a compressor, deformable
mirrors may even be used for pulse shaping and compression [86].

Mirror surface

Actuators

Flat wavefront

Aberrant wavefront

Figure 4.3: A simple schematic for the operating principle of a deformable mirror.

Figure 4.3 shows an example of how this works in principle. According to the simplest way of think-
ing, the slope of the wavefront is compensated by an “opposite” slope created by the deformation
of the mirror surface. The mirror surface can itself be a foil or membrane [87], or a glass surface,
possibly coated with a more reflective material, deformed from the back by piezoelectric actuators
[88].

For most of the experiments described in this thesis and in Papers III-VI, DMs were used to correct
the wavefront before the HHG process, as described further in Section 3.2.1. Paper VI also briefly
demonstrates how the DM can be used to introduce wavefront aberrations in a controlled manner.
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4.5 Dipole phase curvature

4.5.1 Harmonic wavefront curvature

The harmonic wavefronts can be studied with the help of the previously described new formulation
of the harmonic dipole phase [33], presented in Section 2.2.5, in combination with Gaussian optics
[89], as discussed in Paper V. Note that the derivations here assume cylindrical symmetry around
the z axis and an ideal Gaussian wavefront (free of aberrations with only a symmetric r2 term).

Considering the contribution for a single trajectory i, the phase of the q:th harmonic can be written
as

Φq(r, z) = qϕ(r, z) + Φi(r, z). (4.15)

Recalling Equation (4.1), the spatial phase of the fundamental is

ϕ(r, z) = kz− ξ(z) +
kr2

2R(z)
. (4.16)

The third term describes the curvature of the beam. Using Φi(r, z) from Equation (2.18) with
I = I(r, z) as the spatially dependent IR intensity and Ω = qω (q times the fundamental frequency),
and omitting the second term (as it is independent of intensity and thus also of z), the spatial dipole
phase can be expressed as

Φi(r, z) =
αiI0ω2

0

ω2(z)
e−

2r2

w2(z) +
γi(Ω − Ωp)

2w2(z)
I0w2

0
e

2r2

w2(z) . (4.17)

In order to approximate this analytically, one can perform a Taylor analysis around the center of the
beam (i.e. r ≈ 0). Only the r2 dependent components will contribute to the wavefront curvature,
as will the fundamental contribution qkr2/2R(z). Thus the total r2-dependent phase component is
qkr2/2Ri, where

1
Ri(z)

=
1

R(z)
− 4αiI0w2

0c
w4(z)Ω

+
4γi(Ω − Ωp)

2c
I0w2

0Ω
. (4.18)

Consequently, one can simply add the curvature of the fundamental to that added by the dipole
phase contributions.

Introducing the reduced coordinate
Z =

z
z0
, (4.19)

where z0 is the Rayleigh length as defined in Section 4.1, Equation (4.18) can be rewritten as

z0

Ri(z)
=

1
Z+ 1/Z

− ηi
(1 + Z2)2

+ µi, (4.20)

where ηi = 2αiI0/q, µi = 2γiω2(q − qp)2/qI0 and qp = Ip/ω. Since for the short trajectory
ai = as = 0, the second term vanishes2 and the positions where Ri(z) → ±∞, i.e. the focus

2This also has the interesting effect that, since µi is not z dependent, the dipole phase-induced curvature is constant for
the short trajectories, as seen in Figure 4.4 (a).
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positions, can be determined by calculating the roots of the equation

Z2 +
Z
µs

+ 1 = 0, (4.21)

which for µs ≤ 0.5 are real and found by

Z± = − 1
2µs

±

√
1

4µ2
s

− 1. (4.22)
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Figure 4.4: (a) The curvature of the fundamental IR field qϕ and the curvature introduced by the dipole phase
Φs for the short trajectory. Note that the curvature from Φs is actually constant over z.
(b) The radii of curvature of the fundamental beam (black), short trajectory (blue) and long trajec-
tory (red) for the 23rd harmonic. The analytically found Z+ is shown to coincide both with where
the fundamental field curvature is equal to −1/µs and with where the two curvatures can be seen
to be equal in (a). Figure adapted from Paper V.

For the long trajectory, these positions are found by calculating the radius of curvature R(z) for each
generation position and finding the position(s) at which it diverges, which is obviously also possible
for the short trajectory. This can be seen in Figure 4.4, where the calculated radii are shown along
with the “analytically” determined Z+ value (Z− is outside the range of the figure to the left) for
the 23rd harmonic in argon, assuming a peak intensity of 3 · 1014 W/cm2.
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In order to use the formulation of Gaussian beams to calculate the other properties of the generated
harmonics, it is necessary to have knowledge of the harmonic width at the generation position.
Since the amplitudes of the harmonics reflect the amplitude profile of the fundamental beam (only
the sufficiently high intensities in the middle of the beam contribute to this nonlinear process), it is
assumed to be proportional to the fundamental amplitude to the power p [90–94]. The width then
depends on the fundamental width as W(z) = w(z)/√p, with p chosen to be 4 based on TDSE
calculations performed as part of Paper V.

Note thatW(z) is trajectory independent since generation takes place at z regardless of the trajectory.
It is also practically order-independent in the plateau region.

4.5.2 Harmonic focus position and divergence

Using the above stated parameters, the focus position (relative to generation) can be determined,
following Equation (4.7), as

zi(z) = − Ri(z)

1 +

(
λqRi(z)
πW(z)2

)2 , (4.23)

where λq = λ/q. In a similar manner, following Equation (4.8), the harmonic waist3 wi can be
calculated as

wi(z) =
W(z)√

1 +

(
πW(z)2

λqRi(z)

)2
. (4.24)

For convenience, these parameters can be made “dimensionless” using reduced coordinates in a
similar manner as before, in which case the harmonic focus position in terms of the fundamental
Rayleigh length becomes

zi
z0

= −Ri

z0

(
1 +

[
pRi

qz0(1 + Z2)

]2
)−1

, (4.25)

and the harmonic waist in terms of the fundamental waist is

wi

w0
=

(
1 + Z2

p

) 1
2
(

1 +

[
qz0(1 + Z2)

pRi

]2
)− 1

2

(4.26)

Figure 4.5 provides the focus position and waist size of the short trajectory for harmonic orders 31
to 71 in neon (assuming an intensity of I = 5 · 1014 W/cm2, as a higher intensity is typically used
for neon compared to argon). Neon was used in place of argon to show the effects discussed more
clearly (as neon tends to have a broader and flatter harmonic spectrum than argon), but to some
extent these effects are present regardless of the generation conditions.

3Note here the omission of the 0 from w0 for aesthetic reasons, explaining the previous change of symbol for the width
to W(z) to avoid confusing the waist with the width.
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Figure 4.5: (a) The focus position and (b) the waist size of harmonics 31 to 71 in Ne. The harmonics are
identified by color, as shown by the x axis of the spectra in (c). The black line in plot 1⃝ in (c)
shows the on-axis dipole phase. Figure adapted from Paper V.

As can be seen in the figure, the focus position varies strongly with the order for most generation
positions, in some cases with a virtual focus before generation (negative zi values) and in some
cases with a real focus after generation, i.e. created with a converging wavefront. This variation
is especially dramatic for generation positions before the IR focus, which is the most common
when generating harmonics in a loose focusing geometry [13, 95] for phase matching reasons (see
Section 2.3.1 for some expansion on this). For example, at the generation position marked by the
dashed line, z = −0.75 z0, the difference between harmonic orders 41 and 47 is almost 20 Rayleigh
lengths.

At the same position, the waist size also depends significantly on the order: the waist size of harmonic
45 is almost 25 times larger than that of harmonic 71.

For some (if not most) generation positions, the combination of varying focus positions and waist
sizes (i.e. harmonic divergence) means that in some respects the harmonics are not propagating
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as one beam, easily controlled and focused, but as a superposition of sometimes wildly varying
beams that may occasionally render a focus with the full bandwidth of the harmonic spectrum, but
at other times contain a much more narrow spectrum. This is illustrated in Figure 4.5 (c), where
the spectrum is shown for four different “detector positions” along the axis of the harmonic focus
positions.

Virtual focii
IR focus

Real focii

IR beam

XUV focusing optics

XUV focus

Generation
medium

Figure 4.6: An illustration of the chromatic aberration following from the wavefront variations caused by the
dipole phase contribution. Figure adapted from Paper V.

Figure 4.6 illustrates the consequences this may have for some of the harmonics shown in Figure 4.5
(following the color code of (c)), propagated as Gaussian beams and then focused. Some harmonics
have foci after the point of generation and some before, resulting in a stretched and chromatically
aberrated focus when the generation point is imaged. Thus, for applications and experiments that
require high-intensity, broadband attosecond pulses, great care must be taken to minimize this
chromatic aberration or otherwise compensate for its effects.

4.5.3 Order-dependent divergence experiment

In order to test the “Gaussian” model of order-dependent harmonic wavefronts, an experiment was
set up to measure the width of harmonics on the XUV spectrometer. This was done by integrating
the spectrum around each harmonic and then fitting a Gaussian function onto the transverse profile.

Figure 4.7 (a) shows the harmonic width as a function of generation position for several harmonics.
(c) shows the results of the Gaussian model and (b) a simulation based on numerically solving the
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Figure 4.7: The harmonic widths of four low-order harmonics, from Paper V: (a) the measured width, (b) a
numerical simulation by TDSE and propagation equations, and analytical simulations, based on
(c) the purely Gaussian model and (d) a truncated Gaussian.

TDSE and propagation equations for conditions as close as possible to the experimental conditions.

For each harmonic and each generation position, the harmonic divergence was calculated from the
waist, and then multiplied by the distance from the point of generation to the spectrometer.

There is obviously some discrepancy between the Gaussian model on one hand, and the experi-
mental values and numerical simulation on the other. By varying the parameters of the numerical
simulation, it was determined that the most important cause of this discrepancy was an aperture,
introduced in the TDSE model to simulate the clipping of the beam by the iris before vacuum.

Based on this finding, the Gaussian model calculations were redone, as shown in (d), using a clipped
Gaussian beam propagated into the focus [96] as a fundamental beam. This leads to much better
agreement with the experiment and the TDSE calculations, while still being very lightweight (as
the model is analytical).

The fact that the Gaussian model (albeit with some modifications) is seen to agree so well with
both the experiments and the fully quantum mechanical calculations supports the conclusion of
the article, namely that the chromatic aberrations and spatiotemporal couplings predicted using
this model should be taken into account when attempting to focus broadband, ultrashort pulses.
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4.6 Single shot, generation-dependent XUV wavefronts

As described in Paper VI, the LOA / Imagine Optic wavefront sensor was used for an in-depth study
into how the characteristics of the harmonics were affected by generation parameters such as pres-
sure, intensity and aperture size, as well as the possible transfer of aberrations from the fundamental
IR field into the XUV. For this campaign, most measurements were taken on a single shot basis, so
that the wavefronts are not averaged (pointing instabilities may cause a spatial smearing if several
wavefronts are averaged).
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Figure 4.8: (a) The intensity profile and (b) wavefront of a typical single-shot image. (c) The wavefront with
the astigmatism numerically removed. Figure adapted from Paper VI with permission from the
OSA.

Figure 4.8 shows the result of a typical single-shot acquisition of a harmonic wavefront using the
WFS, and the information that can be extracted: (a) the intensity profile and (b) the wavefront.
In (c), one can see the wavefront with the astigmatism numerically removed, i.e. only higher-order
aberrations are displayed. The fact that this wavefront was much cleaner (comparing the magnitude
of errors) indicates that the astigmatism was the main error present. The λ used to express the
wavefront error is that of the 19th harmonic, deemed to represent the weighted average of the
spectrum [77].

Figure 4.9 shows the effect on the harmonic wavefront, and harmonic yield, of scanning four genera-
tion parameters: driving laser pulse energy (a), aperture size (inversely proportional to the f number)
(b), gas cell backing pressure (c), and the GDD of the compressor, corresponding to the pulse du-
ration of the IR (d). The harmonic yield is given as APT energy, meaning that the energy of all the
harmonic pulses in the APT is added together.

One conclusion from these scans was that for each parameter there is an optimum point to achieve
the best XUV wavefront, and this is not necessarily the optimum point for harmonic yield. Thus
there is a certain trade-off between sheer number of photons and focusability that needs to be taken
into account when a high intensity is desired.

Figure 4.10 shows the wavefronts of individual harmonics, orders 19, 23 and 33. These were acquired
by reflecting the XUV light on specially constructed Multi-Layer Mirrors (MLMs)4 into the CDI
chamber described in Section 3.6. These mirrors were characterized before the experiment, so that
their effects on the wavefront could be accounted for. In this figure, the wavefront error is given

4See Section 5.1 for a discussion on XUV optics.

55



14 16 18 20 22
0.15

0.2

0.25

0.3

0.35

14 16 18 20 22

1

2

3

4

5

−1000 0 1000 2000

0.1

0.2

0.3

42
53

76 133

53

76
101

164

−1000 0 1000 2000
0

2

4

20 25 30 35
0

0.2

0.4

0.6

0.8

1

20 25 30 35
0

1

2

3

4

5

50 100 150 200 250
0.1

0.15

0.2

0.25

0.3

0.35

50 100 150 200 250
0

1

2

3

4

5

Back pressure (mbar)

A
P

T
 en

ergy (n
J)

A
P

T
 en

ergy (n
J)

A
P

T
 en

ergy (n
J)

A
P

T
 en

ergy (n
J)

(a) (b)

(c) (d)

W
av

ef
ro

n
t 

R
M

S 
( 

 )
W

av
ef

ro
n

t 
R

M
S 

( 
 )

W
av

ef
ro

n
t 

R
M

S 
( 

 )
W

av
ef

ro
n

t 
R

M
S 

( 
 )

GDD (fs2)

IR pulse energy (mJ) Iris diameter (mm)

Figure 4.9: Wavefront error (black) and attosecond pulse train energy (blue) as a function of (a) driving field
energy, (b) aperture size, (c) gas cell backing pressure and (d) compressor position (the numbers
above each measurement point correspond to the approximate pulse duration in fs at each GDD).
Figure adapted from Paper VI with permission from the OSA.

in terms of λq, where q is the harmonic order. In addition to the intensity profiles and wavefronts,
this figure also portrays the beam profiles of the sources of the XUV light, calculated in a similar
manner as in Section 5.3.

As can be seen, the 33rd harmonic has a wavefront quality that is inferior to the others. One expla-
nation for this is given by Figure 4.9: in order to generate the 33rd harmonic at all, the generation
conditions had to be pushed to a regime with severe wavefront deterioration (such as high energy,
short pulses, etc.)5.

5Recall, from Section 2.2.1, that the cutoff energy is dependent on the intensity of the IR field.
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Figure 4.10: (a, b, c) The intensity profiles, (d, e, f ) wavefronts, and (g, h, i) calculated source profiles of
harmonics 19, 23 and 33. Figure adapted from Paper VI with permission from the OSA.

4.7 MCP IR filter characterization

The Lund wavefront sensor was used to study the effects of employing a single-layer MCP as a filter
to extinguish the IR beam while preserving the XUV. The periodic structure of the MCP enables
it to function like a transmission grating for the XUV, but the hole structure is too fine to admit
the IR light [97]. The 0th order was studied, as this is where all harmonics co-propagate. The MCP
was mounted on a translation stage after the single silica plate described in Section 3.3.1.

The XUV transmission had been studied before but not much was known as to how the XUV wave-
front would be affected by transmission through this kind of structure. Thus a series of wavefront
measurements were taken, 100 images with the MCP in the beam and 100 images without as a ref-
erence (as the beam could not be expected to be completely without aberrations, this was necessary
to identify the effects of the MCP). Figure 4.11 shows the Zernike polynomial coefficients of the
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Figure 4.11: Wavefront aberrations for the beam with and without an MCP filter.

first higher-order aberrations; the tilt and focus components were also included in the analysis but
are not shown here as they were virtually identical for the two measurements.

As can be seen in the figure, any difference between the two is within the error bars, so it was
concluded that the wavefront is not adversely affected by the MCP filter to a significant degree.

(a), Peak intensity: 1500 counts (b), Peak intensity: 10000 counts

Figure 4.12: Andor images showing the XUV beam profile (a) with and (b) without the MCP filter.

Beam profiles of the XUV beams with and without the XUV filter were also studied, and can be
seen in Figure 4.12. Aside from the profiles looked similar (indicating that the MCP does not
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cause a distortion of the beam profile), the linear energy response of the Andor camera6 made
it possible to estimate the XUV transmission. According to these measurements, the MCP filter
has a transmission (in the 0th order) of around 15 − 20%, which corresponds well with previous
measurements.

To enable the Andor image without an MCP, an aluminium filter was mounted in front of it in the
interferometer chamber. This also protected the MCP from the full IR power of the intense XUV
beamline. It is not known whether it would withstand this, but in the case of higher repetition rate
sources with lower pulse energy [98] it works well. In that case it also finds a second purpose, as a
differential pumping section between the HHG chamber and the subsequent parts of the beamline.
This is useful since, as discussed in Section 2.3.2, for a lower IR pulse energy the length of focusing
goes down and the pressure goes up to preserve phase matching, necessitating a steeper pressure
gradient in the HHG setup.

6See Section 3.5.4 for more information on the camera itself.
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Chapter 5

Focusing high-order harmonics

In order to efficiently use the XUV light created in the HHG process, it often has to be refocused.
This may be because the target of interest is very small [99] or because a high intensity is needed,
for example if multiphoton interactions are required [100].

In order to efficiently focus broadband XUV light, it must be reflected on curved optics at graz-
ing incidences. As will be shown in this chapter, this often introduces aberrations in the wavefront,
leading to suboptimal focusing conditions. However, these aberrations can be overcome using com-
binations of curved surfaces, as is demonstrated for the intense XUV beamline, where two toroidal
mirror are used in a Wolter-like configuration.

5.1 XUV optics

The high photon energy of the XUV light causes the absorption cross section to be high for most
materials. In this sense, this wavelength regime is quite particular; for longer wavelengths such as
visible and IR light, many materials such as glasses are transparent, as is the case for most substances
at shorter wavelengths (going into the hard X-ray regime).

Transmissive optics are commonly used for a wide range of applications such as focusing and imaging
the light, manipulating its polarization, and separating its wavelength components. They are not
possible in the case of XUV light, so these operations must be carried out using reflection of the
light. However, reflection of XUV light is also far from trivial.

In the case of s polarization, for example1, the reflection at a boundary from vacuum to a material
1The p polarization has a different expression but the conclusions are largely the same.
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can be found from the Fresnel equations as [101]

Rs =

∣∣∣cos θ −√n2 − sin2 θ
∣∣∣2∣∣∣cos θ +√n2 − sin2 θ
∣∣∣2 , (5.1)

where θ is the incidence angle and n is the refractive index of the material.

What makes the case of XUV radiation special is that for most materials, at these photon energies
n is complex and has a real component very close to unity (often even slightly smaller). This means
that at angles close to normal incidence the reflection is minor. Figure 5.1 shows the angle-dependent
reflection coefficients of three common optical materials (aluminium, gold and fused silica) for XUV
light with a wavelength of 42 nm, corresponding to the 19th harmonic of an 800 nm IR laser beam.
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Figure 5.1: Reflection as a function of the angle of incidence (0◦ is normal incidence) for aluminium (blue,
[102]) gold (red, [103]) and fused silica glass (yellow, [104]) for s-polarized 42 nm light.

As seen in Figure 5.1, using reflective optics at normal incidence leads to a loss of 90 − 99% of the
XUV light, depending on the material. As is discussed in Section 2.3.2, generating a large amount
of XUV photons is quite a challenge in itself, so one needs to preserve what one has to the greatest
extent possible.

Rather than use bulk materials for reflective optics, one option is to use multi-layer coated optics,
referred to as MLMs. These consist in an extremely flat substrate onto which thin layers (often 5−10
atoms) of varying materials are adsorbed in sequence [105]. For a given angle and wavelength, these
mirrors can have reflectances of over 50% with the help of Bragg reflection [106].

One notable feature of these MLMs is that they tend to work in a very narrow spectral region. This
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can be useful for some applications, for example in which a narrow spectrum is needed for exciting
or probing certain energy levels, or in some imaging applications, but for ultrashort pulses reducing
the bandwidth of the pulse generally leads to a longer pulse duration, as discussed in Section 2.1.

5.2 Wavefront and focus

There is an interplay between the wavefront quality of a beam and its focus: a high-quality wavefront
is necessary for a small and well-defined focus, but at the same time, focusing optics may themselves
introduce aberrations into the wavefront.

Focusing optics

As described in the previous section, most transmitting optics are not possible for XUV beams.
Furthermore, the poor reflectivity at normal incidence means that the optics must also be used at
grazing incidence (close to parallel with the surface rather than the normal) in order to preserve
XUV flux [107].

Object

ImageSagittal rays

Tangential rays

Figure 5.2: Imaging of an object using an off-axis spherical mirror. As can be seen from the difference in shape
between the object and image, this imaging is not optimal.

The necessity of reflective focusing optics at grazing incidence gives rise to certain challenges. Many
of these optics will introduce strong aberrations into the beam if not used at normal incidence or
imaging points outside the exact focus [108, 109]. As illustrated in Figure 5.2, a spherical mirror
with a radius of curvature R, for example, will have sagittal and tangential focal lengths depending
on the angle of incidence as

fT =
R sin θ

2

fS =
R

2 sin θ

(5.2)
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As an example, a grazing angle of 10◦ (corresponding to an angle of incidence of 80◦ in Figure 5.1)
leads to a sagittal focal length that is 33 times larger than its tangential counterpart, corresponding
to a focusing that is much weaker in the sagittal plane. This can thus be seen as an extreme case of
astigmatism.

In principle, an elliptical mirror leads to an ideal focus regardless of the angle [109], but only from
one of its foci to another. In the practical case, one will never have a true point source of light. Even
a small displacement from this focal point will causes a strong coma aberration. In addition to this,
the surface is difficult to manufacture [110, 111].

Another solution is to combine several mirrors. The first truly successful focusing of X-rays2 was
achieved using the X-ray microscope of Kirkpatrick and Baez, which introduced the Kirkpatrick-
Baez configuration of mirrors [110]. In this configuration, two spherical mirrors, with their axes
orthogonal to each other, are arranged so that their respective (tangential) foci end up in the same
position.

A toroidal mirror, which can have different radii of curvature in the tangential and sagittal planes,
can in principle focus at an angle it is designed for (but will have strong aberrations at other angles,
since the focal lengths will no longer overlap). However, a single toroidal mirror at grazing incidence
will still have coma aberrations as it cannot satisfy the Abbe sine condition, which states that the
sine of the angles of in- and outgoing rays should be proportional. One conclusion from the sine
condition is that the so-called principal surface, where the rays would intersect when traced through
the optic, should be spherical and normal to the incident rays [107].

Wolter showed [61] that certain pairs of conic sections such as ellipsoidal, paraboloidal and hyper-
boloidal surfaces with foci in the same plane can in principle create aberration-free images [112].
The Abbe sine condition is nearly satisfied, thanks to the principal surface being a virtual surface
“between” the two actual mirror surfaces. As mentioned before, these surfaces are very difficult to
manufacture, but toroidal mirrors, being local approximations to an ellipsoidal surface [111], can be
used in “Wolter-like” configurations (which will be referred to as Wolter configurations for simplic-
ity).

Focus characterization

If the wavefront and beam profile are completely characterized in the far field, they can be used to
calculate the size, shape and position of the focal spot by means of diffraction integrals [35].

A useful quantity when discussing the focus is the Strehl ratio, which expresses the peak intensity
of the beam as a ratio of the peak intensity of an ideal focus without the aberrations present in the
beam [113]. Thus, a Strehl ratio of 1 corresponds to a perfect focus.

2Most of the techniques mentioned in this section originated in the X-ray domain, since X-rays and XUV light pose the
same kinds of challenges. One can often assume that a (reflective) technique that works for shorter-wavelength light will
also work for the XUV.
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5.3 Micro-focusing

An experiment was performed, using the LOA / Imagine Optic wavefront sensor, with the goal
of optimizing the focusing at the intense XUV beamline. As detailed in Paper III, the aberrations
introduced by toroidal focusing optics of the intense XUV beamline were studied, as well as how to
use the optics to minimize the XUV focus size in order to maximize the intensity.

An interesting conclusion was that not only could the aberrations introduced by the toroidal mirrors
be minimized, they could even be tuned to counteract the aberrations already present in the XUV
wavefront.

Horizontal goniometer

Rotation stage

Vertical

goniometer
Translation

stages

Figure 5.3: A sketch of the two toroidal mirrors of the Wolter focusing setup, with the actuators available for
controlling its alignment. Figure adapted from Paper III.

The two mirrors are mounted together in the “C” Wolter-like configuration [61, 111]. Here, the
two mirrors are fixed relative to one another in such a way that the comatic aberrations (caused
by off-axis reflections in a curved mirror) of the two mirrors compensate each other. Figure 5.3
shows the manipulators for the Wolter optics. Only the rotation stage and goniometers will be
discussed further, as the translation stages are not expected to have the same impact on the harmonic
wavefront.
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Figure 5.4: The total wavefront RMS error (black) and Strehl ratio (blue) when moving (a) the rotation stage,
(b) the horizontal goniometer, and (c) the vertical goniometer. Figure adapted from Paper III.

65



The impact on the wavefront of moving these actuators can be seen in Figure 5.4, where the total
wavefront error RMS and the Strehl ratio (as discussed in Section 5.2) are plotted for a certain
amount of steps of movement of (a) the rotation stage, (b) the horizontal goniometer, and (c) the
vertical goniometer.
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Figure 5.5: The Zernike coefficients for 0◦ astigmatism (green), 45◦ astigmatism (red), and coma (black), as
a function of moving (a) the rotation stage, (b) the horizontal goniometer, and (c) the vertical
goniometer. Figure adapted from Paper III.

Figure 5.5 shows the same movement steps as Figure 5.4, but this time the effect of the movement is
resolved in terms of the Zernike coefficients of the low-order aberrations, 0◦ and 45◦ astigmatism
and coma. As clearly seen in the figure, the rotation stage almost exclusively affects the magnitude
of the 45◦ astigmatism, while the horizontal goniometer only has an effect on the 0◦ astigmatism
component. The coma is not affected much by any movement, as intended by the design3.

The fact that two actuators can each affect a respective aberration more or less independently is
highly useful, since this means that both aberrations can be minimized. An interesting effect of this
is that not only can the aberrations introduced by the focusing optics be minimized, but the optics
can also be tuned to reduce the aberrations present in the XUV wavefront even before focusing,
leading to an improved quality and reduced size of the focal spot. Figure 5.6 shows the result
of this improvement, where (c) shows the wavefront measured after the diagnostics chamber (see
Figure 3.2), i.e. before the focusing optics, and (d) shows the wavefront after focusing.

Given the greatly reduced aberrations seen in Figure 5.6 (d), it seemed likely that the focusing would
be improved. To study this, the wavefront and intensity profile were used to calculate the focal spot
profile by use of a 2D Fourier transform.

3See the previous section.
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Figure 5.7: The focal spot profile, back-calculated from the far-field wavefront measurement (a) and simulated
(b). Figure adapted from Paper III.

Figure 5.7 shows (a) the calculated focus, contrasted with (b) the ideal focus of the Wolter focusing
optics, as modelled using the FREDTM raytracing software4. The FWHM of the calculated focal
spot is 4.0 × 3.6 µm2, to be compared with 3.2 × 3.0 µm2 for the simulated focus.

As can be seen, the shape is nearly isotropic. The size is slightly larger compared to the ideal focus,
but apart from suboptimal focusing this could also be explained by the divergence assumed in the
FRED calculations varying slightly from the real-world case.

4The appendix of [111] has a good overview of raytracing using this software, especially its use for coherent raytracing
using Gaussian beam decomposition [114].
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5.4 Automatic focusing optics optimization

The analysis software for the Lund WFS was connected to the control unit for the focusing optics
actuators described in the previous section (Figure 5.3). By letting the analysis software control the
mirror mount’s rotation and translation axes while taking wavefront measurements, this proved to
be a nearly automatic way of optimizing the harmonic wavefront.
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Figure 5.8 shows the results on the 45 degree astigmatism of (a) a coarse scan and (b) finer scans
of the rotation stage axis, in terms of the Zernike coefficient C−2

2 from Equation (4.12). In (a), the
absolute value of the astigmatism coefficient is shown to emphasize the similarity to the rotation
scan plotted in Figure 5.5 (a). In (b) the real values are used, to show the zero crossing more clearly.
As can be seen, the response is clearly linear in the coarse scan (dark blue circles), and seems to be
linear, albeit more noisy, in the fine scan. This corresponded to the conclusions from using the LOA
/ Imagine Optic WFS mentioned previously.

By comparing the increasingly fine scans, some conclusions can be made about the measurements.
The difference between the consecutive scans (blue-red-yellow) gives an indication of the backlash of
the actuators controlling the mirrors. The deviations from a straight line, especially evident for the
finest (yellow) scan, shows the approximate shot-to-shot reproducibility of the wavefront analysis.

A measurement of the Ne2+ yield similar to that described in Section 6.3.1 and Paper I showed an
increase in the yield after focal spot optimization, indicating an increase in intensity as expected
from a smaller focal spot. As found by counting (finding the amount of shots that contained a
Ne2+ ion), the yield almost doubled; the counting showed Ne2+ ions in 17% of shots before this
optimization and 30% after. Assuming an I2 dependent process this corresponds to an increase in
the intensity of around 33%, roughly corresponding to a focus that’s 13 − 14% smaller in each
direction5.

5The focus becoming smaller to the same degree in both directions assumes one is in the so-called “focus of least confu-
sion”, between the sagittal and tangential focii.
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Chapter 6

Temporal aspects and pump-probe
experiments

The study of dynamics in atoms and molecules requires ultrashort pulses and the ability to control
these short pulses in time, such as in pump-probe experiments. Thus interferometry is needed, to
characterize the temporal structure of the pulses as well as control their relative delay. The first work
towards a RABBIT characterization of the attosecond pulses produced at the intense XUV beamline
is presented in this chapter.

The target in question must also absorb two or more photons within the time frame of the dynamics
studied. In the case of photoionization by two XUV photons, this requires an intensity which is
rarely found at HHG sources, but is demonstrated at the intense XUV beamline.

6.1 Pump-probe experiments

Pump-probe experiments are one of the most common ways of performing time resolved studies in
physics, chemistry and related disciplines. Pump-probe experiments have been performed on the
femtosecond timescale since the early 1990s [115] and led to Ahmed Zewail receiving the Nobel Prize
in chemistry in 1999 [4].

The main reason for performing pump-probe experiments is the fast nature of the phenomena one
wishes to study; in order to have a good time resolution one must define the time scale. In a pump-
probe experiment the way to define the time scale is to start the reaction with a pump pulse and
measure it with a probe pulse. By varying the delay between the pump and the probe pulses, one
records the observable (which can be anything, such as photon energies, the ion yield, or electron
emission angles) at different points in the reaction and can thus build a time-resolved picture of
how the reaction occurs.

A very simple example of this is shown in Figure 6.1. A pump pulse excites the target molecule. As
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Figure 6.1: A simple pump-probe experiment: the yield of the fragment A measured as a function of the delay
shows the time for fragmentation.

a result of this excitation, the molecule will fragment, leading to the emission of the fragment A. In
order to measure the time this reaction takes, one may introduce a probe pulse with a variable delay
τ . Only if the probe pulse arrives when the reaction has happened, the fragment will be ionized and
collected by a particle detector1. The duration T for this process can thus be determined as the time
where it is more likely than not that the fragment will be free and addressed by the probe pulse.

An important advantage in using light pulses is that since their velocity is well known (and extremely
high), events at very small timescales can be controlled and measured by varying distances rather
than times, which is one of the main points of interferometry. Many modern piezoelectric stages,
for example, enable control of distances down to a few nanometers [51], which (depending on the
geometry of the interferometer) can correspond to a few attoseconds in time.

6.2 XUV-IR experiments

6.2.1 RABBIT

The RABBIT technique has been used for nearly two decades, and was the first approach used to
show the time structure of the attosecond pulse train [22]. It takes advantage of the fact that when
an XUV pulse ionizes a target in the presence of a phase-locked IR field, the resulting photoelectron
spectrum contains two-photon pathways known as sidebands.

A sideband can result either from the absorption of an XUV photon with energy (2n− 1)ω and an
IR photon (ω), thus reaching the energy of (2n)ω, or the absorption of a (2n+ 1)ω XUV photon
and emission of an IR photon. As an example, Figure 6.2 shows these energy levels for the first
harmonics capable of ionizing neon (Ip = 21.56 eV).

1Section 3.5.3 shows a useful detector for experiments like this.
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Figure 6.2: A schematic of the energy levels involved in a RABBIT experiment in neon. Layout adapted from
[116].

Since the two pathways interfere with each other, varying the delay τ between the APT and the IR
pulse thus leads to a modulation of the sideband q intensity as

I(τ)q = Aq + Bq cos(2ωτ − Δϕq − Δϕat
q ) (6.1)

where A,Bq are delay independent amplitudes, Δϕq is the phase difference between consecutive
harmonicsϕq+1−ϕq−1, and Δϕat

q is the “atomic phase”, induced by XUV ionization and subsequent
IR photon interaction.

With knowledge, or an assumption, of the phase structure of the ionization process, the technique
can be used to reconstruct the time structure of the harmonic pulse train [22]. If instead the har-
monic pulse train is well characterized, the technique can be employed to accurately determine the
phase of electron wavepackets emitted from the atom, enabling high resolution temporal measure-
ments of phenomena such as autoionizing resonances [117].

6.2.2 XUV-IR experiments at the intense XUV beamline

After the testing using IR beams showed promising results, the post-generation interferometer de-
scribed in Section 3.3.2 was employed for XUV-IR pump-probe experiments. In order to overlap
the XUV and IR foci, the XUV light had to be sent onto the actuated mirror of the SDU, and
its alignment piezos used, since there was no actuated mirror in the IR arm. Section 3.5 gives an
overview of the setup of this experiment after the interferometer chamber. Using the previously
described focusing optics, the two beams were focused into a dense neon gas jet and the resulting
photoelectrons were studied using the VMIS.
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Figure 6.3: VMIS images of the photoelectron spectrum for (a,b) only XUV and (c,d) with IR also incident on
the target. (a,c) show the “raw” image on the MCP phosphor screen, and (b,d) show the same image
inverted using the pBASEX algorithm [66]. The color maps of these figures have been renormalized
to emphasize the features of the spectrum.

Photoelectron VMIS images with and without IR, as well as before and after inversion (see Sec-
tion 3.5.3 or Paper IV), can be seen in Figure 6.3. There could be some interesting delay-dependent
angular features in (c, d) that may warrant some further study [118]. The figure also shows the effects
of inversion, and how this enhances the spectral resolution of the image.

By angularly integrating these images, one can study the photoelectron spectrum, as demonstrated
in Figure 6.4 for the spectra with and without IR light. As can be seen, the characteristic sidebands
(noted in red) appear when the IR light is applied.

Figure 6.5 shows a first RABBIT scan. The same scan was carried out 4 times, with 100 acquisitions
for each delay step (0.1 fs) in each scan. The reason for this is to minimize the influence of short-
and long term fluctuations in the IR laser intensity and pointing.

There are already clear oscillations in the sidebands, as well as some weaker ones in the harmonics.
The FFT of each individual sideband shows an oscillation frequency of 2ω, which is to be expected
because of the T/2 periodicity of the APT as discussed in Section 2.2.3. This periodicity can also be
seen in the inset, which shows the sideband oscillations over a delay of 3 fs, or slightly more than
one IR laser cycle. Comparing consecutive sidebands, the nearly-linear phase shift indicative of the
characteristic “attochirp” can also be seen as the dashed line through the sideband crests.

At the time of writing, the reconstruction of the APT by these phase measurements has not yet been
performed, but it is the hope of the author that this can soon be done. In any case, the possibility
of measuring the attochirp bodes well for reconstruction.
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6.3 XUV-XUV experiments

6.3.1 XUV multiphoton ionization

While light intensities enabling nonlinear light-matter interaction in the XUV and X-ray regimes
have been accessible at Free-Electron Lasers (FELs) for more than a decade [119], it is a more elusive
phenomenon for lab-scale laser systems [100, 120]. In Paper I, we demonstrate that the intense XUV
beamline is among the few high-order harmonic beamlines capable of providing sufficient intensity
for XUV multiphoton experiments by showing two-photon double ionization of neon.

To study this interaction, the high-order harmonic generation process was optimized to maximize
the flux, and the harmonics were focused into the gas jet using the focusing optics detailed in
Section 5.3.
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Figure 6.6: (a) Mass spectrum of ions and (b) the yield of Ne2+ plotted against the XUV intensity on a log-log
scale. Adapted from Paper I.

Figure 6.6 (a) shows the time-of-flight mass spectrum. As can be seen, the most likely interaction
by far is the single ionization of Ne. Other peaks that can be seen, identified as N+, O+, OH+,
and H2O+, were found to come from air and water pollution in the gas line.

At anm/q value of 10 we can observe a peak identified as the Ne2+ signal, which is expected to stem
from two-photon double ionization. The Ne2+ yield is only 0.35% of that of Ne+, which is in the
order of magnitude to be expected when one compares the cross sections of one- and two-photon
interactions at the intensity used (3 · 1012 W/cm2). The energy required to doubly ionize Ne is
62.5 eV, and the fact that photons of this energy were not produced in the experiment is another
indication of a multiphoton process.

Another way of identifying a two-photon signal is by its intensity dependence (as a second-order
process it should be proportional to the square of the intensity). Thus, the XUV intensity was
adjusted by tuning the pressure in the gas cell, and estimated by the (single-photon) H2O+ ion
signal. Figure 6.6 (b) shows the Ne2+ yield plotted against intensity, on a doubly logarithmic scale.
A linear regression shows a slope of 1.8, close to the slope of 2 which would imply a quadratic
intensity dependence.
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Figure 6.7: (a) The direct and (b) the sequential modes of two-photon double ionization in neon. The diffuse
sections indicate the continua above the two ionization potentials.

Being able to measure a two-photon signal also led to the investigation of whether the two-photon
double ionization took place through the direct or sequential processes, as illustrated in Figure 6.7.
In the direct process, the two-photon double ionization takes place immediately through what can
be seen as a virtual energy level. In the sequential process, one photon ionizes the Ne atom, and the
next ionizes the Ne+ ion further.

Using previously measured and calculated values [121–123] for the cross sections, it was calculated
that the sequential process should be the dominant channel given the APT pulse duration (assumed
to be 4.5 fs, from 15 pulses of 300 as each). In order to verify this, the harmonic spectrum was
manipulated.

The total energy required to reach the Ne2+ state is 62.5 eV, which means that the direct process
for double ionization only needs two photons with a total energy matching this value. In contrast,
the sequential process always requires the second photon to have an energy of at least 40.9 eV (the
ionization potential of Ne+). Thus, if the harmonic spectrum could be eliminated above this energy
value, whatever double ionization still occurred would be a result of the direct process.

The beamline was reconfigured to generate harmonics in krypton instead of argon, as they have a
lower cutoff (see Section 2.2). An absorption cell of argon gas was used to ensure the same pulse
energy as the previous measurement, in order to maintain the same intensity. The two spectra can
be seen in Figure 6.8 (a), with the krypton spectrum in blue and the argon spectrum in red.

Figure 6.8 (b) shows the count rate in the TOF measurement for different m/q values, binned to
improve the signal-to-noise ratio. The bin between 9.93 and 10.09 amu/e is then the Ne2+ peak.
As can be seen, this peak is only present for the higher-order argon harmonics, supporting the
hypothesis that the two-photon double ionization chiefly occurs through the sequential process.
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Figure 6.8: (a) Spectrum and (b) Ne2+ yield for harmonics generated in argon (red) and krypton (blue).
Adapted from Paper I.

6.3.2 XUV autocorrelation

Some attempts have been made at using the SDU described in Section 3.3.1 for XUV autocorrela-
tion experiments, in order to determine the time structure of the APT. No conclusive results have
emerged so far.

One potential explanation for the difficulty in measuring the autocorrelation is that pointing insta-
bilities lead to the XUV beam position on the “split” between the two mirrors in the SDU varies,
resulting in varying energy proportions in the two arms and reducing the contrast. Another is that
possibly the chromatic aberration and spatiotemporal coupling discussed in Paper V reduces the
pulse bandwidth at each point in the focus, changing the time structure. Finally, the statistics in-
volved (for Ne2+, for example, an ion might appear in 25% of the shots, or even less, as seen in
Figure 6.8 (b)) mean that a large number of shots is required, which makes the measurement more
sensitive to long-term fluctuations in laser energy and pointing.
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Summary and outlook

In this chapter, the most important results of the thesis work and the resulting Papers are summa-
rized, followed by prospects for ongoing and future work.

Summary

The presented thesis work has partly been an attempt to study XUV light generated through the
high-order harmonic generation process, spatially, by flat field spectrometers and Hartmann mask
wavefront sensors, and temporally, mainly by cross-correlation with IR pulses. Some investigations
have also been performed towards using the high-order harmonics to probe atomic and molecular
dynamics and for temporally resolved measurements.

An intense attosecond light source

The intense XUV beamline described in Chapter 3 has proven capable of producing XUV light
with high pulse energies, as detailed in Section 6.3.1. In combination with the focusing optics used,
the beamline offers XUV intensities matched by only a few other lab-sized sources. Papers I and
IV describe experiments using these energetic XUV pulses; Paper I in particular demonstrates two-
photon double ionization, which requires very high intensities, above 1012 W/cm2, in the XUV.
This has enabled studies of ionization dynamics previously inaccessible for most table-top light
sources.

Paper IV reports on a measurement instrument for simultaneous characterization of photoelectrons
and positive ions, created by photoionization; the covariance technique described allows ions, elec-
trons and fragments of molecules to be correlated to each other despite the large event rates resulting
from such an intense light source.

Pump-probe experiments

In order to exploit the short and intense pulses, as well as electron and ion spectrometry techniques,
provided by the intense XUV beamline, a very interesting avenue is to use them for time-resolved
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experiments.

To this end, an interferometer has been constructed, as described in Section 3.3.2. This XUV-IR
interferometer has been tested in terms of accuracy and repeatability by ATI using two IR beams,
and employed for RABBIT scans overlapping XUV and IR beams. While some challenges have
been identified, the experiments were largely successful and it seems that the interferometer will
be a useful instrument. Its design resembles that proposed for the ELI-ALPS “long” gas beamline
described in Paper II and Section 3.7, and successful testing at the intense XUV beamline indicates
that design’s viability.

To extend the range of the proposed experiments, another interferometer design has also been pro-
posed, enabling long-range pump-probe experiments with an additional IR pulse.

Spatial properties of high-order harmonics

Paper VI describes an in-depth study on the origins of the XUV wavefront aberrations. The wave-
fronts are collected as single shots, minimizing the influence of pointing fluctuations on the measure-
ments. The experiments show that many factors used to control the phase matching and subsequent
harmonic yield also have a negative impact on the quality of the beam, leading to a certain trade-off
between APT energy and focus size when the highest intensity is desired.

Another factor for the spatial properties of the harmonics, as discussed in Paper V, is that individual
harmonic orders of the attosecond pulse train may have different divergences and source positions
due to the curvature induced by the dipole phase, introduced by the HHG process. This may lead to
chromatic aberrations, where the focal region has a rapidly varying spectral content. Because of the
time-frequency coupling, this also leads to spatiotemporal couplings, in which the time structure
of the pulse varies along the focal region. The theoretical model for the curvature added by the
dipole phase proposed in Paper V is also supported by experiments measuring the order-dependent
divergence of the harmonics.

The quality of the beam dictates the size of the focus, and the size of the focus determines the inten-
sity available for experiments. Paper III presents a study of the focusing parameters of the toroidal
mirror setup used at the intense XUV beamline, and how they can be optimized to minimize the
aberrations of the XUV wavefront, enhancing the focus and thus the intensity. After optimization
of the wavefront, the focus could be calculated to be 3.6 × 4.0 µm2, close to the ideal spot size
of 3.0 × 3.2 µm2. Minimizing the focal spot size is shown to enable the intensities necessary for
multiphoton experiments.

Outlook

Frequency-resolved wavefront sensing

The EUV Generation & Imaging group at the Advanced Research Center for Nanolithography
(ARCNL) has developed a novel approach to wavefront sensing which provides a 2D wavefront
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measurement as well as spectral resolution. It is in essence a Hartmann mask in which every hole is
also a transmission grating [84].

Some experiments using this grating Hartmann mask were performed at the intense XUV beamline.
For the experiments in question, the mask was mounted in the sample holder of the CDI chamber
mentioned in Section 3.6.

This instrument was used to study, among other things, the focus-dependent harmonic properties
that were expected as a result of the dipole phase contributions, with analysis still ongoing.

The spatiotemporal impact of the dipole phase

The harmonic-dependent spatial influence of the dipole phase, as described in Section 2.2.5 and
paper V, is clearly important to study, since it carries so many implications as to the feasibility and
reproducibility of ultrafast experiments with broadband pulses. However, it is also intriguing in an
experimental sense; there are many observables, parameters to control, and (sometimes conflicting)
theoretical interpretations.

In paper V, we try to verify the changes in harmonic divergence in one dimension, necessitated by
the fact that we need the other for our spectral resolution. With the aforementioned frequency-
resolved wavefront sensing, other observables such as the radii of curvature (giving us a measure
of the focus position) can be studied in two dimensions (thus taking into account, for example,
astigmatism, unlike frequency resolved but spatially one-dimensional measurements, as discussed
in Section 4.3).

With the help of fully frequency-resolved wavefront sensing I’m hopeful that more characteristics
of the harmonics can be studied, enabling the testing of even higher-level theory.

Multiple-beam pump-probe experiments

The post-generation interferometer has now been shown to be capable of IR-IR and IR-XUV pump-
probe experiments. This in itself opens up a wide range of interesting experiments, but this could
be widened further by introducing more beams.

There are two immediate “next steps”, interesting avenues of progress, both of which are quite well
prepared already. The first is XUV-XUV experiments with the addition of an extra IR pulse to use,
for example, as an excitation pulse. As the SDU is already installed in the interferometer chamber,
this would require only minor rebuilding of the optical setup.

The second thing that would be interesting to try is molecular alignment using the pre-generation
interferometer. It has already been built and a rough temporal overlap has been found, so the
main challenge would be to insert it into the beam path in a minimally disruptive way and find a
suitable target for testing. This would require a slight rebuild of the post-generation interferometer,
for example installing an actuated rotation stage for the λ/2 plate in order to regulate the ratio of
energy in the alignment beam and IR pump/probe beam in a controlled manner.
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Coherent diffractive imaging

CDI is a technique for imaging microscopic samples using X-rays [129, 130]. While the method has
been performed for quite some time using FELs and synchrotron facilities, the use of HHG sources
to perform these experiments was only quite recently demonstrated [131].

Some experiments on CDI were performed at the intense XUV beamline. Their main objective
was to test the viability of using a polychromatic source such as the XUV light of the intense XUV
beamline for this technique [132]. Using a priori knowledge of the harmonic spectrum (which
can be measured using the XUV spectrometer, or by double slit diffraction in the CDI setup), the
diffraction pattern for each harmonic can be calculated, after which the image can be reconstructed.
An example of this reconstruction can be seen in Figure 4.

(a) (c)(b)

Figure 4: (a) The CDI pattern of a puzzle piece aperture, shown in the inset; (b) The calculated diffraction
pattern of only one harmonic; (c) The reconstructed image of the puzzle piece. Figure adapted from
[132].

Being able to make use of polychromatic light somewhat offsets the “downside” of HHG sources
producing very broadband spectra. Enabling imaging techniques such as CDI on table-top XUV
sources could in turn make this technique more widely available to scientists compared to perform-
ing it at large-scale facilities.

Generation optimization algorithm

A piece of software using a genetic algorithm [133] was developed as part of this thesis work, with the
initial goal of simplifying the optimization of harmonic generation by manipulating the IR wave-
front using the DM. Because the drivers for the DM were initially not available, the first parameters
to be optimized were instead the pulse energy, pulse duration, iris opening, and timing (delay and
pulse length) of the pulsed valve for the generation gas2.

The algorithm, as shown in a simplified manner in Figure 5, works by starting with 10 row vectors
of initially random elements that each represent one of the generation parameters. For each of
these vectors, or “individuals”, the generation parameters specified in its “genes” are applied to
the beamline and the XUV pulse energy (measured as the integrated signal on the Andor CCD

2The components of the HHG setup are described in detail in Chapter 3.
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Random population

Selecting the best

ProcreationMutation

Evaluation

Figure 5: The scheme of a simple genetic algorithm.

camera) constitutes the “score”. The three highest scoring individuals procreate, i.e. their “genes” are
swapped at an arbitrary crossover point, leading to six new individuals. Finally, four new random
individuals are added to the population, and in some cases a “mutation” is added to one of the
existing individuals. This is to avoid being stuck in a local scoring maximum.

Figure 6: The results of testing the genetic algorithm for HHG optimization, showing the average (left) and
maximum (right) scores of the populations.

The results of testing this algorithm can be seen in Figure 6. As can be seen, there is initially a period
(the first 5−6 generations) where the maximum score does not improve much. What happens here
is that the average score increases as the genes of the most, but still not very, successful individuals
propagate through the population. At generation 7 an individual with a much higher score appears.
As can be seen then, the quick growth in maximum score is followed by an increase in average score
as, again, the successful traits are distributed among the population.
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The end result of optimization was a set of parameters very close to that found by manually op-
timizing the generation conditions, and it took only slightly longer; each generation took around
50 seconds to evaluate, meaning that the 13 generations took less than 11 minutes in total. In
comparison, the conditions are typically found in around 5 minutes by experienced operators of
the beamline. However, it should be noted that this example involved only 5 parameters; a manual
search gets increasingly complex with more dimensions of the solution space.

While these results were promising, it would be very interesting to attempt to apply this technique to
the DM, to do something similar in the spatial domain what has previously been done in the Fourier
domain for ultrafast IR pulses [134] and for HHG [135]. As the DM has 32 different parameters,
finding an optimum manually is not deemed realistic, thus pointing at the potential of an algorithm
to solve this problem.

The long-term goal, however, would be to make the algorithm method- and scoring-agnostic, mean-
ing that it could be applied to any input and output parameters. Some obvious examples are the
various generation parameters, or even individual Zernike polynomials of the IR wavefront, as the
output and factors such as total harmonic yield, XUV wavefront error, or a direct measure of inten-
sity (such as the ion yield of a multiphoton process) as the input, or “score”.

In addition to increasing the domain of parameters that can be optimized, another interesting avenue
of inquiry would be to try alternative algorithms and heuristics. The genetic algorithm is very easy
to implement and is quite good at eventually finding an optimum solution for a multidimensional
parameter space, but requires a relatively large number of evaluations. In the case of a physical
process such as HHG that must be evaluated, and in contrast to many computational problems
in which evaluation is more or less trivial, the evaluation function is referred to as expensive in the
terms of machine learning literature. Some heuristics indicated to be more suitable for an expensive
evaluation function (i.e. that require fewer evaluations) include Bayesian optimization [136] and
Lipschitz constant optimization [137].

In conclusion, work on algorithmic optimization can hopefully lead to a more efficient HHG pro-
cess, meaning that the scope of available experiments widens for the beamline as more or higher-
energy photons are produced.
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Comments on papers

Paper I: Two-photon double ionization of neon using an intense attosecond pulse
train

This paper demonstrates the power of the intense XUV beamline by studying the two-photon dou-
ble ionization of neon. Rate equations predict that for the parameters described in the paper, the
sequential channel dominates the ionization process over the direct. This is supported by studying
the response of the system to a spectral shift in the XUV light.

I took part in the experiment, participated in the discussions, chiefly on those regarding the two
ionization channels, and gave feedback on the manuscript.

Paper II: The ELI-ALPS facility: The next generation of attosecond sources

This paper shows the designs of all the beamlines of the future ELI-ALPS facility, currently under
construction in Szeged, Hungary. This facility will contribute to laser system development as well
as work as a user facility. One of the beamlines, the “long” gas HHG beamline using the SYLOS
laser, was designed in Lund, and is based on the theory of scale-invariant harmonic generation that
has also influenced the high-intensity XUV beamline in Lund.

I contributed to the design of an XUV-IR interferometer for use in the “long” beamline described
in section 3.4 of the paper. The design is similar to that constructed for the beamline in Lund but
takes into account the increased scale of the ELI-ALPS beamline. I also gave feedback on the Lund
section of the manuscript.

Paper III: Micro-focusing of broadband high-order harmonic radiation by a dou-
ble toroidal mirror

This paper concerns aberrations of the XUV wavefront, their effect on the XUV focal spot, and how
they can be minimized using toroidal mirrors in a Wolter configuration. It is demonstrated that
by orienting the configuration of the presented mirrors, one can not only minimize the aberrations
introduced by the mirrors, but even use them to reduce the aberrations already present in the XUV
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wavefront. The focus is studied indirectly (by back propagation of the wavefront) and directly
(with a scintillator crystal) and is shown to be close to the theoretical limit, estimated by the use of
raytracing software.

I took part in the experiments, mainly the generation of the harmonics used to test the optics, and
gave feedback on the manuscript.

Paper IV: A versatile velocity map ion-electron covariance imaging spectrometer
for high intensity XUV experiments

This paper presents a design for a useful ion/electron spectrometer, which enables simultaneous
measurements on ions and electrons, either measuring the ion momenta using the VMI technique
or getting highly accurate mass spectra using time-of-flight. The covariance technique is also tested
and proven to be a good way of coping with the high event rate / low rep rate of our beamline.

I took part in the installation and testing of the DVMIS and its chamber, gave feedback on the
manuscript, and took part in discussions on revisions.

Paper V: Spatiotemporal coupling of attosecond pulses

This paper describes the use of Gaussian optics to estimate the spatial consequences of a new for-
mulation of the atomic dipole phase. The calculations lead to the conclusion that harmonic orders
may vary strongly in terms of divergence and focus position, leading to chromatic aberration and
subsequent spatiotemporal coupling when the harmonics are focused, which is often the case for
applications. Thus these effects may need to be taken into account for many experiments.

I planned the experiments and performed them along with the intense XUV group, analyzed the
experimental data, plotted most of the analytical calculations in the paper, and wrote large parts of
the manuscript.

Paper VI: Single-shot extreme-ultraviolet wavefront measurements of high-order
harmonics

This paper deals with wavefront measurements and calculations of the generated harmonics, and
the dependence of the wavefronts on the generation parameters used. In some cases, the conditions
leading to optimum harmonic yields will not give rise to the highest quality wavefronts of the
generated XUV light. This means that a trade-off between pulse energy and focusability needs to
be taken into account when intense harmonics are required.

I took part in the experiments and discussions on the manuscript and gave feedback on the manuscript.
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