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Abstract

Using Bloch waves to represent the full solution of Maxwell’s equations in periodic media, we study the limit where the material’s period becomes much smaller than the wavelength. It is seen that for steady-state fields, only a few of the Bloch waves contribute to the full solution. Effective material parameters can be explicitly represented in terms of dyadic products of the mean values of the non-vanishing Bloch waves, providing a new means of homogenization. The representation is valid for an arbitrary wave vector in the first Brillouin zone.

1 Introduction

The behavior of the solutions of a partial differential equation with rapidly oscillating coefficients, considered over distances large compared to the oscillations, is in several respects similar to the solutions of a PDE with slowly varying coefficients. The problem of homogenization is to find these slowly varying coefficients by an appropriate limit process of the rapidly oscillating ones. The results of homogenization apply to several types of partial differential equations that are used in the engineering sciences, such as heat conduction, elastic deformation, flow in porous media, acoustics, and, to lesser extent, Maxwell’s equations.

The objective of this paper is to give a rather complete analysis of solutions to Maxwell’s equations in periodic media, and study the limit when the unit cell becomes small. This is done by expanding the solution in Bloch waves, i.e., eigenmodes of the material, and it is seen that only a few Bloch waves contribute to the macroscopic field. This enables us to find explicit representations of the effective material parameters in terms of these waves, providing an alternative means of homogenization.

The observation that the macroscopic properties of a periodic material are obtained in the long-wavelength limit of the Bloch waves dates back at least to [5], and has recently been used in the physics literature to study optical activity [20]. The common approach to find effective material parameters for “div-grad” type operators using Bloch waves, is through differentiation of the principal eigenvalue with respect to the Bloch parameter $k$, which represents the mismatch of the wave vector with the period of the lattice. In the case of electron dynamics in metals this is the effective mass, see almost any book on solid state physics, for instance [17, p. 193]. This method has received recent interest from the mathematics community [1, 7, 8, 13, 21], and the effective material is found from studying the spectrum of the operator only.

Maxwell’s equations are more difficult to analyze than the traditional scalar elliptic equations. They constitute a system of partial differential equations, where the “principal” eigenvalue is often degenerate, and it is not clear which one to differentiate when the degeneracy is lifted. In this paper, we circumvent this difficulty by expressing the homogenization primarily in terms of eigenvectors instead of eigenvalues. The main result is Theorem 6.2, a surprisingly simple representation of the homogenized matrix, which is applicable for any wave vector within the first Brillouin zone. It states that it is possible to define a homogenized material matrix for a
given wave vector \( k \), and this matrix can be represented by calculating mean values of the Bloch waves. In order to prove this theorem, we need to make a conjecture in Section 6.1.

The method used is based on constitutive relations where the permittivity and permeability are described by symmetric, positive definite matrices. With these constitutive relations, we can define differential operators which are self-adjoint and we are able to apply classical spectral theorems. Conductivity and dispersive constitutive relations are at this stage not possible to include in this framework, since they lead to non-self-adjoint operators for which a more advanced spectral theory is needed, see for instance [19].

This paper is organized as follows. In Section 2 we present the notation and the different function spaces used in this paper, and a variant of the famous Bloch theorem is given in Section 3. Spectral properties for the curl operators in Maxwell’s equations are given in Section 4, and they are used in Section 5 to give a representation of the general solution to Maxwell’s equations in periodic media. Section 6 presents the scaling arguments needed in homogenization, where we show that only a few Bloch waves contribute to the macroscopic field. We show that the classical homogenization technique can be obtained as a limit of our formalism, and present a new representation of the homogenized matrix for a finite wave vector. The results are discussed in Section 7.

2 Basic equations and notation

We use scaled electric and magnetic fields and flux densities in this paper, i.e., the SI-unit fields \( E_{SI}, H_{SI}, D_{SI}, \) and \( B_{SI} \) are related to the fields \( E, H, D, \) and \( B \) used in this paper by

\[
E_{SI}(x, t) = \epsilon_0^{-1/2} E(x, \tau) \quad H_{SI}(x, t) = \mu_0^{-1/2} H(x, \tau) \quad (2.1)
\]
\[
D_{SI}(x, t) = \epsilon_1^{1/2} D(x, \tau) \quad B_{SI}(x, t) = \mu_1^{1/2} B(x, \tau) \quad (2.2)
\]

where the permittivity and permeability of vacuum are denoted \( \epsilon_0 \) and \( \mu_0 \), respectively. The time is scaled according to \( \tau = c_0 t_{SI} \), where \( c_0 \) is the speed of light in vacuum, so that both space and time have the physical dimension length. The corresponding relations for the current density \( J_{SI} \) and the charge density \( \rho_{SI} \) are

\[
J_{SI}(x, t) = \mu_0^{-1/2} J(x, \tau), \quad \rho_{SI}(x, t) = \epsilon_0^{1/2} \rho(x, \tau) \quad (2.3)
\]

In these units, Maxwell’s equations are

\[
\begin{array}{l}
\nabla \times E(x, \tau) = -\partial_\tau B(x, \tau) \\
\nabla \times H(x, \tau) = J(x, \tau) + \partial_\tau D(x, \tau)
\end{array} \quad (2.4)
\]

and

\[
\begin{array}{l}
\nabla \cdot B(x, \tau) = 0 \\
\nabla \cdot D(x, \tau) = \rho(x, \tau)
\end{array} \quad (2.5)
\]
2.1 Six-dimensional vectors and differential operators

We adopt a six-dimensional notation. The fields are defined as
\[
e(x, \tau) = \begin{pmatrix} E(x, \tau) \\ H(x, \tau) \end{pmatrix}, \quad d(x, \tau) = \begin{pmatrix} D(x, \tau) \\ B(x, \tau) \end{pmatrix}
\] (2.6)

and the material parameters are
\[
M(x) = \begin{pmatrix} \epsilon(x) & 0 \\ 0 & \mu(x) \end{pmatrix}
\] (2.7)

where \(\epsilon(x)\) and \(\mu(x)\) are real, symmetric matrices with \(L^\infty\) entries, and the matrix satisfies
\[
c|e|^2 \leq \epsilon^* \cdot M(x) \cdot e \leq C|e|^2
\] (2.8)

for all six-vectors \(e\), with positive constants \(c\) and \(C\) independent of \(x\). We call such a matrix uniformly coercive. The constitutive relations between the fields are
\[
d(x, \tau) = M(x) \cdot e(x, \tau)
\] (2.9)

This constitutive relation models only the instantaneous response of the material constituents, and neglects any dispersive effects.

In the following, we define a number of spatial differential operators, where it helps to think of the nabla operator \(\nabla\) as a three-dimensional vector. Indeed, many natural, bounded operators occur in the following sections by simply replacing the \(\nabla\) symbol with a three-vector, often denoted \(k\). In many cases, the nabla operator is multiplied by \(-i\), in order to make the operator \(-i\nabla\) self-adjoint in a sesqui-linear scalar product. Define the curl operator \(\nabla \times J\) in \(\mathbb{C}^6\)
\[
\nabla \times J = \begin{pmatrix} 0 & -\nabla \times \mathbf{I} \\ \nabla \times \mathbf{I} & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 & \partial_3 & -\partial_2 \\ 0 & 0 & 0 & -\partial_3 & 0 & \partial_1 \\ 0 & 0 & 0 & \partial_2 & -\partial_1 & 0 \\ 0 & -\partial_3 & \partial_2 & 0 & 0 & 0 \\ \partial_3 & 0 & -\partial_1 & 0 & 0 & 0 \\ -\partial_2 & \partial_1 & 0 & 0 & 0 & 0 \end{pmatrix}
\] (2.10)

where \(\nabla = \hat{e}_1 \partial_1 + \hat{e}_2 \partial_2 + \hat{e}_3 \partial_3\), with \(\hat{e}_{1,2,3}\) being the unit vectors in three orthogonal spatial directions and \(\partial_{1,2,3}\) denotes differentiation in the corresponding variable, and \(\mathbf{I}\) is the identity dyadic in \(\mathbb{C}^3\). The matrix \(J\) is
\[
J = \begin{pmatrix} 0 & -\mathbf{I} \\ \mathbf{I} & 0 \end{pmatrix}
\] (2.11)

and \(\mathbf{0}\) is the zero dyadic in \(\mathbb{C}^3\). The action on a six-dimensional vector is a new six-dimensional vector
\[
\nabla \times J \cdot e(x, \tau) = \begin{pmatrix} -\nabla \times H(x, \tau) \\ \nabla \times E(x, \tau) \end{pmatrix}
\] (2.12)
The divergence of a six-dimensional vector is a two-dimensional vector
\[ \nabla \cdot d(x, \tau) = \left( \nabla \cdot D(x, \tau), \nabla \cdot B(x, \tau) \right) \] (2.13)

The gradient of a two-scalar \( \phi = (\phi^e, \phi^h)^T \) is also a six-vector:
\[ \nabla \phi = \left( \nabla \phi^e, \nabla \phi^h \right) \] (2.14)

The usual differential orthogonalities are
\[ \nabla \cdot [\nabla \times J \cdot e(x, \tau)] = 0, \quad \text{and} \quad \nabla \times J \cdot \nabla \phi = 0 \] (2.15)

Maxwell’s equations can then be written (curl equations, 6 scalar equations)
\[ \nabla \times J \cdot e(x, \tau) + \partial_t M(x) \cdot e(x, \tau) + j(x, \tau) = 0 \] (2.16)

where \( j = (J, 0)^T \), supplemented by the divergence equations (2 scalar equations)
\[ \nabla \cdot [M(x) \cdot e(x, \tau)] = \rho(x, \tau) \] (2.17)

where \( \rho = (\rho, 0)^T \) is a two-scalar and satisfies \( \int \rho(y) \, dv_y = 0 \). The last condition means the total charge is zero, which is needed in the proofs below. Ignoring possible boundary effects, the material’s response to an external field \( e_0 \) can be considered by using the polarization field \( (M - M_0) \cdot e_0 \), where \( e_0 \) is a solution in a background medium \( M_0 \), by introducing sources \( j = \partial_t (M - M_0) \cdot e_0 \) and \( \rho = -\nabla \cdot [(M - M_0) \cdot e_0] \).

### 2.2 Function spaces for periodic media

We further assume the medium is periodic. The unit cell is denoted with \( U \), and the periodic material satisfies \( M(x + x_n) = M(x), n \in \mathbb{Z}^3 \), where \( x_n = n_1 a_1 + n_2 a_2 + n_3 a_3 \) and \( a_i, i = 1, 2, 3, \) are the basis vectors for the lattice. The reciprocal unit cell is denoted with \( U' \), and a vector in the reciprocal lattice is \( k_n = n_1 b_1 + n_2 b_2 + n_3 b_3 \), where \( b_1 = \frac{2\pi}{|U|} a_2 \times a_3, b_2 = \frac{2\pi}{|U|} a_3 \times a_1, b_3 = \frac{2\pi}{|U|} a_1 \times a_2 \), and \( |U| = a_1 \cdot (a_2 \times a_3) \). This implies \( a_i \cdot b_j = 2\pi \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta. For more on the description of periodic media, see the introductory chapters in most books on solid state physics, for instance [17].

We need some standard function spaces defined as below, where \( C_\#^\infty(U; \mathbb{C}^6) \) and \( C_\#^\infty(U; \mathbb{C}^2) \) are the spaces of infinitely differentiable periodic functions on \( U \) with values in \( \mathbb{C}^6 \) and \( \mathbb{C}^2 \), respectively.

\[
L_2^\#(U; \mathbb{C}^6) = \text{the completion of } C_\#^\infty(U; \mathbb{C}^6) \text{ in the } L^2 \text{ norm} \tag{2.18}
\]
\[
L_2^\#(U; \mathbb{C}^2) = \text{the completion of } C_\#^\infty(U; \mathbb{C}^2) \text{ in the } L^2 \text{ norm} \tag{2.19}
\]
\[
H_\#(\text{rot}) = \{ v \in L_2^\#(U; \mathbb{C}^6) : -i \nabla \times J \cdot v \in L_2^\#(U; \mathbb{C}^6) \} \tag{2.20}
\]
\[
H_\#^1(U; \mathbb{C}^2) = \{ \phi \in L_2^\#(U; \mathbb{C}^2) : -i \nabla \phi \in L_2^\#(U; \mathbb{C}^6) \} \tag{2.21}
\]
In Sections 4.2 and 4.3, we also introduce the more specialized spaces \( H_\#(\text{div} k \propto \tilde{\rho}) \) and \( H_\#(\text{div} k M \propto \tilde{\rho}) \), which are closed subspace of \( L^2_\#(U; \mathbb{C}^6) \).

Due to the periodic boundary conditions, these spaces contain functions which are constants. The \( L^2 \) spaces are equipped with either the ordinary \( L^2 \) scalar product

\[
(u, v) = \int_U u \cdot v^* \, dv_x
\]

(2.22)

and its induced norm, or the weighted scalar product \((u, M \cdot v)\) and its induced norm. The norms are equivalent due to (2.8).

We often use the mean value of a quantity defined in the unit cell. This is the integral over the unit cell,

\[
\langle f \rangle \equiv \frac{1}{|U|} \int_U f(x) \, dv_x
\]

(2.23)

3 The Floquet-Bloch theorem

In this section we present a version of the celebrated Floquet-Bloch theorem, first given in a one-dimensional setting by Floquet [12] and later rediscovered by Bloch in [4]. The proof is given since these references may be difficult to find, and we need to reference the explicit representations of the Bloch amplitude later in the paper.

**Theorem 3.1.** Any function \( u(x) \in L^2(\mathbb{R}^3; \mathbb{C}^6) \) can be represented as

\[
u(x) = \int_{ \mathbb{R}^3 } e^{i k \cdot x} \check{u}(x, k) \, dv_k
\]

(3.1)

where the Bloch amplitude \( \check{u}(x, k) \) is \( U \)-periodic in \( x \) and has the representations

\[
\check{u}(x, k) = \sum_{n \in \mathbb{Z}^3} \hat{u}(k + k_n) e^{i k_n \cdot x} = \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} u(x + x_n) e^{-i k \cdot (x + x_n)}
\]

(3.2)

where \( \hat{u}(k) \) is the Fourier transform of \( u(x) \).

**Proof.** An \( L^2 \) function can be represented with its Fourier transform \( \hat{u}(k) \) according to

\[
u(x) = \int_{ \mathbb{R}^3 } \hat{u}(k) e^{i k \cdot x} \, dv_k
\]

(3.3)

The integral can be divided into blocks of \( U' \)

\[
\int_{ \mathbb{R}^3 } \hat{u}(k) e^{i k \cdot x} \, dv_k = \sum_{n \in \mathbb{Z}^3} \int_{k \in U'} \hat{u}(k + k_n) e^{i (k + k_n) \cdot x} \, dv_k
\]

\[
= \int_{U'} e^{i k \cdot x} \sum_{n \in \mathbb{Z}^3} \hat{u}(k + k_n) e^{i k_n \cdot x} \, dv_k = \int_{U'} e^{i k \cdot x} \check{u}(x, k) \, dv_k
\]

(3.4)
This proves the first representation of the Bloch amplitude. The second is shown by using the Dirac delta distribution \( \delta(k - k') = \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} e^{-i(k - k')(x + x_n)} \) (see Appendix A for a derivation), and the Bloch amplitude can be written

\[
\hat{u}(x, k) = \int_{U'} \delta(k - k') \hat{u}(x, k') \, dv' = \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} \int_{U'} e^{-i(k - k')(x + x_n)} \hat{u}(x + x_n, k') \, dv'
\]

\[
= \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} e^{-ik(x + x_n)} \int_{U'} e^{ik'(x + x_n)} \hat{u}(x + x_n, k') \, dv'
\]

\[
= \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} e^{-ik(x + x_n)} \hat{u}(x + x_n) \tag{3.5}
\]

where we used the periodicity of \( \hat{u}(x, k) \) in the first line.

By definition of the reciprocal lattice \( \{ k_n \} \), we have \( \langle e^{ik_n \cdot x} \rangle = 0 \) for \( k_n \not= 0 \). The relation \( \hat{u}(x, k) = \sum_{n \in \mathbb{Z}^3} \hat{u}(k + k_n)e^{ik_n \cdot x} \) then implies that the mean value of the Bloch amplitude is the Fourier amplitude of \( u \) for the corresponding wave vector,

\[
\langle \hat{u}(\cdot, k) \rangle = \hat{u}(k) \tag{3.6}
\]

Using the Bloch representation implies that all derivatives are shifted by \( k \) in the following sense,

\[
-i \nabla \times J \cdot (e^{ik \cdot x} \hat{u}(x, k)) = e^{ik \cdot x}(-i \nabla + k) \times \hat{u}(x, k) \tag{3.7}
\]

\[
-i \nabla \cdot (e^{ik \cdot x} \hat{u}(x, k)) = e^{ik \cdot x}(-i \nabla + k) \cdot \hat{u}(x, k) \tag{3.8}
\]

In the following, we continue to use the terms “curl” and “divergence” when we refer to the shifted differentials \( (-i \nabla + k) \times J \cdot \hat{u} \) and \( (-i \nabla + k) \cdot \hat{u} \).

One of our aims in this paper is to define expansion functions \( \nu_n(x, k) \), called Bloch eigenmodes, such that they can be used to represent the Bloch amplitudes as

\[
\hat{u}(x, k) = \sum_n u_n(k) \nu_n(x, k) \tag{3.9}
\]

and at the same time diagonalize Maxwell’s equations, in a manner to be made precise in Section 5. Note that the expansion coefficients \( u_n \) in general depend on the wave vector \( k \).

4 Spectral properties of the curl operator

4.1 The vacuum eigenvectors

We expect the eigenvectors in the material case to be similar to the vacuum case, which can be calculated explicitly. We study the unbounded operator

\[
(-i \nabla + k) \times J : L^2_{\#}(U; \mathbb{C}^6) \to L^2_{\#}(U; \mathbb{C}^6) \tag{4.1}
\]

with the dense domain \( H_{\#}(\text{rot}) \). We require \( k \in U' \).
Theorem 4.1. The operator in (4.1) is self-adjoint.

Proof. The operator is symmetric in the usual $L^2$ scalar product, and the equation 
$$\{(-i\nabla + k) \times J \pm il\} \cdot \nu = w$$
is solvable for all $w \in L^2_{\#}(U; \mathbb{C}^6)$. This is shown through expansion in Fourier series, where the operator is replaced by the matrix $(k_n + k) \times J \pm il$, which has an inverse bounded by $1/(1 + |k_n + k|^2)^{1/2}$ for all $n \in \mathbb{Z}^3$. Thus, the range of $(-i\nabla + k) \times J \pm il$ is all of $L^2_{\#}(U; \mathbb{C}^6)$, which is equivalent to the operator in (4.1) being self-adjoint, see for instance [23, p. 513]. □

Theorem 4.2. Represent the arbitrary function $\nu \in L^2_{\#}(U; \mathbb{C}^6)$ with its Fourier series $\nu(x) = \sum_{n \in \mathbb{Z}^3} \hat{\nu}_n e^{i k_n \cdot x}$. The eigenproblem in vacuum,

$$(-i\nabla + k) \times J \cdot \nu = \omega \nu$$ \hspace{1cm} (4.2)

has the following (non-normalized) solutions, where the index $n' \in \mathbb{Z}^3$ corresponds to an enumeration of the eigenvalues and $\alpha_n$ and $\beta_n$ are arbitrary constants,

$$\omega = 0 : \quad \hat{\nu}_n = \alpha_n \begin{pmatrix} \nu_n+k \cr 0 \end{pmatrix} \quad \hat{\nu}_n = \beta_n \begin{pmatrix} 0 \cr \nu_n+k \end{pmatrix} \hspace{1cm} (4.3)$$

$$\omega_{n'} = |k_{n'} + k| : \quad \hat{\nu}_n = \delta_{n,n'} \begin{pmatrix} \hat{l} \cr \hat{m} \end{pmatrix} \quad \hat{\nu}_n = \delta_{n,n'} \begin{pmatrix} -\hat{m} \cr \hat{l} \end{pmatrix} \hspace{1cm} (4.4)$$

$$\omega_{n'} = -|k_{n'} + k| : \quad \hat{\nu}_n = \delta_{n,n'} \begin{pmatrix} \hat{l} \cr -\hat{m} \end{pmatrix} \quad \hat{\nu}_n = \delta_{n,n'} \begin{pmatrix} \hat{m} \cr \hat{l} \end{pmatrix} \hspace{1cm} (4.5)$$

where $\delta_{n,n'}$ is the Kronecker delta, and $\hat{l}$ and $\hat{m}$ are unit threenevectors orthogonal to $k_{n'} + k$, which satisfy $\hat{l} \times \hat{m} = (k_{n'} + k)/|k_{n'} + k|$.

Proof. When substituting the Fourier series in the eigenvalue equation, the following algebraic eigenvalue problem is obtained for each Fourier coefficient $\nu_{n'}$ corresponding to a fixed wave vector $k_{n'}$ in the reciprocal lattice,

$$(k_{n'} + k) \times J \cdot \hat{\nu}_{n'} = \omega \hat{\nu}_{n'}$$ \hspace{1cm} (4.6)

The eigenvectors and eigenvalues in the theorem are obviously the solution to this algebraic problem for every wave vector $k_{n'}$ in the reciprocal lattice. Since every $L^2$ function is uniquely determined by its Fourier coefficients, the proof is complete. □

Remark 1. Each non-zero eigenvalue has multiplicity two, whereas for $\omega = 0$ there are infinitely many undetermined constants $\alpha_n$ and $\beta_n$. This means the dimension of the kernel (null space) of $(-i\nabla + k) \times J$ is infinite.

4.2 Compactness of the vacuum resolvent

Instead of explicitly constructing the spectral properties of $(-i\nabla + k) \times J$, we can study its resolvent, $R_0(z) = ((-i\nabla + k) \times J + zI)^{-1}$, where $I$ is the identity operator in $\mathbb{C}^6$ and $z \in \mathbb{C}$ is chosen such that the resolvent exists as a bounded operator. The standard procedure is to prove that the resolvent is compact and use the spectral
Theorem 4.3. The space is dimensional in this space. We need to work in a space smaller than $L^2_\#(U; \mathbb{C}^6)$ to prove compactness. We choose the space where all divergences are proportional to the Bloch amplitude $\hat{\varrho}(x, k, \tau)$ of the charge distribution $\varrho(x, \tau)$.

$$H_\#(\mathrm{div}_k \propto \hat{\varrho}) \equiv \{ v \in L^2_\#(U; \mathbb{C}^6) : \exists z \in \mathbb{C}, (-i\nabla + k) \cdot v = z\hat{\varrho} \} \quad (4.7)$$

since, as we see in the following theorem, the kernel of $(-i\nabla + k) \times J$ is finite-dimensional in this space.

**Theorem 4.3.** The space $H_\#(\mathrm{div}_k \propto \hat{\varrho})$ is a closed linear subspace of $L^2_\#(U; \mathbb{C}^6)$, i.e., it is a Hilbert space with the standard $L^2$ scalar product. In this space, the kernel of $(-i\nabla + k) \times J$ has dimension 1 for $k \neq 0$, and dimension 7 for $k = 0$.

**Proof.** The first part of the proof concerns the closedness of the space. Any function $v \in L^2_\#(U; \mathbb{C}^6)$ can be decomposed according to $v = v_1 + v_0$, where $(-i\nabla + k) \cdot v_1 = 0$ and $(v_1, v_0) = 0$. The null space of the divergence operator $(-i\nabla + k)$ is characterized by

$$v_1 \in \ker((-i\nabla + k) \cdot) \quad \Leftrightarrow \quad (v_1, (-i\nabla + k)\phi) = 0 \quad \forall \phi \in H^1_\#(U; \mathbb{C}^2) \quad (4.8)$$

i.e., it is the orthogonal complement of the image of the gradient operator $(-i\nabla + k)$. This is a closed space by definition.

Any function $v_0$ which is orthogonal to $v_1$ can then be written as a gradient, $v_0 = (-i\nabla + k)\phi_0$. Lax-Milgram’s theorem can be used to show that for $k \neq 0$ the equation $(-i\nabla + k) \cdot (-i\nabla + k)\phi_0 = \hat{\varrho}$ uniquely determines the function $\phi_0 \in H^1_\#(U; \mathbb{C}^2)$, including possible non-zero mean values of $\phi_0$, and for $k = 0$ the solution is unique if we require $\langle \phi_0 \rangle = 0$. In the latter case, the mean values are included in $\ker(-i\nabla \cdot)$. The space can then be written as

$$H_\#(\mathrm{div}_k \propto \hat{\varrho}) = \ker((-i\nabla + k) \cdot) \oplus \{ v_0 \} \quad (4.9)$$

where $\{ v_0 \}$ is the linear hull of the unique function $v_0$. Thus, $H_\#(\mathrm{div}_k \propto \hat{\varrho})$ is a direct sum of orthogonal, closed spaces, and is therefore closed in $L^2_\#(U; \mathbb{C}^6)$.

The second part concerns the dimension of the kernel of $(-i\nabla + k) \times J$. In Appendix B, it is shown that

$$(-i\nabla + k) \times J \cdot v = 0 \quad \Rightarrow \quad v = (v) + (-i\nabla + k)\phi, \quad k \times J \cdot \langle v \rangle = 0, \quad \langle \phi \rangle = 0, \quad \phi \in H^1_\#(U; \mathbb{C}^2) \quad (4.10)$$

For $k \neq 0$, the condition $k \times J \cdot \langle v \rangle = 0$ implies $v = (-i\nabla + k)(\phi + \Phi)$, where $\Phi$ is a constant two-scalar. This corresponds precisely to the linear hull of the function $v_0$ defined above, that is, $\ker((-i\nabla + k) \times J) = \{ v_0 \}$, which has dimension 1.

For $k = 0$, we have $v \in \ker(-i\nabla \times J) \Rightarrow v = \langle v \rangle - i\nabla \phi$, where $\langle v \rangle \in \mathbb{C}^6$ without restrictions. The elliptic equation $-i\nabla \cdot [(-i\nabla + k)(\phi + \Phi)] = z\hat{\varrho}$ then has the solutions
\( \mathbf{v} = (\mathbf{v}) - i \nabla z \phi_0 \), where \( \phi_0 \) solves \(-\nabla^2 \phi_0 = \hat{\varrho} \). Since there are six degrees of freedom to choose the constant six-vector \( \langle \mathbf{v} \rangle \in \mathbb{C}^6 \) and we allow for all \( z \in \mathbb{C} \), we conclude that for \( \mathbf{k} = 0 \) we have \( \ker(-i \nabla \times \mathbf{J}) = \mathbb{C}^6 \oplus \{ \mathbf{v}_0 \} \), which has dimension 7. Note that for \( \mathbf{k} = 0 \), it is necessary to require \( \langle \hat{\varrho} \rangle = 0 \) in order for the divergence condition to make sense, i.e., for a solution to exist.

**Theorem 4.4.** The resolvent operator

\[
R_0(z) = [(-i \nabla + \mathbf{k}) \times \mathbf{J} + z \mathbf{l}]^{-1} : H_\#(\text{div} \propto \hat{\varrho}) \rightarrow H_\#(\text{div} \propto \hat{\varrho})
\]  

(4.11)
is a compact operator for \( z \in \rho((-i \nabla + \mathbf{k}) \times \mathbf{J}) \). Furthermore, there exists \( z' \in \mathbb{R} \) such that \( \mathbf{R}_0(z') \) is a compact, self-adjoint operator in the standard \( L^2 \) scalar product.

**Proof.** The resolvent operator is associated with the solution of a differential equation

\[
[(-i \nabla + \mathbf{k}) \times \mathbf{J} + z \mathbf{l}] \cdot \mathbf{v} = \mathbf{w} \iff \mathbf{v} = R_0(z) \cdot \mathbf{w}
\]  

(4.12)
Choosing \( z = i \) for simplicity and taking the Fourier transform of this equations, we have

\[
[(\mathbf{k} + \mathbf{l}) \times \mathbf{J} + i \mathbf{l}] \cdot \hat{\mathbf{v}}_n = \hat{\mathbf{w}}_n
\]  

(4.13)
Introduce the decomposition \( \hat{\mathbf{v}}_n = \hat{\mathbf{v}}_{n\perp} + \hat{\mathbf{v}}_{n\|} \), where the index \( \perp \) indicates components orthogonal to \( \mathbf{k} + \mathbf{l} \). We then have

\[
[(\mathbf{k} + \mathbf{l}) \times \mathbf{J} + i \mathbf{l}] \cdot \hat{\mathbf{v}}_{n\perp} = \hat{\mathbf{w}}_{n\perp}, \quad i \hat{\mathbf{v}}_{n\|} = \hat{\mathbf{w}}_{n\|}
\]  

(4.14)
which demonstrates that the resolvent is proportional to the identity operator for the \( \parallel \) components. This is precisely the space \( \{ \mathbf{v}_0 \} \) (or \( \mathbb{C}^6 \oplus \{ \mathbf{v}_0 \} \) for \( \mathbf{k} = 0 \)) used in the previous proof. Since this is a finite-dimensional space, the resolvent is compact on this space.

For the \( \perp \) components, we square the equation and obtain

\[
(|\mathbf{k} + \mathbf{l}|^2 + 1)|\hat{\mathbf{v}}_{n\perp}|^2 = |\hat{\mathbf{w}}_{n\perp}|^2
\]  

(4.15)
Using the notation \( \mathbf{w}_\perp = \sum_{n \in \mathbb{Z}^3} e^{i \mathbf{k} \cdot \mathbf{y}} \hat{\mathbf{w}}_{n\perp} \), we have

\[
\|R_0(i) \cdot \mathbf{w}_\perp\|^2_{L^2} = \|\mathbf{v}_\perp\|^2_{L^2} = \sum_{n \in \mathbb{Z}^3} |\hat{\mathbf{w}}_{n\perp}|^2
\]  

(4.16)
Define the operator \( S_N \), which restricts the number of Fourier coefficients, as

\[
[S_N \mathbf{v}](\mathbf{y}) = \sum_{|n| \leq N} \hat{\mathbf{v}}_n e^{i \mathbf{k}_n \cdot \mathbf{x}}
\]  

(4.17)
This means the bounded operator \( S_N R_0(i) \) has finite rank, and is therefore compact. We then have

\[
\|(1 - S_N)R_0(i) \cdot \mathbf{w}_\perp\|^2_{L^2} = \sum_{|n| > N} \frac{|\hat{\mathbf{w}}_{n\perp}|^2}{|\mathbf{k}_n + \mathbf{l}|^2 + 1} \leq \frac{\|\mathbf{w}_\perp\|^2_{L^2}}{|\mathbf{k}_N + \mathbf{l}|^2 + 1} \rightarrow 0
\]  

(4.18)
uniformly for all \( \mathbf{w}_\perp \) of unit norm, as \( N \to \infty \). This shows that \( R_0(i) \) is the limit of compact operators \( S_N R_0(i) \) in the operator norm, and is therefore compact [23, p. 495]. Since any function \( \mathbf{w} \in H_\#(\text{div}_k \propto \hat{\omega}) \) can be decomposed according to \( \mathbf{w} = \mathbf{w}_\perp + \mathbf{w}_\parallel \) and the resolvent is compact on each associated subspace, it is compact on all \( H_\#(\text{div}_k \propto \hat{\omega}) \).

Thus, the spectrum is a discrete subset of \( \mathbb{C} \), which in turn implies that \( R_0(z) \) is compact for all \( z \) in the resolvent set, see for instance [23, p. 516]. Furthermore, there exists a number \( z' \in \mathbb{R} \cap \rho(( -i \nabla + \mathbf{k}) \times J) \), such that \( R_0(z') \) is a compact, self-adjoint operator. \( \square \)

### 4.3 Compact resolvent with a material

The spectral results from the vacuum case can be extended to the material case, where we are interested in the eigenproblem

\[
M^{-1} \cdot (-i \nabla + \mathbf{k}) \times J \cdot \mathbf{v}_n = \omega_n \mathbf{v}_n \quad (4.19)
\]

We put the material dependence on the left hand side, so that the operator \( M^{-1} \cdot (-i \nabla + \mathbf{k}) \times J \) is self-adjoint in the weighted scalar product \( (\mathbf{u}, M \cdot \mathbf{v}) \). We use this scalar product in the space

\[
H_\#(\text{div}_k M \propto \hat{\omega}) \equiv \{ \mathbf{v} \in L^2_\#(U; \mathbb{C}^6) : \exists z \in \mathbb{C}, (-i \nabla + \mathbf{k}) \cdot [M \cdot \mathbf{v}] = z \hat{\omega} \} \quad (4.20)
\]

which is a natural generalization of \( H_\#(\text{div}_k \propto \hat{\omega}) \). The operator defined by multiplication with \( M \),

\[
M : H_\#(\text{div}_k M \propto \hat{\omega}) \to H_\#(\text{div}_k M \propto \hat{\omega}) \quad (4.21)
\]

is a bijective mapping between these spaces. It is straight-forward to show that Theorem 4.3 continues to hold for the space \( H_\#(\text{div}_k M \propto \hat{\omega}) \), and the following theorem generalizes Theorem 4.4.

**Theorem 4.5.** The resolvent operator

\[
R(z) = [M^{-1} \cdot (-i \nabla + \mathbf{k}) \times J + zI]^{-1} : H_\#(\text{div}_k M \propto \hat{\omega}) \to H_\#(\text{div}_k M \propto \hat{\omega}) \quad (4.22)
\]

is a compact operator for \( z \in \rho(M^{-1} \cdot (-i \nabla + \mathbf{k}) \times J) \). Furthermore, there exists \( z' \in \mathbb{R} \) such that \( R(z') \) is a compact, self-adjoint operator in the weighted \( L^2 \) scalar product \( (\mathbf{u}, M \cdot \mathbf{v}) \).

**Proof.** The resolvent can be written using the vacuum resolvent \( R_0(z) \),

\[
R(z) = [M^{-1} \cdot (-i \nabla + \mathbf{k}) \times J + zI]^{-1} = [(-i \nabla + \mathbf{k}) \times J + z(z(M - I))^{-1} - I]^{-1} \cdot M = [I + zR_0(z) \cdot (M - I)]^{-1} \cdot R_0(z) \cdot M \quad (4.23)
\]

Since \( M \) is bounded, the operator \( R_0(z) \cdot M : H_\#(\text{div}_k M \propto \hat{\omega}) \to H_\#(\text{div}_k M \propto \hat{\omega}) \) is compact. It is multiplied by \( [I + zR_0(z)(M - I)]^{-1} \), which is bounded unless \(-1\) is an eigenvalue of \( zR_0(z)(M - I) \). This cannot occur since, from Theorem 4.2, the eigenvalues of \( (-i \nabla + \mathbf{k}) \times J \) are real and we can assume \( \text{Im} \; z \neq 0 \). Thus,
the resolvent $R(z)$ is compact, which implies it has a discrete spectrum. Since the operator $M^{-1} \cdot (-i \nabla + k) \times J$ is self-adjoint in $L^2_\#(U; \mathbb{C}^6)$ with the weighted scalar product $(u, M \cdot v)$, the arguments from the proof of Theorem 4.4 can be repeated. Thus, there exists a real number $z'$ such that $R(z')$ is compact and self-adjoint in this space. 

In conclusion, we have the following theorem.

**Theorem 4.6.** The set of eigenfunctions for the resolvent operator $R(z')$ is countable and forms an orthogonal basis for the space $H_\#(\text{div}_k M \propto \tilde{\varrho})$ with the scalar product $(u, M \cdot v)$, and the only accumulation point for the real eigenvalues is $0$. This set of eigenvectors is equivalent to the set of eigenvectors for the original operator $M^{-1} \cdot (-i \nabla + k) \times J$, where the accumulation points for the real eigenvalues $\{\omega_n\}$ are $\pm \infty$.

**Proof.** Follows from Theorem 4.5 and the spectral theorem for compact, self-adjoint operators. See also [23, p. 516].

**Remark 2.** The eigenvalues are continuous functions of the wave vector, i.e.,

$$|\omega_n(k) - \omega_n(k_0)| \leq \frac{1}{c}|k - k_0| \quad (4.24)$$

where $c$ is defined in (2.8). This is clear from Theorem V-4.10 in [16], which states that when perturbing a self-adjoint operator with a bounded, symmetric operator, the change of the spectrum is bounded by the norm of the perturbing operator. In our case, the operator is

$$M^{-1} \cdot (-i \nabla + k) \times J = M^{-1} \cdot (-i \nabla + k_0) \times J + M^{-1} \cdot (k - k_0) \times J \quad (4.25)$$

and the norm of the perturbing operator is

$$\|M^{-1} \cdot (k - k_0) \times J\| \leq (\sup_{x \in U}|M^{-1}(x)|)|k - k_0| \quad (4.26)$$

and $\sup_{x \in U}|M^{-1}(x)| \leq 1/c$.

**Remark 3.** Since $(-i \nabla + k) \cdot (-i \nabla + k) \times J \equiv 0$, we have

$$\omega_n(k) \neq 0 \Rightarrow (-i \nabla + k) \cdot [M(x) \cdot v_n(x, k)] = 0 \quad (4.27)$$

i.e., non-zero eigenvalues implies zero divergence after multiplication with $M$. Only modes with $\omega_n(k) = 0$ can have non-zero divergence, which is exploited in the following section.
5 Bloch decomposition

The Bloch eigenmodes are defined from the following eigenvalue problem [2, 7, 8, 21]

\[ (-i\nabla + \mathbf{k}) \times \mathbf{J} \cdot \mathbf{v}_n(x, \mathbf{k}) = \omega_n(\mathbf{k}) M(x) \cdot \mathbf{v}_n(x, \mathbf{k}), \quad x \in U \]  

(5.1)

with periodic boundary conditions and the normalization

\[ (\mathbf{v}_n, M \cdot \mathbf{v}_n) = |U| \]  

(5.2)

Since \( M \) is dimensionless, this normalization means the functions \( \{\mathbf{v}_n\} \) are dimensionless. The enumeration is chosen such that \( n = 0 \) corresponds to the unique function \( \mathbf{v}_0(x, \mathbf{k}) \) satisfying \( (-i\nabla + \mathbf{k}) \times \mathbf{J} \cdot \mathbf{v}_0 = 0 \) and \( (-i\nabla + \mathbf{k}) \cdot [M \cdot \mathbf{v}_0] = z \bar{\rho} \) for some \( z \in \mathbb{C} \) (where \( z \) is determined by the normalization of \( \mathbf{v}_0 \)). This means \( \omega_0(\mathbf{k}) = 0 \) for all \( \mathbf{k} \in U' \). All other modes are enumerated by \( n > 0 \).

The following theorem is equivalent to a generalized Fourier series in Hilbert space, and a scalar version is given in [7]. See also [3, p. 619].

**Theorem 5.1.** Let \( u \in L^2_{\#}(U; \mathbb{C}^6) \) with \( \nabla \cdot u = \rho \). The \( n \)th Bloch coefficient of \( u \) is defined as follows for all \( n \in \mathbb{Z} \) and \( \mathbf{k} \in U' \):

\[ u_n(\mathbf{k}) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\mathbf{k} \cdot \mathbf{x}} \mathbf{v}_n(x, \mathbf{k})^* \cdot M(x) \cdot u(x) \, dv_x \]  

(5.3)

Then the following inverse formula holds:

\[ u(x) = \sum_{n \geq 0} \int_{U'} u_n(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}} \mathbf{v}_n(x, \mathbf{k}) \, dv_k \]  

(5.4)

Further, we have Parseval’s identity:

\[ \int_{\mathbb{R}^3} u(x)^* \cdot M(x) \cdot u(x) \, dv_x = (2\pi)^3 \sum_{n \geq 0} \int_{U'} |u_n(\mathbf{k})|^2 \, dv_k \]  

(5.5)

Finally, for all \( u \) in the domain of \( \nabla \times \mathbf{J} \), we have

\[ \nabla \times \mathbf{J} \cdot u(\mathbf{x}) = \sum_{n \geq 0} \int_{U'} i\omega_n(\mathbf{k}) u_n(\mathbf{k}) M(x) \cdot \mathbf{v}_n(x, \mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}} \, dv_k \]  

(5.6)

**Proof.** With \( u \in L^2_{\#}(U; \mathbb{C}^6) \) and \( \nabla \cdot u = \rho \), it is clear that the Bloch amplitude \( \hat{\mathbf{u}}(\mathbf{x}, \mathbf{k}) \) defined in Theorem 3.1 is in \( H_{\#}(\text{div}_k M \propto \hat{\rho}) \). From Theorem 4.6 it is clear that for each \( \mathbf{k} \in U' \) the spectral problem (5.1) admits a discrete sequence of real eigenvalues and a complete set of eigenvectors in the Hilbert space \( H_{\#}(\text{div}_k M \propto \hat{\rho}) \). The general Fourier series expansion in Hilbert spaces guarantees that for all \( \mathbf{k} \) the Bloch amplitude \( \hat{\mathbf{u}}(\mathbf{x}, \mathbf{k}) \) can be expanded in the corresponding eigenvectors,

\[ u(x) = \int_{U'} e^{i\mathbf{k} \cdot \mathbf{x}} \hat{\mathbf{u}}(\mathbf{x}, \mathbf{k}) \, dv_k = \int_{U'} e^{i\mathbf{k} \cdot \mathbf{x}} \sum_n u_n(\mathbf{k}) \mathbf{v}_n(x, \mathbf{k}) \, dv_k \]  

(5.7)
with

\[ u_n(k) = \frac{\langle v_n, M \cdot \hat{u} \rangle}{\langle v_n, M \cdot v_n \rangle} = \frac{1}{|U|} \int_U v_n(x, k)^* \cdot M(x) \cdot \hat{u}(x, k) \, dv_x \]  

(5.8)

From Theorem 3.1 the Bloch amplitude can be written \( \hat{u}(x, k) = \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} u(x + x_n)e^{-i k \cdot (x + x_n)} \), and the expansion coefficients are

\[ u_n(k) = \frac{1}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} \int_U v_n(x, k)^* \cdot M(x) \cdot u(x + x_n)e^{-i k \cdot (x + x_n)} \, dv_x \]

\[ = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} v_n(x, k)^* \cdot M(x) \cdot u(x)e^{-i k \cdot x} \, dv_x \]  

(5.9)

The Parseval identity in the theorem is shown by using the Bloch representation of \( u(x) \),

\[ \int_{\mathbb{R}^3} u(x)^* \cdot M(x) \cdot u(x) \, dv_x \]

\[ = \int_{\mathbb{R}^3} \left[ \int_{k \in U'} e^{i k \cdot x} \hat{u}(x, k) \, dv_k \right]^* \cdot M(x) \cdot \left[ \int_{k' \in U'} e^{i k' \cdot x} \hat{u}(x, k') \, dv_{k'} \right] \, dv_x \]

\[ = \int_{\mathbb{R}^3} \int_{k \in U'} \int_{k' \in U'} e^{i (k' - k) \cdot x} \hat{u}(x, k)^* \cdot M(x) \cdot \hat{u}(x, k') \, dv_k \, dv_{k'} \, dv_x \]

\[ = \sum_{n \in \mathbb{Z}^3} \int_{x \in U} \int_{k \in U'} \int_{k' \in U'} e^{i (k' - k) \cdot (x + x_n)} \hat{u}(x + x_n, k)^* \cdot M(x + x_n) \cdot \hat{u}(x + x_n, k') \, dv_k \, dv_{k'} \, dv_x \]

\[ = \int_{x \in U} \int_{k \in U'} \hat{u}(x, k)^* \cdot M(x) \cdot \hat{u}(x, k') \sum_{n \in \mathbb{Z}^3} e^{i (k' - k) \cdot (x + x_n)} \, dv_k \, dv_{k'} \, dv_x \]

\[ = \frac{(2\pi)^3}{|U|} \int_{x \in U} \int_{k \in U'} \hat{u}(x, k)^* \cdot M(x) \cdot \hat{u}(x, k) \, dv_k \, dv_x = (2\pi)^3 \sum_n \int_{k \in U'} |u_n(k)|^2 \, dv_k \]  

(5.10)

where we used the representation \( \frac{|U|}{(2\pi)^3} \sum_{n \in \mathbb{Z}^3} e^{i (k - k') \cdot (x + x_n)} = \delta(k - k') \) of the delta distribution, and the periodicity of \( \hat{u}(x, k) \) and \( M(x) \). The last equality follows from the Parseval equality for a general Fourier series expansion in Hilbert spaces, when expanding the Bloch amplitude \( \hat{u}(x, k) = \sum_n u_n(k)v_n(x, k) \). The factor \(|U|\) in the denominator in the last line vanishes due to the normalization \( \langle v_n, M \cdot v_n \rangle = |U| \).

The final part of the theorem, the representation of the curl operator (5.6), is an immediate consequence of the definition of the eigenvectors. The summation is only over \( n > 0 \) due to the multiplication with \( \omega_n \).

Remark 4. Since the eigenvectors are undetermined by an arbitrary phase \( e^{i \theta} \), the expansion does not really make sense, i.e., the expansion coefficients \( u_n(k) \) may not be continuous or even measurable as a function of \( k \). However, in our final results the phase always cancels, and we assume there exists a structured way of dealing with this problem, see [26] for further details.
5.1 Consequences for solutions of Maxwell’s equations

The solution \( \mathbf{e}(\mathbf{x}, \tau) \) of Maxwell’s equations, \((\nabla \times \mathbf{J} + \partial_t \mathbf{M}) \cdot \mathbf{e} + j = 0 \) and \( \nabla \cdot [\mathbf{M} \cdot \mathbf{e}] = \varrho \), is expanded in the Bloch waves as

\[
\mathbf{e}(\mathbf{x}, \tau) = \sum_{n \geq 0} \int_{U'} e_n(\mathbf{k}, \tau) e^{i \mathbf{k} \cdot \mathbf{x}} v_n(\mathbf{x}, \mathbf{k}) \, d\mathbf{v}_k \tag{5.11}
\]

The following theorem demonstrates that the expansion coefficients \( e_n(\mathbf{k}, \tau) \) can be controlled by choosing the time dependence of the generating current suitably. This is exploited in the following section.

**Theorem 5.2.** The time-depending expansion coefficients \( e_n(\mathbf{k}, \tau) \) are given by

\[
e_n(\mathbf{k}, \tau) = -e^{-i \omega_n(\mathbf{k}) \tau} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i \mathbf{k} \cdot \mathbf{x}} v_n(\mathbf{x}, \mathbf{k})^* \cdot \int_{-\infty}^{\tau} e^{i \omega_n(\mathbf{k}) \tau'} j(\mathbf{x}, \tau') \, d\tau' \, d\mathbf{v}_x \tag{5.12}
\]

**Proof.** Multiply Maxwell’s equations \((\nabla \times \mathbf{J} + \partial_t \mathbf{M}) \cdot \mathbf{e} + j = 0 \) with \((e^{i \mathbf{k} \cdot \mathbf{x}} v_n(\mathbf{x}, \mathbf{k}))^*/(2\pi)^3\) and integrate over \( \mathbb{R}^3 \). Using (5.3) and (5.6), we see that the time depending expansion coefficients \( e_n(\mathbf{k}, \tau) \) must satisfy

\[
(i \omega_n(\mathbf{k}) + \partial_t) e_n(\mathbf{k}, \tau) = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i \mathbf{k} \cdot \mathbf{x}} v_n(\mathbf{x}, \mathbf{k})^* \cdot j(\mathbf{x}, \tau) \, d\mathbf{v}_x \tag{5.13}
\]

that is,

\[
e_n(\mathbf{k}, \tau) = -e^{-i \omega_n(\mathbf{k}) \tau} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i \mathbf{k} \cdot \mathbf{x}} v_n(\mathbf{x}, \mathbf{k})^* \cdot \int_{-\infty}^{\tau} e^{i \omega_n(\mathbf{k}) \tau'} j(\mathbf{x}, \tau') \, d\tau' \, d\mathbf{v}_x \tag{5.14}
\]

where we assumed \( e_n(\mathbf{k}, \tau) \to 0, \tau \to -\infty \). This is the standard convolution solution of a time-invariant differential equation. \( \square \)

6 Homogenization

We now assume that the unit cell \( U \) is much smaller than the typical wavelength. The electromagnetic field is represented with its spatial Fourier transform

\[
\mathbf{e}(\mathbf{x}, \tau) = \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \hat{\mathbf{e}}(\mathbf{k}, \tau) \, d\mathbf{v}_k = \int_{U'} e^{i \mathbf{k} \cdot \mathbf{x}} \hat{\mathbf{e}}(\mathbf{k}, \tau) \, d\mathbf{v}_k + \int_{\mathbb{R}^3 \setminus U'} e^{i \mathbf{k} \cdot \mathbf{x}} \hat{\mathbf{e}}(\mathbf{k}, \tau) \, d\mathbf{v}_k \tag{6.1}
\]

As the unit cell \( U \) shrinks to zero, the reciprocal cell \( U' \) fills \( \mathbb{R}^3 \), and since \( \hat{\mathbf{e}} \in L^2(\mathbb{R}^3; \mathbb{C}^6) \) the integral over \( \mathbb{R}^3 \setminus U' \) must vanish in this limit. Thus, only Fourier amplitudes \( \hat{\mathbf{e}}(\mathbf{k}, \tau) \) with \( \mathbf{k} \in U' \) contribute to the field when the unit cell is small. But as shown in Section 3, these Fourier amplitudes are precisely the mean values of the corresponding Bloch amplitudes, \( \hat{\mathbf{e}}(\mathbf{k}, \tau) = \langle \hat{\mathbf{e}}(\cdot, \mathbf{k}, \tau) \rangle \), and we have

\[
\mathbf{e}(\mathbf{x}, \tau) \to \int_{U'} e^{i \mathbf{k} \cdot \mathbf{x}} \langle \hat{\mathbf{e}}(\cdot, \mathbf{k}, \tau) \rangle \, d\mathbf{v}_k, \quad |U| \to 0 \tag{6.2}
\]
Figure 1: Plot of a typical band structure. The eigenvalues $\Omega_n$ for the geometry in the upper left figure (unit cell $U = [0,1]^3$) are depicted as functions of the wave vector $\eta$ in the reciprocal unit cell $U' = [-\pi,\pi]^3$ in the lower left figure. The shaded area in the lower left part of the diagram indicates the approximate validity range of classical homogenization [22]. The thin grey strip is a band gap, where there are no eigenvalues regardless of the wave vector. Thus, in this frequency interval there can exist no fixed frequency solutions to Maxwell’s equations. In this plot, the optical modes are above the band gap, and the acoustic are below. There are only two acoustic modes, since we do not plot the negative frequencies corresponding to propagation in the negative $\eta$-direction. The calculations are made with the program described in [15], and the scaffold geometry is taken from [9]. The thickness of the bars is 20% of the unit cell, and the permittivity in the bars is 12.96.

This suggests that the mean value of the Bloch amplitude carries the relevant information for the solution when the unit cell becomes small. To capture the effect of the microstructure, we introduce the dimensionless variables $y$ and $\eta$ as

$$x = ay, \quad k = a^{-1}\eta$$

(6.3)

where $a$ is a typical size of the unit cell. Using this scaling, the eigenvalue problem can be represented in dimensionless variables as

$$(-i\nabla_y + \eta) \times J \cdot \mathbf{v}_n(ay, a^{-1}\eta) = \omega_n(a^{-1}\eta)M(ay) \cdot \mathbf{v}_n(ay, a^{-1}\eta)$$

$$u_n(y,\eta)$$

$$\Omega_n(\eta)$$

$$M_0(ay)$$

$$u_n(y,\eta)$$

(6.4)

From this formulation we conclude that the eigenvectors $u_n(y, \eta)$ and eigenvalues $\Omega_n(\eta)$ can be calculated independent of the physical size $a$ of the unit cell. A typical plot of the eigenvalues as functions of the wave vector is given in Figure 1.
From (6.4) it is seen that the eigenvalues scale with the size of the unit cell as

\[ \omega_n(k) = \frac{\Omega_n(ak)}{a} \]  

(6.5)

For eigenvalues with \( \Omega_n(\eta) \neq 0 \) for all \( \eta \), this means \( |\omega_n(k)| \to \infty \) when \( a \to 0 \). Apart from \( \omega_0(k) \), which is identically zero, only eigenvalues corresponding to the index set

\[ I = \{ n > 0; |\Omega_n(ak)|/a < \infty, a \to 0 \} \]  

(6.6)

remain bounded when \( a \to 0 \). The modes with \( n \in I \) are often called the acoustic branch in the physics literature on lattice vibrations, and \( n \not\in I \cup \{0\} \) are the optical branch, see for instance [17, p. 88] or [18, p. 210]. Observe that \( n = 0 \) is not included in \( I \), which means that \( n \in I \Rightarrow (\mathbf{1} \cdot \nabla + \mathbf{k}) \cdot [\mathbf{M} \cdot \mathbf{v}_n] \equiv 0 \).

The following theorem shows that the steady-state response to a band-limited current can only consist of acoustic modes in the limit \( a \to 0 \).

**Theorem 6.1.** Denote the temporal Fourier transform of the current density by

\[ \hat{j}(\mathbf{x}, \omega) = \int_{-\infty}^{\infty} e^{i\omega\tau} j(\mathbf{x}, \tau) \, d\tau \]  

(6.7)

Let \( \hat{j}(\mathbf{x}, \omega) = 0 \) for \( |\omega| > \omega_0 \), where \( \omega_0 > 0 \) is a given constant. The steady-state electromagnetic field in the limit \( a \to 0 \) is then

\[ \lim_{\tau \to -\infty} e(\mathbf{x}, \tau) = \sum_{n \in I} \int_{\mathbb{R}^3} e_n(k) e^{-i(k \cdot x - \omega_n(\mathbf{k}) \tau)} \mathbf{v}_n(\mathbf{x}, \mathbf{k}) \, d\mathbf{v}_k \]  

(6.8)

where

\[ e_n(k) = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\mathbf{k} \cdot \mathbf{x}} \mathbf{v}_n(\mathbf{x}, \mathbf{k})^* \hat{j}(\mathbf{x}, \omega_n(\mathbf{k})) \, d\mathbf{v}_x \]  

(6.9)

**Proof.** The steady-state expansion coefficients are calculated by taking the limit \( \tau \to \infty \) in (5.12)

\[ \lim_{\tau \to \infty} e_n(k, \tau) e^{i\omega_n(k)\tau} = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\mathbf{k} \cdot \mathbf{x}} \mathbf{v}_n(\mathbf{x}, \mathbf{k})^* \cdot \int_{-\infty}^{\infty} e^{i\omega_n(\mathbf{k})\tau'} \hat{j}(\mathbf{x}, \tau') \, d\tau' \, d\mathbf{v}_x \]

\[ = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\mathbf{k} \cdot \mathbf{x}} \mathbf{v}_n(\mathbf{x}, \mathbf{k})^* \cdot \hat{j}(\mathbf{x}, \omega_n(\mathbf{k})) \, d\mathbf{v}_x \]  

(6.10)

Since \( \omega_n(k) = \Omega_n(ak)/a \), only the eigenvalues \( \omega_n(k) \) corresponding to \( n \in I \cup \{0\} \) can satisfy \( |\omega_n(k)| \leq \omega_0 \) when \( a \to 0 \). Since \( v_0(\mathbf{x}, \mathbf{k}) \) can be written as \( (-i\nabla + \mathbf{k})\phi(\mathbf{x}, \mathbf{k}) \), the expansion coefficient for \( n = 0 \) is \( \omega_0(k) = 0 \)

\[ \lim_{\tau \to -\infty} e_0(k, \tau) = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{-i\mathbf{k} \cdot \mathbf{x}} [(-i\nabla + \mathbf{k})\phi(\mathbf{x}, \mathbf{k})]^* \hat{j}(\mathbf{x}, 0) \, d\mathbf{v}_x \]

\[ = -\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} [-i\nabla (e^{i\mathbf{k} \cdot \mathbf{x}} \phi(\mathbf{x}, \mathbf{k}))]^* \hat{j}(\mathbf{x}, 0) \, d\mathbf{v}_x \]  

(6.11)
But Maxwell’s equations imply the time-harmonic continuity equation \( \nabla \cdot \hat{\mathbf{j}}(\mathbf{x}, \omega) = i \omega \hat{\mathbf{q}}(\mathbf{x}, \omega) \), and for \( \omega = 0 \) this implies \( \nabla \cdot \mathbf{j}(\mathbf{x}, 0) = 0 \), which is equivalent to \( \mathbf{j}(\mathbf{x}, 0) \) being orthogonal to all gradients. This means \( \lim_{\tau \to \infty} e_0(\mathbf{k}, \tau) = 0 \), and all expansion coefficients with \( n \notin I \) are zero in the limit \( \tau \to \infty \). The steady-state field is then

\[
\lim_{\tau \to \infty} \mathbf{e}(\mathbf{x}, \tau) = \sum_{n \in I} \int_{U'} e_n(\mathbf{k}) e^{i(\mathbf{k} \cdot \mathbf{x} - \omega_n(\mathbf{k}) \tau)} \mathbf{v}_n(\mathbf{x}, \mathbf{k}) \, d\mathbf{v}_k
\]

where \( e_n(\mathbf{k}) = \lim_{\tau \to \infty} e_n(\mathbf{k}, \tau) e^{i\omega_n(\mathbf{k}) \tau} \).

\( \square \)

Remark 5. The limits \( a \to 0 \) and \( \tau \to \infty \) in the above theorem do not have to be taken literally. In some respect they are complementary, depending on whether the current is limited in time or in frequency. If the current density \( \mathbf{j}(\mathbf{x}, \tau) \) is zero after some time \( T \), the limit \( \tau \to \infty \) is reached as soon as \( \tau > T \). But as a consequence, the Fourier transform \( \hat{\mathbf{j}}(\mathbf{x}, \omega) \) is small but not zero for large \( \omega \) (due to the “uncertainty principle” for Fourier transform pairs), which requires an infinitesimal \( a \) in order to make \( \hat{\mathbf{j}}(\mathbf{x}, \omega_n(\mathbf{k})) \) small enough. On the other hand, if the current is band-limited in frequency (as in the theorem), there is a finite \( A \) such that \( |\omega_n(\mathbf{k})| = |\Omega_n(a\mathbf{k})|/a > \omega_0 \) for all \( n \notin I \cup \{0\} \) as soon as \( a < A \), which implies \( \hat{\mathbf{j}}(\mathbf{x}, \omega_n(\mathbf{k})) = 0 \). But a current limited in frequency is small but not zero for large times, requiring \( \tau \to \infty \). In practice, a trade-off is made between these requirements, choosing \( \tau \) large enough and \( a \) small enough, but we do not go into detail here.

We are now ready to state the main result of this paper, where the index \( \perp \) denotes components perpendicular to \( \hat{\mathbf{k}} = \mathbf{k}/|\mathbf{k}| \), which is the unit vector in the \( \mathbf{k} \)-direction.

**Theorem 6.2.** Define the homogenized matrix \( \mathbf{M}^h_{\perp}(\mathbf{k}) \) as

\[
\lim_{a \to 0} \langle \mathbf{d}(\cdot, \mathbf{k}, \tau) \rangle = \lim_{a \to 0} \langle \mathbf{M}(\cdot) \cdot \mathbf{e}(\cdot, \mathbf{k}, \tau) \rangle = \mathbf{M}^h_{\perp}(\mathbf{k}) \cdot \lim_{a \to 0} \langle \mathbf{e}(\cdot, \mathbf{k}, \tau) \rangle
\]

For every non-zero \( \mathbf{k} \in U' \), this matrix has the representation

\[
\mathbf{M}^h_{\perp}(\mathbf{k}) = \sum_{m \in I} \frac{\langle \mathbf{M} \cdot \mathbf{v}_m \rangle \langle \mathbf{v}_m^* \cdot \mathbf{M} \rangle}{\langle \mathbf{v}_m^* \cdot \mathbf{M} \rangle \cdot \langle \mathbf{v}_m \rangle}
\]

**Proof.** Theorem 6.1 ensures that only modes with \( m \in I \) survive in the limit \( \tau \to \infty \), \( a \to 0 \). Since \((-i \nabla + \mathbf{k}) \cdot [\mathbf{M} \cdot \mathbf{v}_m] = 0 \) for \( m \in I \), we have \( \hat{\mathbf{k}} \cdot \langle \mathbf{M} \cdot \mathbf{v}_m \rangle = 0 \) which implies \( \hat{\mathbf{k}} \cdot \langle \mathbf{d} \rangle = 0 \). The proof is complete if we can find a matrix \( \mathbf{M}^h_{\perp}(\mathbf{k}) \) such that \( \langle \mathbf{M} \cdot \mathbf{v}_m \rangle = \mathbf{M}^h_{\perp} \cdot \langle \mathbf{v}_m \rangle \) for all \( m \in I \). That such a matrix exists and has the above representation is proven in Section 6.1, Theorem 6.3. The proof is based on a conjecture. \( \square \)

### 6.1 Proof of the homogenization theorem

Some of the properties of the mean values which are needed in this paper seem intuitively reasonable but difficult to prove. Therefore, we state the following conjecture.
Conjecture 1. For each non-zero $k \in U'$, precisely four eigenvectors correspond to the index set $I$ defined in (6.6). The mean values $\{\langle v_{m\perp}\rangle\}_{m \in I}$ are linearly independent, i.e., the components orthogonal to $\hat{k}$ constitute a basis in the four-dimensional space $\{v \in \mathbb{C}^6 : \hat{k} \cdot v = 0\}$.

Remark 6. That $I$ only consists of four indices and not six (the dimension of the zero-divergence kernel of $(-i\nabla + k) \times J$ at $k = 0$) might seem counter-intuitive. This kernel consists of six functions of the form $\langle v \rangle - \nabla \phi$, and it is reasonable to believe that all these could be continued as eigenvectors for $k \neq 0$. The intuitive explanation is of a geometric nature. We first note that of the four eigenvectors corresponding to $I$, two of them are associated with propagation in the $-k$ direction. These can be found from the other two by reversing the direction of the electric or the magnetic field. This leaves two fundamentally independent modes, often named TE and TM modes, for each propagation direction $k$. In three-dimensional space we have three fundamental directions, which are indistinguishable at $k = 0$. This leaves us with $3 \times 2 = 6$ independent modes corresponding to $I$, which is precisely the dimension of the zero-divergence kernel of $(-i\nabla + k) \times J$ at $k = 0$.

The conjecture is supported by the explicit representation of the eigenvectors in the vacuum case (Theorem 4.2), and experience from numerical calculations. Also, since the mean values of Bloch amplitudes correspond to the Fourier amplitudes, $\langle \tilde{e} \rangle = \hat{e}(k)$, the conjecture describes the expected behavior of the electromagnetic field at small wavenumbers.

To proceed we need a lemma on linear algebra:

Lemma 6.1. For a set of linearly independent (constant) vectors $\{w_m\}$, there exists $\alpha_{mm'} \in \mathbb{C}$, such that the orthogonality relations

$$\sum_{m' \in I} \alpha_{mm'} w_{m'}^* = \delta_{mm''}$$

(6.15)

hold for $m, m'' \in I$, where $\delta_{mm''}$ is the Kronecker delta.

Proof. Due to the linear independence of the vectors $\{w_m\}$, the square matrix with entries $A_{m'm''} = w_{m'}^* \cdot w_{m''}$ is invertible. This means the equation $\sum_{m'} A_{m'm''} a_{m'} = b_{m''}$ has a unique solution $a_{m'}$ for each $b_{m''}$. Fixing $m$ and choosing $b_{m''} = \delta_{mm''}$, this uniquely determines $a_{m'} = \alpha_{mm'}$.

Lemma 6.2. There exists a matrix $M^h_{\perp}(k)$, not depending on the space variable $x$ or the index $m$, such that

$$\langle M(\cdot) \cdot v_{m}(\cdot, k) \rangle = M^h_{\perp}(k) \cdot \langle v_{m\perp}(\cdot, k) \rangle$$

(6.16)

for every $m \in I$. 

Proof. With \( \{ \langle v_{m^\perp} \rangle \}_{m \in I} \) being linearly independent, there exist orthogonality relations \( \sum_{m' \in I} \alpha_{mm'} \langle v_{m'^\perp} \rangle \cdot \langle v_{m'^\perp} \rangle = \delta_{mm'} \) due to Lemma 6.1. We then have

\[
\langle M \cdot v_m \rangle = \langle M \cdot v_m \rangle \left[ \sum_{m' \in I} \alpha_{mm'} \langle v_{m'^\perp} \rangle \cdot \langle v_{m'^\perp} \rangle \right] = \left[ \sum_{m',m'' \in I} \langle M \cdot v_{m''} \rangle \alpha_{m'm''} \langle v_{m'^\perp} \rangle \right] \cdot \langle v_{m^\perp} \rangle = M_{m^\perp}^h \cdot \langle v_{m^\perp} \rangle
\]

(6.17)

where we used the orthogonality to include the sum over \( m'' \).

As alluded to above, Theorem 6.2 is a consequence of the following theorem, which concludes the proof of Theorem 6.2.

Theorem 6.3. The homogenized matrix is hermitian symmetric and positive definite, and has the representation

\[
M_{m^\perp}^h (k) = \sum_{m \in I} \frac{\langle M \cdot v_m \rangle \langle v_m^* \cdot M \rangle}{\langle v_m^* \cdot M \rangle \cdot \langle v_{m^\perp} \rangle}
\]

(6.18)

In addition, the orthogonality relations

\[
\frac{\langle v_m^* \cdot M \rangle \cdot \langle v_{m'^\perp} \rangle}{\langle v_m^* \cdot M \rangle \cdot \langle v_{m^\perp} \rangle} = \delta_{mm'}
\]

(6.19)

hold for each \( m, m' \in I \).

Proof. Taking the mean value of (5.1), we find

\[
\hat{k} \times J \cdot \langle v_m \rangle = \frac{\omega_m}{|k|} \langle M \cdot v_m \rangle
\]

(6.20)

where \( \hat{k} = k/|k| \) is the unit vector in the \( k \)-direction. Introducing the homogenized matrix \( M_{m^\perp}^h \), and observing \( \hat{k} \times J \cdot \langle v_m \rangle = \hat{k} \times J \cdot \langle v_{m^\perp} \rangle \), we have the algebraic generalized eigenvalue problem

\[
\hat{k} \times J \cdot \langle v_{m^\perp} \rangle = \frac{\omega_m}{|k|} M_{m^\perp}^h \cdot \langle v_{m^\perp} \rangle
\]

(6.21)

also known as the simultaneous diagonalization of \( \hat{k} \times J \) and \( M_{m^\perp}^h \). Since \( \hat{k} \times J \) is a real, symmetric matrix and all eigenvalues \( \omega_m/|k| \) are real, the matrix \( M_{m^\perp}^h \) must be hermitian symmetric, which is also clear from the symmetry of \( M(x) \). Using the eigenvalue problem, we find

\[
\langle v_{m'^\perp} \rangle \cdot M_{m^\perp}^h \cdot \langle v_{m^\perp} \rangle = \frac{|k|}{\omega_m} \langle v_{m'^\perp} \rangle \cdot \hat{k} \times J \cdot \langle v_{m^\perp} \rangle = \frac{\omega_{m'}}{\omega_m} \langle v_{m'^\perp} \rangle \cdot M_{m^\perp}^h \cdot \langle v_{m^\perp} \rangle
\]

(6.22)

which implies the eigenvectors \( \langle v_{m^\perp} \rangle \) are mutually orthogonal over \( M_{m^\perp}^h \) since generally we have \( \omega_m' \neq \omega_m \) for \( m \neq m' \). We ignore the technical problem of multiple
eigenvalues; these occur in macroscopically isotropic media, and can be removed by considering the medium as a limit of macroscopically anisotropic media, which have distinct eigenvalues. Noting that
\[
M_{\perp} \cdot \langle v_{m,\perp} \rangle = \langle M \cdot v_{m,\perp} \rangle,
\]
we have the orthogonality relations
\[
\frac{\langle \mathbf{v}_{m}^* \cdot \mathbf{M} \rangle \cdot \langle \mathbf{v}_{m',\perp} \rangle}{\langle \mathbf{v}_{m}^* \cdot \mathbf{M} \rangle \cdot \langle \mathbf{v}_{m,\perp} \rangle} = \delta_{mm'}
\]
This means the matrix
\[
A = \sum_{m \in \mathcal{I}} \frac{\langle \mathbf{M} \cdot \mathbf{v}_{m} \rangle \langle \mathbf{v}_{m}^* \cdot \mathbf{M} \rangle}{\langle \mathbf{v}_{m}^* \cdot \mathbf{M} \rangle \cdot \langle \mathbf{v}_{m,\perp} \rangle}
\]
satisfies \( A \cdot \langle \mathbf{v}_{m,\perp} \rangle = \langle \mathbf{M} \cdot \mathbf{v}_{m} \rangle \), and therefore \( A = M_{\perp}^h \). This matrix is hermitian, symmetric and positive definite by construction.

**Remark 7.** The homogenized matrix is computed from the mean values of the acoustic modes only. The representation is valid for any non-zero \( \mathbf{k} \in U' \), irrespective of the scale of the unit cell. In the space \( \{ \mathbf{v} \in \mathbb{C}^6; \hat{\mathbf{k}} \cdot \mathbf{v} = 0 \} \), the matrix \( M_{\perp}^h \) is hermitian, positive definite by construction.

### 6.2 Interpretation of the homogenized matrix

We first comment that there is no information on the \( \hat{\mathbf{k}} \hat{\mathbf{k}} \) part of the homogenized matrix, corresponding to static fields. This is not surprising, since we are studying the limit of wave propagation in a periodic medium. In wave propagation, there is no interaction with static fields, unless nonlinear effects are taken into account. This part of the homogenized matrix could possibly be recovered from the divergence condition built into the function space \( H_{#}(\text{div}_{\mathbf{k}} \mathbf{M} \propto \hat{\varrho}) \), but we do not proceed along those lines in this paper.

Theorem 6.2 is a statement on the mean value of the Bloch amplitudes, i.e.,
\[
\langle \mathbf{d}(\cdot, \mathbf{k}, \tau) \rangle = M_{\perp}^h(\mathbf{k}) \cdot \langle \hat{\mathbf{e}}(\cdot, \mathbf{k}, \tau) \rangle,
\]
or, equivalently, the Fourier amplitudes \( \mathbf{d}(\mathbf{k}, \tau) = M_{\perp}^h(\mathbf{k}) \cdot \hat{\mathbf{e}}(\mathbf{k}, \tau), \mathbf{k} \in U' \). But what does this mean in the spatial domain? If the entire spectral content of \( \hat{\mathbf{e}}(\mathbf{k}) \) is contained in the first Brillouin zone \( U' \) we can at least formally invert the Fourier transform to find
\[
\mathbf{d}(\mathbf{x}, \tau) = [\mathcal{F}^{-1}_3 M_{\perp}^h(\mathbf{k})] * \mathbf{e}(\mathbf{x}, \tau)
\]
where \( * \) indicates spatial convolution and \( \mathcal{F}^{-1}_3 \) is a three-dimensional inverse Fourier transform. This is a non-local constitutive relation, which shows that, at least formally, the constitutive relation exhibits spatial dispersion.

### 7 Discussion and conclusions

We have presented a method to compute effective material parameters for electromagnetic waves propagating in a periodic medium. The result is an explicit representation in terms of mean values of the Bloch eigenvectors, which can be computed with standard photonic band gap computational techniques, such as described in [15], or a general finite element program [10]. There are very few results in the
literature regarding qualitative results on mean values of eigenvectors, which indicates there is more work to be done in this field before a proper evaluation of this new method can be done.

In spite of the latter point, we can speculate whether this new formulation of homogenization seems to have any potential advantages compared to existing methods. We recall that the major step in classical homogenization consists in solving an elliptic equation of the form \( \nabla \cdot [\varepsilon(x) \cdot (I - \nabla \chi)] = 0 \). In [6, 11], the accuracy and computational time of solving the local, elliptic problem is compared to solving the eigenvalue problem with the corresponding operator and differentiating the eigenvalue (effective mass homogenization). It is found that there is no significant difference between the two methods from a numerical point of view, neither in accuracy nor in computational time.

It is shown in [6], that the “Bloch approximation”, which expresses the homogenized solution in terms of the first Bloch eigenvector and thus has similarities with the method presented in this paper, is a better approximation to the exact solution than the classical first-order corrector method, at least in the smooth coefficient case. In our case, the first Bloch eigenvector corresponds to the acoustic modes, \( m \in I \). As we can see from Theorem 6.1, we can actually represent the full solution using only acoustic modes under certain conditions, even when the wavelength is not necessarily infinitely large compared to the unit cell.

One drawback of the Bloch wave method is that the spectral results only deal with real, symmetric material matrices. This means dispersion effects and a finite conductivity cannot be handled with this method, unless additional analysis is performed to guarantee the existence and suitable properties of eigenvalues and eigenvectors. The finite conductivity was a vital component of the derivation of the local problem in [25], which demonstrates that, at least at the present understanding, the two methods live in somewhat different worlds. On the other hand, one advantage of the Bloch wave expansion, is that it represents the full solution of the electromagnetic problem in periodic media. This makes it possible to estimate the range of validity for the homogenized result, where some first steps have been taken in [22].
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Appendix A  A representation of the Dirac delta distribution

The following representation of the delta distribution is proven here since the authors have not succeeded in finding a suitable reference when the basis vectors $a_{1,2,3}$ are not necessarily mutually orthogonal.

Lemma A.1. The Dirac delta distribution can be represented by a sum over the lattice points:

$$\delta(k) = \left| \frac{U}{(2\pi)^3} \right| \sum_{n \in \mathbb{Z}^3} e^{ik \cdot x_n}, \quad k \in U'$$  \hfill (A.1)

where $x_n = n_1a_1 + n_2a_2 + n_3a_3$, $n_{1,2,3} \in \mathbb{Z}$, and $a_{1,2,3}$ are the basis vectors for the lattice.

Proof. Represent the vector $k \in U'$ as $k = k_1b_1 + k_2b_2 + k_3b_3$, $|k_{1,2,3}| \leq 1/2$, where the reciprocal vectors $b_{1,2,3}$ satisfy $a_i \cdot b_j = 2\pi\delta_{ij}$ and $\delta_{ij}$ is the Kronecker delta. The sum can be written

$$\sum_{n \in \mathbb{Z}^3} e^{ik \cdot x_n} = \left( \sum_{n_1 \in \mathbb{Z}} e^{2\pi i k_1 n_1} \right) \left( \sum_{n_2 \in \mathbb{Z}} e^{2\pi i k_2 n_2} \right) \left( \sum_{n_3 \in \mathbb{Z}} e^{2\pi i k_3 n_3} \right) = \delta(k_1)\delta(k_2)\delta(k_3)$$  \hfill (A.2)

where we used the standard representation of the one-dimensional delta distribution $\delta(a) = \sum_{n \in \mathbb{Z}} e^{2\pi i an}$, $|a| < 1$. Now, identifying $(k_1, k_2, k_3)$ as Cartesian coordinates for a dimensionless vector $\eta$ in $\mathbb{R}^3$, we identify $\delta(k_1)\delta(k_2)\delta(k_3)$ as the three-dimensional delta distribution $\delta(\eta)$. The physical vector $k$ is a smooth mapping $k(\eta)$, and we have the standard scaling for delta distributions composed with smooth maps $\delta(k(\eta)) = |\det k'(\eta)|^{-1}\delta(\eta)$, see for instance [14, p. 136]. Since $\det k'(\eta) = b_1 \cdot (b_2 \times b_3)$ is the volume of the reciprocal unit cell $U'$, it can also be written $\det k'(\eta) = |U'| = (2\pi)^3/|U|$, and we have

$$\sum_{n \in \mathbb{Z}^3} e^{ik \cdot x_n} = \delta(\eta) = \frac{(2\pi)^3}{|U|} \delta(k)$$  \hfill (A.3)

which completes the proof. \hfill \Box

Corollary A.1. The Dirac delta distribution can be represented as

$$\delta(k) = \left| \frac{U}{(2\pi)^3} \right| \sum_{n \in \mathbb{Z}^3} e^{ik \cdot (x + x_n)}, \quad k \in U'$$  \hfill (A.4)

Proof. Follows from the lemma since $e^{ik \cdot x} \delta(k) = e^{0 \cdot x} \delta(k) = \delta(k)$. \hfill \Box

Appendix B  The null space of the curl operator

The following lemma is well known and is proved in, for instance, [25]:
Lemma B.1. Let $f \in H^1_\#(U; \mathbb{R}^3)$ and assume that $\nabla \times f(x) = 0$. Then there exists a unique function $\phi \in H^2_\#(U)/\mathbb{R}$ such that

$$f(x) = \langle f(x) \rangle + \nabla \phi(x)$$  \hspace{1cm} (B.1)

The following lemma generalizes this result for the shifted curl operator:

Lemma B.2. Let $f \in H^1_\#(U; \mathbb{C}^3)$. Assume that $(-i\nabla + k) \times f(x) = 0$, where $k \in \mathbb{R}^3$. Then there exists a vector $k_{n_0}$ in the reciprocal lattice and a unique function $\phi \in H^2_\#(U)$ such that

$$f(x) = \langle e^{-ik_{n_0} \cdot x} f(x) \rangle e^{ik_{n_0} \cdot x} + (-i\nabla + k)\phi(y)$$  \hspace{1cm} (B.2)

and $\langle e^{-ik_{n_0} \cdot x} \phi(x) \rangle = 0$. Furthermore, $(k_{n_0} + k) \times \langle e^{-ik_{n_0} \cdot x} f(x) \rangle = 0$. 

Proof. The periodicity of the function $f \in H^1_\#(U; \mathbb{R}^3)$ implies that $f$ has a Fourier expansion

$$f(x) = \sum_{n \in \mathbb{Z}^3} \hat{f}_n e^{ik_n \cdot x}$$  \hspace{1cm} (B.3)

The sequence $\hat{f}_n$ belongs to $(\ell^2_\#)^3$. Due to the condition $(-i\nabla + k) \times f = 0$, the coefficients $\hat{f}_n$ also satisfy

$$(k_n + k) \times \hat{f}_n = 0, \quad \forall n \in \mathbb{Z}^3$$  \hspace{1cm} (B.4)

Construct the function $g(x) = f(x) - \langle e^{-ik_{n_0} \cdot x} f(x) \rangle e^{ik_{n_0} \cdot x}$, where $n_0$ is determined from

$$|k_{n_0} + k| = \min_{n \in \mathbb{Z}^3} |k_n + k|$$  \hspace{1cm} (B.5)

This new function has zero Fourier component for $n = n_0$, i.e., $\hat{g}_{n_0} = 0$. The other components satisfy $(k_n + k) \times \hat{g}_n = 0$, where now $|k_n + k|$ is clearly bounded from zero. Therefore, we can write $g_n$ on the form

$$g_n = (k_n + k)\hat{g}_n, \quad \forall n \neq n_0$$  \hspace{1cm} (B.6)

The coefficients $\hat{g}_n$ are in $\ell^2_\#$ and

$$g(x) = \sum_{n \neq n_0} (k_n + k)\hat{g}_n e^{ik_n \cdot x} = (-i\nabla + k)\phi(x, k)$$  \hspace{1cm} (B.7)

where

$$\phi(x, k) = \sum_{n \neq n_0} \hat{g}_n e^{ik_n \cdot x} \in H^2_\#(U)$$  \hspace{1cm} (B.8)

Using this construction in the original equation, we find

$$0 = (-i\nabla + k) \times f(x)$$

$$= (-i\nabla + k) \times \left( \langle e^{-ik_{n_0} \cdot x} f(x) \rangle e^{ik_{n_0} \cdot x} + (-i\nabla + k)\phi(x, k) \right)$$

$$= e^{ik_{n_0} \cdot x}(k_{n_0} + k) \times \langle e^{-ik_{n_0} \cdot x} f(x) \rangle$$  \hspace{1cm} (B.9)

which completes the proof. \hfill \square

Corollary B.1. If $k \in U'$, the index $n_0$ is $0$. Thus, if $(-i\nabla + k) \times f(x) = 0$, we have

$$f(x) = \langle f(\cdot) \rangle + (-i\nabla + k)\phi(x, k)$$  \hspace{1cm} (B.10)

with $\langle \phi \rangle = 0$. Furthermore, $k \times \langle f(\cdot) \rangle = 0$. 


Appendix C  Classical homogenization

We show that the classical formulas for the homogenized material matrix, see for instance [24, 25], can be obtained from the Bloch expansion for zero wave vector $k$.

**Theorem C.1.** For $k = 0$, we can find six functions $v_m \in H_\#(\text{div } M \times \tilde{\varrho})$ and a homogenized matrix $M^h$ such that

$$\langle M(\cdot) \cdot v_m(\cdot, 0) \rangle = M^h \cdot \langle v_m(\cdot, 0) \rangle$$  \hspace{1cm} (C.1)

where the functions $v_m$ are in the kernel of $\nabla \times J$ and

$$M^h = \langle M(\cdot) \cdot (I - \nabla \chi(\cdot)) \rangle = \left\langle \begin{pmatrix} \epsilon(\cdot) & 0 \\ 0 & \mu(\cdot) \end{pmatrix} \cdot \begin{pmatrix} I - \nabla \chi^e(\cdot) \\ 0 \end{pmatrix} \right\rangle$$  \hspace{1cm} (C.2)

and the six-vector potential $\chi(x) = [\chi^e(x), \chi^h(x)]^T$ satisfies the elliptic equation

$$\nabla \cdot [M(x) \cdot (I - \nabla \chi(x))] = 0$$  \hspace{1cm} (C.3)

with periodic boundary conditions.

**Proof.** For $k = 0$ the modes in the kernel satisfy $\nabla \times J \cdot v_m(x, 0) = 0$, which implies that (see Appendix B)

$$v_m(x, 0) = \langle v_m \rangle - \nabla \phi_m(x)$$  \hspace{1cm} (C.4)

where $\phi_m(x)$ is a two-scalar with zero mean, and $\langle v_m \rangle$ is an arbitrary constant six-vector. From Theorem 4.3 it is clear that there exists seven independent functions satisfying

$$\nabla \cdot [M(x) \cdot (\langle v_m \rangle - \nabla \phi_m(x))] = z_m \tilde{\varrho}, \hspace{0.5cm} m = 0, 1, 2, \ldots, 6$$  \hspace{1cm} (C.5)

Choose $z_0 = 1$ and $\langle v_0 \rangle = 0$. The potential $\phi_0$ is then uniquely determined by the elliptic equation $-\nabla \cdot [M \cdot \nabla \phi_0] = \tilde{\varrho}$, and the requirement $\langle \phi_0 \rangle = 0$. In order for the seven functions to be linearly independent, we must set $z_m = 0$ for $m = 1, 2, \ldots, 6$. The remaining six functions are then determined by the zero divergence condition

$$\nabla \cdot [M(x) \cdot (\langle v_m \rangle - \nabla \phi_m(x))] = 0, \hspace{0.5cm} m = 1, 2, \ldots, 6$$  \hspace{1cm} (C.6)

This elliptic problem is uniquely solvable for $\phi_m$ in terms of the mean value $\langle v_m \rangle$, and the solution can be represented as

$$\nabla \phi_m(x) = \begin{pmatrix} \nabla \phi^e_m(x) \\ \nabla \phi^h_m(x) \end{pmatrix} = \begin{pmatrix} \nabla \chi^e(x) & 0 \\ 0 & \nabla \chi^h(x) \end{pmatrix} \cdot \langle v_m \rangle = \nabla \chi \cdot \langle v_m \rangle$$  \hspace{1cm} (C.7)

where the six-vector $\chi(x)$ is independent of $m$. Since the mean values $\langle v_m \rangle$ can be chosen to span $C^6$, $\chi(x)$ must satisfy

$$\nabla \cdot [M(x) \cdot (I - \nabla \chi)] = \nabla \cdot \left[ \begin{pmatrix} \epsilon(x) & 0 \\ 0 & \mu(x) \end{pmatrix} \cdot \begin{pmatrix} I - \nabla \chi^e(x) \\ 0 \\ 0 & I - \nabla \chi^h(x) \end{pmatrix} \right] = 0$$  \hspace{1cm} (C.8)
which are $2 \times 3$ scalar equations that together with periodic boundary conditions determine the solution $\chi(x) = [\chi^e(x), \chi^h(x)]^T$. We get

$$v_m(x, 0) = (1 - \nabla \chi(x)) \cdot \langle v_m \rangle$$  \hspace{1cm} (C.9)

The homogenized matrix is then

$$\langle M(\cdot) \cdot v_m(\cdot, 0) \rangle = \langle M(\cdot) \cdot (1 - \nabla \chi(\cdot)) \rangle \cdot \langle v_m(\cdot, 0) \rangle$$  \hspace{1cm} (C.10)

which completes the proof. \hfill \Box
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