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ABSTRACT

Inclusive ©* photoproduction in the A(1232) region was performed using the recently
commissioned photon tagging facility at the Saskatchewan Accelerator Laboratory during
the Fall of 1990. This thesis reports on the measurement, which constituted the first
tagged photon experiment performed in Canada.

The ©* detectors consisted of four low-threshold, discrete AE-E type plastic scintil-
lator telescopes placed at nominal laboratory angles of 50°, 80°, 110°, and 140°. Identifi-
cation centered on the x* decay. Targets spanned the periodic table, including CH; for
both energy calibration and H, C, Ca, Sn and Pb. Double differential cross sections,
angular distributions and total cross sections were obtained for photon energies of 184,
194, 204, and 213 MeV.

Absolute measured angular distributions from the proton tended to peak at ~100° in
the Center-of-Momentum frame. They were slightly lower than previously published
results obtained using bremsstrahlung photons; however, agreement existed with a tagged
photon data point. Those for complex nuclei tended to be isotropic in the laboratory
frame. The C angular distributions were higher than previously published results obtained
using the photon difference method, but agreed well with previously published tagged
photon data at all but the most forward angle.

Angular distributions were integrated to produce total cross sections. Total cross
sections from the proton compared favorably with previously published tagged photon
results. Total cross sections from C were slightly lower than previously published tagged
photon results. For nuclei, the total cross section per proton was less than that for the free
proton, and decreased as A increased.

It is hoped these new reliable tagged photon data, with the many target/angle/photon
energy combinations, will stimulate further theoretical study.
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Chapter 1. MOTIVATION
A general introduction to the pion and pion photoproduction is presented. Basic theo-
ries and previous work are discussed. Units of h/2x = ¢ = 1 are assumed.

1.1 Introduction

By 1934, it was well known that the nuclear force falls off extremely rapidly with
distance from the nucleus. From this, the theorist Yukawa suggested that this “strong”
force was due to virtual exchange particles of non-zero rest mass, which he called
“mesotrons”. In contrast, the exchange particle for the electromagnetic force, which has
infinite range, is the massless virtual photon. He speculated the mesotron should have a
mass of about 200m,, intermediate between that of the electron and the proton. Soon after,
such a particle was discovered in cosmic rays by the experimentalists Anderson and
Neddermeyer. However, this particle did not interact strongly, and turned out to be what
we now call the i-meson, or muon, a decay product of the pion. It was not until 1947 that
the mesotron of Yukawa was first discovered in cosmic rays by the experimentalist
Powell. It was renamed the x-meson, or pion.

The pion has zero spin J* = 0" and exists in three electrical charge states: x*,x", and
#°. In the modemn view, the pions are composed of quark-antiquark pairs, with the partic-
ular combination defined by the resulting electrical charge state. The =% is the focus of
this work. It has rest mass my; = 139.6 MeV and a mean lifetime t=26.0ns. A x* usually
(>99.98% of the time - (Aguilar-Benitez er al., 1992)) decays at rest to a p* of kinetic
energy 4.12 MeV, and an associated neutrino (see Appendix A)

x —-opt+ v, : (1.1

Pions were first created in laboratories using early (post-World War II) hadron accel-
erators. Soon after, bremsstrahlung photons produced at electron accelerators were used
to photoproduce pions. It is convenient to address the history of experiments in photopion
production in terms of three phases (Nagl ef al., 1991). During the first phase, from 1947

T =,




1o 1956, the basic features of inclusive (any final state which included a x*) photopion
yiddsﬁnmﬂmdmhﬂrﬁmpknuclciwminvesﬁgnmd.ﬂbsulmmsmﬁunsm
unobtainable due to normalization problems - the incident photon flux was simply not

known well enough. During the second phase, from 1957 to 1976, as experimental tech-
niques improved dramatically, exclusive (a particular final state which included a ©t*)

malized yield measurements of the 1950’s. During the third phase, 1977 to approximately
the mid-1980’s, mjmadvancesmmdcinmmcﬁddsnfminmeﬁmsmdnudw
structure hymmhgbommcmﬁvcandmluﬁwphompionmgulm:ﬁsuibuﬁmsand
total cross sections using magnetic Spectrometers and the quasi-monochromatic photons
from the first generation of photon taggers. These early taggers served to reduce substan-
tially the normalization problems innate to a bremsstrahlung photon experiment.
Howevﬂ,ducmmﬂmsucﬁms.pﬂmdmy cycle machines, and inherently slow elec-
tronics, tagged photon experiments have not really been practical in terms of obtainable
count rates until very recently.

Thecmeutmafphuhmuclcnphysicsmakcsavaihblefcrthempeﬂnmmﬁmhigh
duty factor, high intensity electron machines. When coupled to modern electronics,
smdgmmﬁmphmmmggmmcapahlcufinmmnmuggingmmsofmof T
hﬂhﬁescﬁcﬂiﬁcsmpowmﬁﬂmlsfmimaﬁgaﬁngﬂ:esmﬂlmsmm-
amdwimthopimpmducﬁmTheSaskatchcwanﬁocdﬂmLabmamry, where this
work was performed, is one such facility.

L2 The Elementary Reaction p(y,*)n
1.2.1 Theory
Figure l.IIcpIesenr.sx+Ph0mpmducﬂ0ninaSimplc, diagrammatic manner.

]'P
/;mrmﬂdmtc‘ state
Y+p

zt +n

Figure 1.1: The Elementary Reaction p(y.x*)n

e



=

The initial state consists of a photon (AP) and a proton (1/2%). The final state consists of 2
x* (0°) and 2 neutron (1/2%). “T” and “p” represent the total angular momentum and parity.
Table 1.1 summarizes the multipole decomposition of the elementary & photoproduction
amplitude assuming only S (1=0) and P (1=1) &* waves contribute substantially to the cross
section at the photon energies used for this experiment.

Table 1.1: Multipole Contributions to the Elementary Cross Section .

Photon angular Photon w*angular =
momentum A Multipole P momentum 1 Multipole

# —_— — — — — é
El 12 | - 0(S) Eo.

Ry

1 M1 12 + 1(P) M,.
M1 32 + 1(P) M;,
2 E2 32 + 1(®) Ej.

The mechanisms which are responsible for the creation of x* may be represented by
a series of “Feynmann diagrams” which are shown in Figure 1.2.
+
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Figure 1.2: Feynmann Diagrams for the Elementary Reaction p(y,x*)n

Diagram A is known as the “Seagull” diagram. Here, a photon couples directly to the
charge of the proton and a x* is produced at the same vertex. This term is also known as
the “Kroll-Rudermann” term, and contributes solely to S-wave photoproduction (the Eq,
mﬂﬁpde}.Itdunﬁmmmcmmﬁmandﬁﬂaﬁmitmglyatmw
mﬁgi:&DiagramBmprmmmcphommpﬁngwiﬂaﬂmchargeufavirmalfand
putting it on the mass shell without coming into direct contact with the proton. This term

S —



contributes to both S and P wave photoproduction (all multipoles), and is known as the
“t-channel” of the reaction. Diagram C represents the photon coupling to the charge of the
proton with a & produced at a second vertex. This term contributes to both S-wave and
P-wave photoproduction (the Eg, and M;_ amplitudes), and is known as the “s-channel”
of the reaction. Diagram D has the proton emitting a &%, and the photon coupling to the
neutron. This mechanism is known as the “u-channel” of the reaction. The contribution of
misdiagmmmﬂma'osssacﬁnnismhmmbcsmaﬂﬁm:tspeﬂmimmssiugdiagmn
C since the reaction goes via the interaction of the photon with the magnetic moment of
mcmmnhgmmﬁmmmmmcpmmmcﬁngnﬁthmcchrgeofmmm
exciting the A¥(1232) resonance, which subsequently decays to a ** and a neutron. This
term contributes to P-wave photoproduction (the M, and E;, amplitudes), and is known
as the “delta s-channel” of the reaction. Lastly, diagram F represents the proton decaying
to ma“uzaz}mmmaf,mmpmmguﬁmmm This is
knuwnasthe“dﬂm-uchanncl”nfmcrmﬁm,andisﬂmnkmecsmlﬂnﬁﬂ:ermt
to its crossing diagram E since the reaction goes via the interaction of the photon with the
magnetic moment of the neutron. In the pseudo-vector coupling scheme, diagrams A, B,
C, and D constitute the “Born” term.

It has become customary (Moravcsik, 1956) to analyze the angular distribution of
charged pion photoproduction in terms of a quadratic expression in cos(6“M), where 8M

is the pion emission angle with respect to the photon beam in the Center-of-Momentum -

(CM) frame (see Appendix B). The angular distribution for this reaction in the CM frame
atﬂmphomncncrgitsafthiscxp:ﬁmmt(E,-Zﬂ]McV}maybewHRmas

do CM

® = (EJ [P, +P,cos (6™) + P,cos? (6°M) ] (12)

where “q” is the momentum of the x*, “k” is the momentum of the photon, and the coef-
ficients “P;” expressed in terms of the multipoles of Table 1.1 are given by

Py = [Eg[ + M, [+ 3M, [+ S[E, [P+ Re [M, M, * ~3E _ (M.~ M )*],(13)

P, = 2Re[E (M, ~M_+3E_.)"], | (1.4)




s 1 2.3 2 o . *
Py = 3(—5[M_.|"+5|E.| +ReM,. (GE.-M_) -3M.E."]). (13)

Note the amplitudes are complex valued. By fitting to the experimentally determined CM
angular distributions, the coefficients P; can be determined. However, it will not be
possible to extract values for the individual multipoles from these fits, even assuming they
are purely real, since they are not uniquely determined (three equations; four unknowns).
Instead, knowledge of the theoretically predicted values of the multipoles will allow
calculation of the theoretical coefficients P;, thus bridging experiment and theory. In this
mnﬂ,thcmemﬁcaﬂypmdicwdmcfﬁcimmﬁwmbcumdmdcmnﬁmmaﬂy
predicted angular distributions and total cross sections.

Integrating the angular distribution given by equation 1.2 over solid angle produces
the total cross section for &* photoproduction in terms of the coefficients P;

1
P 41(%} [P1+§P3], (1.6)
which, upon substitution for the &% multipoles, becomes
o q 2 2 2
0 = 4x D [[Eg"+ M, +2M, 6, ] an

There have been many theoretical attempts to explain the elementary cross section.
The first such attempts involved dispersion relations (Berends ez al., 1967). The next
generation of calculations involved effective Lagrangians (Blomgyvist er al., 1977).
Modern calculations employ dynamical models (Nozawa et al., 1990). Figure 1.3 illus-
trates the energy dependence of the P; coefficients for a multipole analysis and a disper-
sion relation calculation.




g — Pleil et al., 1972 (multipole analysis)
ar — Berends et al., 1967 (dispersion relations)
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Figure 1.3: Literature Values of P; Coefficients

It is not the goal of this thesis to investigate the details of these calculations. Rather,
comparisons between the various predictions as well as previous data and this experiment
will be made.

1.2.2 Comparison of Predictions With Previous Experiments

In Figures 1.4 to 1.7, calculated angular distributions at four photon energies are
compared with the data set of Adamovich er al. and a single data point obtained by van
d:nBﬁnhThcAdmmﬁchﬂaLdmmpmsmtsasuiﬁofmmmdmcdﬁmm~
tary cross section performed at the Lebedev Physics Institute in the late 1960°s using
hmmﬂmgphmmmmﬁmmksasfdcmcmhwism:sbemg
representative of the pre-1970 bremsstrahlung data for this reaction (Genzel ez al., 1973).
The van den Brink data point represents an independent tagged photon measurement of
the elementary reaction performed in the summer of 1992 at SAL detecting the x* using
a combination of scintillator stacks and wire chambers.
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A common feature of the previous four figures is that the multipole analysis and disper-
sion relation calculations tend to peak at approximately 100° in the CM frame, while the
effective Lagrangian and dynamic calculations tend to give higher cross sections in the
backward direction. With respect to these data, no calculation type is obviously superior.
T T T

_ 200 — [ Buechler, 1991

9 — Nozawa et al., 1990
o — Blomqyist et al., 1977
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Figure 1.8: The Total Cross Section for p(%xn
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Figure 1.8 shows the corresponding predictions for the total cross section for the
p(y.x*)n reaction, as well as a recent tagged photon measurement by Buechler at Bonn.
The Bonn measurement was an extensive investigation of the angular distributions asso-
ciated with the elementary reaction from 220 to 900 MeV, and involved detecting the
recoil neutron. Data from the Bonn experiment were integrated to produce total cross
sections which are consistent with all the calculations.

1.2.3 This Experiment

Modem, tagged photon data simply do not exist for this important reaction from
threshold (153 MeV) to the lowest energy data point shown above (220 MeV). This is due
to the fact that of the modern tagged photon facilities available werldwide, none was
capable of tagging the photon energies necessary to map this region. When tagged
phmsofﬁsmaymgmmhﬂmmmmmm
to attempt to bridge the gap. The present experiment (SAL 013) measured this reaction
from 175 to 215 MeV. The second experiment (SAL 027) will measure this reaction over
the threshold region, from 148 to 160 MeV. These two data sets should serve to tie the
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reaction both to threshold, and to the tagged photon data of Buechler from 220 to 900
MeV, thereby forming a complete tagged photon survey of the reaction from threshold to
900 MeV.

L3 The Quasi-Free Reaction X(y,x*)

1.3.1 Theory
Suppose the differential or total photopion production cross section for &+ from the

prmm(mc“ﬁnc"fphowpmducﬁmdiscussedinmcpmﬁmssccﬁm}isgivmby
S(y+p—x*+n). (18)

Because the reaction mechanism for nuclear n* photoproduction is “incoherent” (the
mcoﬂnuclmisdiﬁmm&omthcmgﬂuuclcus},meﬁmtappmn’maﬁmMmequaﬁ-
free (QF) n* photopion production cross section from nuclei may be expressed as

S(Y+4X 5% +Y) ~Z-S(y+p—x" +1), (19)

whue“Z“isjnnﬂlcnnmbaufprmmmemrgctnuclm&Thuis,mﬁmappmma-
ﬁmﬂmeQFmsmcﬁmsshmHm‘mplyhcducm“Z"elmnmymm
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Figure 1.9: Feynmann Diagrams for the First QF A!pmximaﬁnn
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Figure 1.9 presents the Feynmann diagrams for this first approximation to QF photo-
production from nuclei. Note the similarity between each of the above diagrams and their
free photoproduction counterparts (see figure 1.2).

Realistic QF calculations are far from trivial since the following effects must be
considered (MacDonald et al., 1979):

1. The target protons are not at rest within the nucleus. This is usually addressed
using “Fermi-gas™ models of nuclear matter.

2. The final state that the recoil neutron wants to occupy may already by filled. This
effect is known as “Pauli-blocking™.

3. The n* may interact with nucleons as it leaves the nucleus - “xA interactions”.

In simple Fermi-gas models, the nucleus is considered to be composed of non-interacting
protons and neutrons which are uniformly distributed in momenta up to kg, the Fermi-
momentum (Wong, 1990). A photon puts a ®* on the mass shell, transferring both energy
and momentum to the target nucleon. A form of the transition amplitude for the elemen-
tary reaction is then chosen. Integrating this over the Fermi-gas momentum distribution
for the target nucleon will yield the first approximation to the QF amplitudes of Figure
1.9, but corrected for motion of the target nucleons.

The Pauli Exclusion Principle states that no two identical fermions may share the
same set of quantum numbers. Because of this, the recoil nucleon momentum must be
greater than the Fermi momentum, or the reaction will be Pauli-blocked. This effect may
also be pictured using the shell model representation of the nucleus.

Consider the ground state configuration of Ca, a nucleus which is reasonably heavy,
and one of the targets in the present experiment. Notice that many of the neutron quantum
number configurations are taken up in the initial state.

-
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Figure 1.10: The Shell Model Representation of Ca

Hax*isphompmdmudnﬁmcmdicamdpmmnispam:elmmymacﬁm,ﬂmrmﬂ
neutron is hlmkadhymcexdusinnpﬂnﬁplcﬁomany quantum number configuration
cmrmﬂyom:pieiFmﬂmr,mcrgymybcmquimdmpmmmthcmmtheﬁmt
lmmmpindnmumminﬂunuclmx.ﬁthncisnmmmghmgyawﬂablcfmmc
uﬂuummbcmwdmﬂ:ismm,dlcphompmducﬁmnmhanismmmpmm
amntufcnugymcmmﬂncummnhmininmdqumcmﬁmmmbehlmked |
may be substantial, as estimated in Table 1.2,

Table 1.2: A Summary of Fermi Momenta (Moniz et al., 1971)

protons
kF

13 trons

Nucleus N/Z
[+/-5 MeV] [+/-5 MeV] [+/-5 MeV]
T
Ca 2020 250 250 33
Sn T0/50 260 290 44
305

Pb 126/82 265 49

mekincmaﬁcs(seehppendhC},itisknawnﬂmmmgyismﬁhbkmﬂmmﬂ
neuumifthcphompmducndn*iscjmedﬁlﬂmbmkwmddimcﬁmmhm. Thus,
Pauli-blocking suppresses QF x* photoproduction in the forward direction, and only to a
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lesser extent in the backward direction. Further, as evidenced by the trend in the Fermi-
momentum in Table 1.2, the blocking becomes stronger as the size of the nucleus

A photon incident upon the nucleus can only produce a x* in the non-Pauli-blocked
region. For C the Pauli-blocked core is small, so almost all x* produced should be
observed - a spherical source distribution. In contrast, for Pb, the Pauli-blocked region is
large, such that the non-blocked region constitutes only the surface portion of the nucleus.
This results in a spherical shell source distribution of xt*. Also, the four complex nuclei
chosen for this experiment, C, Ca, Sn, and Pb, are 0" and thus approximately spherical in
their ground state, having a matter radius given by R (A) = R,A'/>. Combining these
arguments yields approximations to the total cross section

AR = 22 (RAY3) <A, (1.10)

Ororap (low A) =

W b
Wi 4

2 2
Ororar (high A) = 4xR? = 4x(R,A3) " = 4?3, (1.11)

Thus, the total QF 1™ photoproduction cross section for low A nuclei should vary approx-
imately as A, while that for high A nuclei should go like A%> according to this simple
model. Finally, the transition region, where nuclei are not quite volume and not quite
surface, should have a total QF x* photoproduction cross section which goes like A™A),
where 1 >n(A) > 2/3, and varies smoothly.

Note that since the photoproduced n* may traverse nuclear matter before it emerges
&ummcnudws,mcnﬂyicldpmdicmdbymnsimpltmdnlpmnﬁudahm:mjrhc
dismrmdhymﬁnﬂmmmmﬁmsﬂ:‘sn-pmﬁmlmhabmp&m,indmﬁcm,
and charge exchange. These mechanisms are discussed in Appendix E. FSI are presum-
ably more numerous in nuclei such as Sn and Pb where the number of nucleons in the
recoil nucleus is greater, and will act to reduce the number of * observed. The probability
of a FSI occurring is inversely proportional to the x* mean-free-path in nuclear matter -
the average distance it travels in the nucleus before coming into contact with a nucleon.
Free nN cross sections predict that at 20 MeV, mean-free-paths are roughly 8 fm, while
at 100 MeV, they have decreased to less than 2 fm (Doss er al., 1988). Thus, as the energy
of the n* increases, the probability of FSI also increases, resulting in a further loss of

[ ——
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yicld. Recent calculations (Carrasco ef al., 1992) include FSI, which are built into the
calculations via optical potentials (to govern absorption), and Monte Carlos (to control
scattering and charge exchange).
The net result of all these considerations is that for a given non-trivial nucleus, the
total QF n* photoproduction cross section per proton is expected to be less than that for
the free process, and to decrease as A increases.
1.3.2 Comparison of Predictions With Previous Experiments
Figures 1.11 and1.12 illustrate a comparison between theory and existing tagged
photon experimental data for the double differential cross sections with respect to both
solid angle and 7" energy at E, ~ 215 MeV for laboratory angles of approximately 50°
and 110°. Total errors are shown.

1
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Figure 1.11: d°6/dQdT,, for C(y,x*) at 6; 45 ~ 50° and E,~ 215 MeV
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Figure 1.12: d%6/dQdT, for C(3;x*) at 8y 45 ~ 110° and E,~ 215 MeV

The theoretical predictions presented on these plots were the most recent QF calcula-
tions available at the time of this work, and included all effects discussed in the previous
section. Note that these calculations were only available for E, ~ 215 MeV, because
Carrasco et al. felt their model was not applicable to any lower photon energies. They
suggested the lower the energy of the detected ©*, the poorer their model. Thus, disagree-
ment between the calculations and the data are expected to become more pronounced as
mmmﬁmhmﬂc,d&mﬂmﬁmﬂypmﬁcmdmmﬂr
energy of the photoproduced =*. It should also be noted that the data set which will be
referred to repeatedly in this section (Arends er al., 1982B) was used extensively by
Carrasco e al. in the development of their model. These data were obtained at Bonn using
tagged photons, and involved detecting the photoproduced & in a magnetic spectrometer
with a threshold for %* detection of 40 MeV. 9

ThcagmcmcntberwecuthcthourymdmedamisqiﬁmgoodaxalabGMxymgbof
50°, with the data exceeding the calculation somewhat in the region above detector
threshold. The agreement between the theory and the data is poor at a laboratory angle of
110°, with the calculation disagreeing with the data in the region above detector threshold.
The effect of the detector threshold is readily apparent in these figures. A large portion of
the ic* yield is missed, making it impossible to compare to the theoretical predictions over



—-16-

mccnﬁremngcfnrwhi{:hmcymavaﬂable.nus,ingmuiitisdmimblemhaveas
low a threshold for detection as possible, such that the measured angular distributions and
total cross sections are representative of as much of the reaction yield as possible. It is
important to examine these double differential cross sections because integrating over Ty
to obtain the angular distributions can wash out disagreement between theory and exper-
iment, as in the case of the data obtained above detector threshold at 110°, where the
calculation both overestimates (at ~ 50 MeV) and underestimates (at ~ 70 MeV) the data.

Integrating the double differential cross sections over T, from detector threshold
produces a series of single differential cross sections with respect to solid angle, collec-
tively referred to as an angular distribution. Further comparison between theory and
experiment may be made at the angular distribution level of the data.

0 q o o

do/dQy ap [ub/sr]
8
0
0

O Arends et al., 19828 (T, > 40 MeV) o
O Carrasco et al., 1992 (no threshold) E%Ja
o

0 | L !
-1 05 0 05 cos(Bas)
Figure 1.13: An Angular Distribution for C(y,x*) at E, ~ 215 MeV

Figure 1.13 illustrates such a comparison. The circles represent the calculation of
Carrasco er al. for the angular distribution, while the squares represent the integrated
double differential cross sections of Arends et al. Total error bars are shown. Again, a
detector threshold of 40 MeV is present in the data of Arends et al., but not in the calcu-
lations of Carrasco et al. This is because the double differential cross sections corre-
sponding to each differential cross section were not available, so the effect of the detector
threshold on the calculation could not be estimated over the entire angular distribution.
Agreement at the forward angle is good, but is due to the fact that the data of Arends er
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Figure 1.14: An Angular Distribution for Clyx*) at E, ~ 200 MeV

Figure 1.14 illustrates another recent data set for C from Tohoku obtained using
virtual photons (electroproduction of x*), and a comparison between it and the first
wmﬁmwthFprodmﬁmmdﬂLNnmmismmmmkuhﬁmof
Cmumﬂai.simehisnmvﬂkifmﬂﬁspbmmagy.hsmd,simcthcchmmmy
cmmﬁmmhﬁmﬂymcmfmﬂmlcnhﬁmmmﬁmﬁmm
Pparameterization of Blomqvist et al, mschcmdmreprcscntmcclmnmymﬁcn,
and scaled by Z = 6 to obtain the first approximation to the QF angular distribution. In the
Tohutuexpninznhﬂmvirmalﬁhompmdmﬁmmﬁmmscvaﬂdimmﬁmlmms
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et al. and Shoda er al. cannot be compared directly because of the differences in photon
energy and detector threshold, the results of Arends et al. at a 7% higher photon energy
are surprisingly a factor of three larger, even with twice the detector threshold. Clearly a

significant discrepancy exists here.
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ﬂalfm&aswtﬂaschCa,Smande.Thﬂtmmdﬂnmthmshoidsmminﬂm
calculations. Nmmsmﬁngmﬂmmmmmmtmmﬁm@m.
tion to QF n* photoproduction (see equation 1.9).
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Figure 1.16: The Total Cross Section for Clyr*)

Thcsqumrcpmsmtﬂmmmlhdum'veMSﬁmsmmedbyﬁmdsﬂaL,md
mchﬂcamﬂmmmufmmv.mmmmmmafm
total cross section down to the reaction threshold using the Arends ez al. data and an inter-
nuclcucascachmm-CaﬂuucdeknownasPIElThcsuﬁdﬁncmpmmmeﬁm
appmxilmﬁmmthcmleFmssucﬁm,mdisckaﬁymhigh_muimglerqm-
smmﬂrtumlcmsssecﬁmdaﬂminadhyimcgmﬁngmcpmﬁmﬂymmm
disuihnﬁmfmCqumasmﬂd.lhcdiammdwmcsamchmmﬁmbmﬁﬂ:
adcm&n:shuﬁufdﬂh[cVinsmlhdihcmlmﬂaﬁmsnmensmﬂaLsmmmdua
goodjobmpmdicﬁngﬂmnnmmmtﬂmmﬁm.Wthmemngdimihnﬁm
prudimdby&mscoﬂaf.scﬁmﬂymﬂcsﬁmmmcdmnfﬁmndsﬂalfmﬂlhmﬂm
m:mmmmmmmmmmmamuwmmmm
section calculation improves the agreement dramatically. This is because detector
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threshold results in the exclusion of 25% (at the forward angle) to as much as 75% (at the
backward angles) of the strength in the angular distribution, as evidenced by double
differential cross sections shown in Figures 1.11 and 1.12. The agreement between
Carrasco et al.’s calculation and the PIKI scaled data is not bad. Note that all differences
are less apparent because of the logarithmic scale of the diagram.
1.3.3 This Experiment

This portion of the current experiment was proposed to complement two recent
measurements of inclusive inelastic pion scattering: one for n* at 67, 85, and 100 MeV
performed by a University of Washington (UW)/Carnegie-Mellon University (CMU)/Los
Alamos National Laboratory (LANL)/Saclay collaboration at the Los Alamos Meson
Physics Facility (LAMPF) (Aniol et al., 1986), and a second for & and %" at 100 MeV
performed by a UW/LANL/Massachusetts Institute of Technology (MIT) collaboration at
LAMPF (Rosenzweig et al., 1992). The measurements are complementary in the sense
that they involve two completely different nuclear source distributions of pions. In (%, ")
measurements, pions are scattered from the surface of the target nucleus since the pion
mean-free-path in nuclear matter at these energies is short (a surface-type source distribu-
tion). In (Y,x) measurements, since the photon probe illuminates the entire nucleus, pions
are produced uniformly throughout the region of the nucleus which is not Pauli-blocked
(basically a volume-type source distribution, particularly for simple nuclei). By
comparing the two studies, it was hoped that values of mean-free-paths might be
extracted. The comparison was the main interest of the UW collaborators, while the
photoproduction measurement itself was the focus of the SAL contingent.

The present measurement constitutes the first attempt at investigating x* photopro-
duction using low threshold (~15 MeV) plastic scintillator telescopes and tagged photons
on Z 2 20 nuclei. As previously noted, the low detector threshold is important because it
allows for a much larger sampling of the x* energies produced in the QF reaction. The
inclusion of C in the target set allows for comparison between this tagged photon
measurement and an existing one. It was hoped that this measurement would shed light
on the glaring discrepancy in angular distributions between Arends et al. and Shoda et al.
Finally, trends in the total =¥ photoproduction cross section as a function of A would be
established, since nuclei spanning the full range of the periodic table were to be investi-
gated.



Chapter 2. THE EXPERIMENT
An overview of the experiment is presented. The facility, the generation of the
bmmssmhhngphmmhcamthephmmngﬁngpmcedmthccxpcﬁmcmmappa.
mms,andﬂlﬁdmaacquisiﬁmmmdiscussnd.Anm summary is presented. Units
of h/2x = c = 1 are assumed.

2.1 General Introduction
This experiment was performed as a collaboration between groups at the
Saskatchewan Accelerator Laboratory, the University of Washington, the University of
Melbourne, and Queen’s University, and involved three graduate students. The produc-
tion run spannedappmn‘mamlyaommnnmpcﬁodfrmB October to 8 November, 1990.

Cmccpmaﬂy.hwasamm‘mphmmLMmgeﬁcﬁmmggedphmm
in the energy range 175-215 MeV were used to irradiate solid targets to produce three
charged particle types: pions (%), protons (p), and deuterons (d). These particles were
detected in one of four detectors, set at nominal laboratory angles of 50°, 80°, 110°, and
140'“.Fmthcpmpos:s&fﬂ:ismmhitmﬂm(‘m*)rmﬁmwhichwasofimmm
(v,p) and (y,d) results will be reported on independently.

The targets were mounted in a ladder which was both remotely monitored and
controlled. The ladder was set at 30° with respect to the photon beam, effectively doubling
mcmgﬂﬂﬁckncssalongmcb:amﬂnc.lhcmrgcmincludcdﬂigandﬂ);.asweﬂas
patural C, Ca, Sn, and Pb. %mﬂu@afwmﬂh—aﬁmwmﬂam-
tion target (H). mgmbdasapromnmﬂgycaﬁbmﬁnntargﬂfmtﬂ&i:ﬂ:pmdm (v.p)
experiment. An empty slolwaslcﬁinmemrgctladdennmsmﬂmmuihuﬁnnmﬂm
target yields ofthcrmmair(NgandDz).Thepmdunimmrgmmchcap, safe, and
evenly spaced on the In(A) scale.
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Figure 2.1: A Schematic of the Experiment

2.2 The Facility

ThecxpninrmwaspcrfmdattthashmhewanAmlcmmrlabomm.m
facﬂityboasmaBﬂﬂMeV,sksncﬁmHnwmhmanAC)mbdman&agy
Compression System (ECS) (Laxdal, 1980) and a Pulse Stretcher Ring (PSR) (Dallin,
1990). This apparatus was capable of producing a monochromatic, continuous wave
(CW) electron beam and delivering it to experimental area 3 (EA3), which was, at the time
of the experiment, the tagged photon hall (see Figure 2.2). The method by which the beam
was produced and delivered to an experimental area is well documented elsewhere
(Amendt, 1990), and thus will only be discussed here briefly.

The production of the CW, monoenergetic electron beam used in this experiment
Mvﬂﬂrmmgﬁ.mme&stmgqmmﬁcmammlmgpﬂxofdm-
trons with a momentum spread of 1% to 288 MeV. In the second stige, these pulses
passed through the ECS, a device which utilized dipole magnets and an accelerating
section to reduce the momentum spread in the electron pulses to 0.1% without sacrificing
beamcanhthemirdmge,thtennrgymmpumcdSmnselmPulsesm
injected into the PSR. A circulating pulse was then extracted in a continuous manner until
mtmtpmmﬁmmcﬁnmmmhjmmﬂmm,memmmnf
the electron bunches was further reduced to a “monoenergetic” 0.01%. After extraction
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Figure 2.2:Saskatchewan Accelerator Laboratory (November, 1990)
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from the PSR, the electron beam passed through the beam switchyard where it was
dkmmmm,ﬁeﬂggmphmmmmmtmmmmﬁm@y
50 nA.

2.3 Bremsstrahlung

Upon entering EA3, the beam wasiucidmtupmavacnmnchamberwhichmnmimd
a radiator wheel. Toagoodappmximaﬁm,themlaﬁvepuminﬂmbmmsmahmngradi-
ation “R“pmducedatlhemdiamwasgi\rcn by

X
P(x =
( } = l—cxdzl—(l—_i)nx—xo; Xp»X, (2.1}

R=]-
Py Xg

where “P(x)” istbcpnwinthcdmbcamatadcpﬂlxinﬂdcmcmdiamrmamﬁal,
"Pg(x}”isﬂmpowcrﬂfmcinddmtelmbm.‘ﬁ:”isthﬂhi&nmsnﬁhem&iahmm
"xo”isuncmdiaﬁnnlcngmufthcndimmamial Over one radiation length, the power
ofﬂ:cincideutdocmh&ammﬂdheredmdbyafacmuflk.

txpmssedasﬁacﬁmsnfmcmdiaﬁnnlcngmmﬂmprmtcmmeﬁlmm-
sponded to 0.1% which by equation 2.1 muvmﬂ.l%nfthecnmg}rintheincﬂmtelﬁc-
mbeaminmbrmssuahlungphum. y

ndiam.Howevﬂ,ﬂmscthickmdiamyicMimimﬁmmmHExsofthcinddmdx—
ums,arcsusccpﬁbkmmulﬁplcsmuning,mﬂpmdmfarmomuchbrmsmMungfm
mﬂdemwmhamggmmmLmn.l%m“s
usedsimcityicldﬂﬂwhrgmposﬁﬂeamnnntnfbmnsmﬂmgmcpmugga
cmﬂdhandlcwhﬂeatthcsamcﬁmnﬁninﬁzingdunﬂnnuudﬁhnblem

Electrons which interacted with ﬂ:cﬂﬁnraﬁamyicldedafm'ward-pcakadmof
brc:nssu-ahlungphotons.'lhc:opcning angle of the hremsmhllmgphmunmmwasgiv:n
by

1 1
_3#?=E—Ee—ﬂl.8 mra.d, (2-2}
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where “E.” was the energy of the electron beam (288 MeV), and “m,” was the mass of
the electron (0.511 MeV).

Electrons which did not interact with the radiator were directed into a beam dump
using a sweep magnet. In a true bremsstrahlung experiment, the cone angle of the photon
beam would be limited using a collimator. This limited angle and the radiator-to-target
distance determine the size of the beam spot on the target.

Figure 2.3:The Bremsstrahlung Photon Cone

While the energy of any given bremsstrahlung photon is simply

k = Ejcident ~ Epost tremsstrabiung > @3)

the energy distribution of bremsstrahlung photons is continuous. Figure 2.4 shows the
bremsstrahlung photon distribution for an incident electron energy of 288 MeV (Schiff,

1951).
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Figure 2.4:A Sample Bremsstrahlung Spectrum




2.3.2 Problems With Bremsstrahlung Photon Experiments

The large range of photon energies present in the bremsstrahlung photon cone results
in incompletc kinematics for most bremsstrahlung experiments. Because the incident
photon energy is simply not known on an event-by-event basis, a given low-energy
particle that is detected could have been due to either a low energy photon, or a high
energy photon plus final state interactions which degraded the energy of the detected
particle. To extract the monoenergetic contribution from the bremsstrahlung photon flux,
photon difference methods and single-difference bremsstrahlung unfolding techniques
(Martthews er al., 1971) were developed. However, these are susceptible to large system-
atic uncertainties. Further, accurate determination of the total number of photons incident
upon the target is a difficult and involved process (Sarty, 1992; Igarashi, 1993). Finally,
no timing reference signal corresponding to the creation of the photon is available in a
bremsstrahlung experiment. A practical solution to the problems associated with
bremsstrahlung photon experiments is the photon tagging technique.

2.4 Photon Tagging

The method for selecting individual photons of similar energy from the continuous
bremsstrahlung photon energy distribution was first suggested independently by Camac
at Cornell and Koch at Illinois. However, until recently, photon tagging was impractical
because of intrinsically slow electronics and the low duty cycle pulsed-beam accelerators
(Weil ez al., 1953; Cence et al., 1961; O’Connell ez al., 1962). The duty cycle measures
mtumﬁnumsofmcdmbcamﬂlnwdnqrcytlﬁmachinchhssthemgﬂwiﬂl
highpeakcmnmfmshmpaiudsufﬁn:hdingmcvmmth:cmm&mply
cannot handle, and then presents long periods of time where no beam is delivered to the
mamghdmmkmmmmm?mmmmmmmlwm
currents, but the same integrated charge over a given period of time. This helps keep event
rates at a level which the electronics can handle. Thus, crucial to a tagged photon experi-
mrisahighdntycycleCWaculmmr.Thismakcsthcﬁnﬂﬁngfmmpmﬁml
event rates the speed of the electronics.
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Several modern tagging spectrometers and high duty cycle accelerators exist at facil-
ities worldwide (Arends er al., 1982A; Kellie ez al., 1985; Terasawa ez al., 1986; Blom-
quist, 1993). The photon tagging facility at the Saskatchewan Accelerator Laboratory is
well documented elsewhere (Vogt et al., 1993), and thus, will only be discussed here
briefly.

2.4.1 The Photon Tagging Spectrometer
For the bremsstrahlung photons to be tagged, a tagging spectrometer or photon tagger
ﬁwmmmmmm.mmwmﬁmdam
shell magnet and a set of scintillator detectors known as the focal plane array.

channel 16 ——

focal plane amay —————— -

non-interacting electron beam
chamne] | ————p n ¥
post - bremssirahlong electron
tagger magnet
electron beam -a— collimator
_*
:adnu'—+ -

bremsstrahlung photons to photoproduction target

Figure 2.5:A Schematic of the Photon Tagging System (Top View)

The intermingled beams, both electrons and bremsstrahlung photons, as well as the
vast majority of electrons which had not interacted with the radiator, pass through the field
of the tagger magnet. Rather than dumping all post-radiator charged particles, the tagger
magnet acts selectively. Electrons which did not produce bremsstrahlung were simply
deposited in a well-shielded beam dump, located far from the experimental apparatus. A
Faraday cup located in the beam dump served to crudely monitor beam current. Electrons
which produced bremsstrahlung had significantly less energy than those which did not,
and thus endured a greater bend in the field of the tagger magnet. If these electrons were
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wiﬂ:inmemnmﬁnmmamcpmnceofthelaggcrmgmnﬂmymdimcmdmwudsmc
mggﬁfacalphncdcwcmrmw:ﬁfmmummmmﬂysis. If they were not, the corre-
sponding bremsstrahlung photons remained untagged.

The radius described by a bremsstrahlung electron was proportional to its momentum,
and hence the least energetic electrons struck tagger channel 1, while the most energetic
electrons struck tagger channel 16 (see Figure 2.5). For a given ficld setting, the optics of
the spectrometer provided knowledge of the electron trajectory as a function of its energy.
Thus, the physical location of a given tagger channel was sufficient to determine the
energy of a bremsstrahlung electron. This yielded the energy of the corresponding
bremsstrahlung photon, by equation 2.3. By altering the field of the tagger magnet, the
momentum acceptance of the tagging spectrometer could be changed. In this manner, the
entire photon tagging system could be set up to take a user-defined “bite™ out of the
bremsstrahlung photon spectrum (see Figure 2.6). This focal plane bite was divided into

16 smaller bites, each of which corresponded to a single tagger “channel”.
4
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Figure 2.6:The Tagger Bite

A bremsstrahlung electron within the momentum bite p  p of a given tagger channel
was associated with a bremsstrahlung photon of a given energy k + 8k. The relationship
between tagger channel and photon energy was documented (Pywell, 1987), and acces-
sible via the SAL system program TAGENG. While the intrinsic energy resolution of the
tagger magnet was 0.1%, the tagger channels corresponded to a resolution of about 1.5%
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in the energy of the recoil electron. Thus, the energy resolution of a given tagger channel
was determined by its physical size. Table 2.1 shows a sample TAGENG output, which
corresponded to the actual operating conditions for the 288 MeV electron beam. The input
parameters appear at the top, and are labeled “diagnostics™.

DIAGNOSTICS:

Standard Tagger Focal Plane.
Incident electron beam momentum: 288.00 MeV/c.

Setting number: 670.

Central Tagger Momentum (P0): 85.97 MeV/c.
Tagger Field (B0): 0.537 Tesla.
Correction Factor: 1.0236.
16 Channel Configuration

Table 2.1: A Sample TAGENG Output

g | oo | G0 | oo |, S | o | B
Khopa.| e % | ™Mevig | P | pevy | Spread
MeV/c] [MeV]

01 -31.09 -18.77 71.74 1.08 21738 | 1.08

02 -26.75 -16.29 73.65 1.10 21521 1.10

03 2241 -13.77 75.87 1.12 21299 | 112

04 -18.07 -11.20 78.13 1.14 21073 | 1.14

05 -13.73 -8.59 80.43 1.16 20843 | 116

06 939 5.92 82.78 1.18 20608 | 1.18

07 -5.05 -3.21 85.16 1.20 20370 | 120

08 -0.70 0.45 87.59 1.22 20127 | 122

09 +3.64 +2.35 90.06 125 19880 | 1.25

10 +7.98 +5.21 92.57 127 1 19629 | 127

11 +12.32 +8.11 95.12 1.29 19373 | 129

12 +16.66 | +11.06 97.72 131 191.14 | 131

13 +21.00 | +14.05 10036 133 18850 | 1.33

14 +2534 | +17.10 103.03 135 18583 | 1.35

15 +2968 | +20.19 105.75 137 183.11 1.37

16 +3402 | +2333 108.51 139 18034 | 1.39
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Mbmmssmhlmgphom:swmunaffmedbymcmgmﬁcﬁdﬂ,andthnspassud
down the beamline 1.92 m to a 20 mm diameter collimator, and a further 2.5 m to the
target ladder as candidate tagged photon events. The photon beam was collimated to
ensure all tagged photons were incident upon the target. This resulted in a beam spot on
the target of about 1 cm in diameter. Some photons which made it to the target initiated
nuclear reactions whose products fired the detectors in the experiment arm (“X-arm”),
such that an electronic experiment trigger (“X-trigger” - see section ) was produced. An
overlap in time (coincidence) between an X-trigger and any electron hits on the focal
plane was defined to be a valid, tagged photon event, and led to the generation of an inter-
rupt. The tagger electronics identified the coincidence and returned a signal (hereafter
referred to as “X-reference”) to the X-arm electronics (see Figure 2.7).

focal plane electronics .
o Tagged photon event (X-reference)
C'_:} X-trigger AND
c:::’
AWA)
16 (VALY
SRR RO e X-arm detector | | E
=— AE
momentum analyzed reaction
1 electron product
incident electron "
tagged photon i

radiator
Figure 2.7:Detail of a Tagged Photon Event

Each tagger channel was connected to a time-to-digital converter (TDC) which
measured the time in TDC channels (1 channel = 0.1 ns) between the bremsstrahlung elec-
tron striking a given tagger channel in the focal plane and the X-trigger (effectively the
time-of-flight (TOF) of the reaction product from the target to the detector). Figure 28
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shows a typical tagger TDC spectrum representing the sum of all 16 tagger channels. Note
that because only one tagger channel corresponds to the true &* event, stops in the other
15 tagger channels are purely random.

«00 TOF [TDC channels]
Figure 2.8:A Typical Tagger TDC Spectrum

The spike represents tagged photon events having similar TOF, and is known as the
“prompt timing peak™. Events which do not lie within the prompt timing peak correspond
to random hits in the tagger focal plane, which were thus completely uncorrelated in time.
The linearity of the random event distribution across the background region illustrates the
events were truly random. A slightly negative slope was a consequence of the stolen coin-
cidence phenomenon, which will be discussed shortly. The width of the timing distribu-
tion in the tagger TDC spectrum, ~360 channels = 36 ns, is referred to as the “hardware
coincidence resolving time”.

mm‘ icl -

Each channel of the photon tagger was also connected to a scaler. This scaler counted
every electron which struck the channel. The incident electron flux per tagger channel,
“Ng(1)”, was known 1o the resolution of the tagger scalers, +/-5 counts (the tagger scalers
are prescaled by a factor of 10). As shown in Figure 2.8, there are two event types
displayed in a typical tagger TDC spectrum: prompt and random. The number of electron
hits on the focal plane corresponding to a single X-trigger was defined to be the event

S —
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multiplicity. FmaxamplmiflhmmﬂdeCMhimmﬂlcmggﬂfucalplanﬁm
spmﬁngmagiva-ﬁggq,memthﬁpﬁdwmdbcmmm
were also present in the prompt timing peak, events of multiplicity greater than one were
nmsmﬂypmmtmmedmAﬁtpammgimmdﬂdmzpamnfﬁmmm
focal plane per X-trigger. Figure 2.9 shows a typical multiplicity distribution.
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Figure 2.9:A Typical Multiplicity Distribution

The technical details of the 1ﬁchannc1phummggﬁmwtﬂ¢acmnmtﬂddscwhﬂe,
and thus will not be dealt with here (Vogt, 1989; SAL, 1989; SAL, 1990A). The tagger
Glccmnicsmdcsignedmruﬁuinsmmnﬂousfucalplancmmsufupmiﬂhﬂiz,
almoughtypicalmfmﬂ:isexpuimtwmmmcmduufSSLﬂhfmmmsﬂm
will be presented later (see page 55). Z

Twmpmmmmmmmﬁmmmmmmn Note
th.atmisramwasmclusiwmscvualparﬁclctypcsm’nmitmnmmmm-ﬁmﬂﬂm
detected particle was a pion, a proton, or a deuteron. It was the relatively long TOF of the
dwmnwhichmadcnmmthcﬁnshmﬂmcoﬁncidmmmhﬁngﬁnnﬁlw,
because the focal plane was mounted vertically, it was only visible to horizontal cosmic
rays, which are extremely few in number. :
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Stolen Coincidences

The fact that the prompt peak is superi on a background of random events led
mm:mlmmmthmmn.ConﬁdﬂaﬁnglCE*mtDWMgmmuﬂhﬁ
four detectors of the X-arm. Suppose that at the time the x* was detected, there was more
than one electron hit in the tagger focal plane. This occurs since the coincidence resolving
ﬁn:gamhasﬁnitcwidth.WmitpnssiblcmmdumthisgammmhlﬁnimﬁmaLsmlm
coincidences would not occur. Of the multiple electron hits on the focal plane at the time
the X-arm event was recorded, only one was the true electron, while the rest were simply
randoms. Because the randoms were evenly distributed across the focal plane, it was
posa"hkthaxanndomchcmhit&csam:mggcrchmmluﬂumehcmﬂdpﬁm
mi:.ﬁus,ﬂmnggaTDCmuldhavcbmnswppedbythcmndmhitinstmdufmem
electron, and the event which should have fallen within the correlated peak was instead
mgimndbefmit.mekcyidmisﬂmtﬂmmggcr'IDCscanunlybcstoppudm.Thus,
later TDC channels have a lower efficiency for detection, since any earlier stop pulses,
real or random, will prevent their registering the true stop pulse. The stolen coincidence
correction per tagger channel is given by (Owens, 1990)

(N.(D) -7)
T-df

w g~

24)

stolen(i) = ¢

Ne{i}-'tc]
() |

whm“Ngﬁ)"wasﬂwnnmhcrofdecﬂmsacmaﬂydcmedbymggerchameli,md“tc”
was the time difference between the leading edge and the mean of the prompt peak for the
it tagger TDC spectrum. The variables “T” and “df” in equation 2.4 represent the live
ﬁmaandavmgﬂdmyfmfmﬂrmhmmﬂhcwahmﬁmufmedmyfamris
pmsmtndmpagc39.Tahlc2.2prmtsthcavmageduty£acﬁrsmdﬁveﬁmﬂm:m
used in the stolen coincidence corrections.

Table 2.2: Duty Factor and Live Time Summary

Target Detector df (%) T (sec)
— — — — —_— —
Melbourne, large colli 24.04 64203

CH; Melbourne, small collimator 26.61 40167
Sydney/Adelaide/Seattle 24.92 104369




Table 2.2: Duty Factor and Live Time Summary

' Target I Detector df (%) T (sec)
Melbourne, large collimator 24.45 130802

Carbon Melbourne, small collimator 19.59 17799
Sydney/Adelaide/Seartle 23.88 148601

Calcium All Detectors 23.88 92706
Melbourne, large collimator |  26.49 74188

Tin Melbourne, small collimator |  28.76 112296
Sydney/Adelaide/Seattle 27.26 186484

Lead All Detectors 16.89 288235
Melbourne, large collimator |  27.23 42641

Out Melbourne, small collimator | 22,07 27757
All Detectors 25.14 70398

Ihccalmhmdmhnminﬁdmdidnﬂ:xmad?%nfthtmmldmﬂmfmm
taggerchannclfmanymhinaﬁnnuftargctandm.

Thcxmﬂnumbuufmmbyagimngguchmndmthusgivmby
N" (@) = N, (i) - stolen (i). (255
2.42 Tagging Efficiency Measurements

meledgcnfmecﬂidcncymwhichphomnsmmggndmnmy.mm
phumnmggingsynmbmlm'%eﬂidmLﬂlmwmﬂdhawhmaum—mm
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The tagging efficiency was measured periodically throughout the experiment using a
hﬂgﬂmsdﬂm,whkhmmumdmbCIMcﬁdmtfmthﬂmngE
photmsmmcmggadpmmgymgt.mm&mcMMgbum
was reduced several orders of magnitude, and the detector was moved into the beamline.
A pair of runs was performed, one in which the radiator was in the electron beam, and thus
bremsstrahlung was produced, and another in which the radiator was out of the electron
mmmmmy,mmmmmmmmmmdm
beam currents were the same in both runs, the overall tagging efficiency was given by

- . tmtaltaggedludglnswmts
tagging efficiency =~ o ectron hits on focal plane @5

In order to determine the tagging efficiency as a function of photon energy bin, equation
2.6 was evaluated for each collection of tagger channels which defined a photon energy
bin. Further, it was necessary to account for room background. This resulted in the expan-
sion of equation 2.6 to '

electron hits (E,) |ill —R-electron hits (E,) |““t

total] ™ - R - total] °**

tagging efficiency (E,) = 2.7

where » o X

_ livetime] -

R = (28)

livetime] *™
The livetime is simply the fraction of time during which the experiment electronics were
capahlcufacwpﬁngminmnpt“foﬁl"mfmmﬁmmulnumbunfchcmhimms
the entire focal plane, and “in” and “out” label the radiator-in and radiator-out runs respec-
tively. It was observed that there were essentially no electron fits in the tagger focal plane
when the radiator was out of the beamline. It was also observed that the tagging efficiency
was constant as a function of photon energy.
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Each tagging efficiency measurement consisted of both a radiator-in and radiator-out run.
Table 2.3 presents the results. Thmrﬁultsandaﬁtmplomdinﬁgmlll.

Table 2.3: A Summary of Tagging Efficiency Measurements

Tagging Tagging

Runs Efficiency Runs Efficiency

(+/- 0.01) (+/-0.01)
231238 | 082 | 331338 0.79
260/261 0.78 369/370 0.81

A

307/308 0.76 394/395 0.81
331/333 0.80 410/411 0.81
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Figure 2.11:Tagging Efficiency as a Function of Run Number
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Since there were no major changes in the tagging efficiency over the course of the four
weeks, the eight measurements were simply averaged to yield a mean tagging efficiency
for this experiment of 0.80+/-0.01.

2.43 Beam Monitoring Using the Tagger
Beam Quality

Since each tagger channel was connected to a scaler, the distribution of electron hits

across the focal plane was known. Figure 2.12 shows a typical distribution.

4 N(e(i)

tagget channel eG) ———>

Figure 2.12:A Typical Electron Spatial Hit Pattern
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A striking feature of this distribution is that the odd numbered tagger channels have
consistently chﬂwuntsﬂganthccvcnnumbcmdmggcrchannds.Thisisagmmmic
effect due to a combination of the overlap of the individual tagger counters to define
tagger channels and the fact that the electrons struck the focal plane at an oblique angle.
However, because the experiment was performed on a channel-by-channel basis, the
“odd-even effect” was not a problem since it divided out in the cross section calculation.
Tha:.is,achannclwhichhadmdmhimmiﬂmsasmcmedphmmﬂmducmthc
odd-even effect also had the exact same proportion of x* yield in excess, so that the cross
section, which depended on the ratio, was unaffected.

The distribution should correspond to the shape of a bremsstrahlung spectrum. The
quﬂhynfﬂmhcamomﬂdbemnimmdbypcﬁndicaﬂychmﬁngahiswgrmn{ﬂwmggﬂ
scalers for deviations from this shape. For example, if the beam was missteered, electro-
magnetic sCrapings from the beam pipe appeared as copious amounts of hits in the lower
energy tagger channels, and thus dramatically distorted the shape of the distribution. In
fact, by closely monitoring the tagger scalers, the experimenter was able to recognize
problems with the beam well in advance of the machine operator.

There is an apparent deviation from the bremsstrahlung distribution for a perfectly
steered beam in Figure 2.12. This is caused by the fact that although each of the tagger
chmmlshasthcsanrphyskal:ﬁm&im,ﬂuymhhauadiﬁumtmnmmmp-
tance, with the tagger channels corresponding to high photon energies (and thus low elec-
tron energies) having the least. Because of this, the tagger channels corresponding to low
photon energies saw more electrons due to their acceptance, which distorted the
brmssﬂaﬂmgshqrafmespecmmﬁﬂwhdiﬁduﬂchanm!smmmnﬁmdmmﬁr
acceptance, the true bremsstrahlung shape was recovered.

To minimize background and reduce deadtime in the electronics, it was desirable to
havea.sllm:rljrCWanelmbcamaspossibl:.Thcdutyfacuris&mmtofthis
beam continuity. For a given period of time “T™, the duty factor “df” was given by




~39—

2

i b
T th I(1) )
df = ———— (2.9)
fat (1)
0

where “I(t)” was the instantaneous current at time t. A duty factor of 1 wi:mspondndma
perfectly steady beam, while a duty factor of 0 corresponded to a delta function pulse.
This expression may be equivalently written (Florizone et al., 1990) in terms of the counts
seen in time T by two well-separated tagger channels A and B

N,Np; 1

df = ﬁ‘?’ 2.10)
where “” was the hardware coincidence resolving time. The channels were well-sepa-
rated to ensure that the coincidences between them, “Nag”, were random events.
P:rpo@c-buﬂtclncumicswmmmbimdm&ﬂamcmggafmalphncmmmfuﬂynnﬁm
mmmofmmmMmMﬂmmnmedmy
fmmntpumbmmmdnfmhﬂicamdmachincpmbmnutyfmmmgmgﬁnm
5%mmmrmdndovﬁ'ﬂmmufthﬂmwhhaﬁmavmgndvaluenfuﬁﬁ.

2.5 The Experiment Arm Apparatus
The detector telescopes, the electronics, hardware x* identification and the determi-
nation of acceptable events rates are discussed.

2.5.1 The Detector Telescopes

The X-arm consisted of four AE-E type plastic scintillator telescopes of medium
cnn'gyrcsoluﬁon(—li%-snehppen!ix]))placada:amuﬁnaldistmmofwcmﬁnm
the target at nominal angles of 50°, 80°, 110°, and 140° with respect to the photon beam-
line. Use of the AE-E technique allowed particle identification via the determination of the
charge-to-mass ratio (see Figure 2.21). Over the course of the experiment, these tele-
mmmumum.sm,mmmmmmy{m
Figure 2.13).
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Sydney

ﬁgurelH:TheGﬁoﬁntr}'nfﬂieX-am

Table 2.4: X-arm Detector Summary

D;T D;:z" Funded By:

[ S°1> | Mclboume | University of Mclbourne/Treat University
80°57° | Sydney University of Melbourne/Trent University
109°14° | Adelaide University of Melbourne/Trent University
140° 38° Seartle University of Washington

Each telescope consisted of a relatively thin AE-type detector followed by a very thick
E-type detector (see Figure 2.14). The AE served as a ransmission detector for all but the
lowest energy ®*. A &* passing through it would lose some, but rarely all, of its energy.
Note that the effective x* detection threshold of the telescopes reflected the fact that some
low energy & were actually stopped by the AE. The integral of the analog output pulse
from the anode of the AE-detector was proportional to the energy deposited by the x* as
it passed through. |
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The AE counters consisted of 100 mm X 100 mm X 6 mm thick BC400 scintillators
upﬁmnymuplmmawmbaﬁcmmﬁghtgnﬂdcmdupﬂcﬂmmﬂm
Phiﬁps}CFQZEthomulﬁpﬁmmmwdon{ERNﬂMbasmThemnxinﬁlm
volume of the AE detectors made them invisible to almost all cosmic rays.

The thick E-detector served to stop %" of all energies created in this experiment. The
inwglﬂﬁfmcaﬂﬂogmtputpulxﬁmnﬂmmod:ﬂfﬂmE-dEMMmmﬁmﬂm
the total energy of the &*. There were two types of E-detectors employed in the experi-
ment. Three of them, identified as Melbourne, Sydney, and Adelaide, were supplied by
mcUnivmﬁyufMdbmmu.ThasemmgularblucksaENE 102A measured 165 mm X
165 mm X 360 mm in length and were optically coupled to 127 mm Philips XP2040/
XP2041 photomultipliers and SAL-designed bases via UVT (ultra-violet transparent)
acrylic adaptor plates and Dow-Corning Q2-3067 optical grease (O’Rielly, 1993). The
fourth E-block, Seattle, was furnished by the University of Washington. This cylindrical
block of BC 408 measured 150 mm X 305 mm in length, and was optically coupled to a
127 mm Hammarmatsu R-1250-03 photomultiplier and base using UVT acrylic lightguide
and optical grease (Rosenzweig, 1993). Similar E-detectors have been reported on previ-
ously (Saltmarsh ef al., 1972; Axen et al., 1974).

AE-Detector
0.635cm - - E— -—— 200 cm
8.0(5.5)cm @ atf— 36.0 cm — -
Anode
30.0 cm to target N2
= — E-Detector PMT HV
Collimator TL Clip
|
— t— 5.0 cm
25 cn——->m - Lead Shielding
——?- f— 5.0 cm (to front of scintillator block)

Figure 2.14:A Typical AE-E Telescope and Housing (Not to Scale)
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Thct:lcsmpcswmmmmdnd“ﬁﬂmpmlﬂcmoﬂﬁdinmcfmnfahut.mshicﬁ
memﬁnmmmbackgrnwmchumcmdinﬁmﬁnmmcbmdunm.MQfmnfw
were collimated to an 8 cm diameter circular aperture for all targets. The fourth,
hklbnmc,localcdﬂﬂEmuﬁtfmmdmglc,w&swﬂimmdmwﬂcmdimm
apcmxrct‘unhntargetshavingﬁsm,mdaiicmcimularapamfmﬂwmgmhaving
A > 120. However, some runs for lower A targets were taken with this smaller collimator
as well. The collimator was changed to keep the singles rates (see page 55) to an accept-
able level, since as the number of protons Z in the target nucleus increased, so did the
numbcrnfpahpmducedmtﬂmpaiptndmﬁmwmmﬁmgmsmugMyﬁhzz
at these energies). The collimator bore was not cylindrical, but instead the apertures were
rounded to minimize inscattering to the detectors. If a collimator was perfectly cylin-
dﬁmLcnagcﬁcchmguipﬁrﬁcksmuMsmﬂanﬁﬁﬂbmcandbccyﬁndﬁmﬂyfm
into the active volume of the detector. Not only does this increase the number of unwanted
events reaching the detector, but it also makes solid angle calculations difficult. By
mundhgoﬁmﬁcadges,amifmthickﬁpwasachicwd,whichgrmﬂymdumdm
probability of charged particles scattering from the collimator into the detector.

m

w

charged particles are cylindrically
focussed into the detector “no” inscatteriny into the detector
Figure 2.15:Collimators

The gains of the AE detectors were set such that a minimum ionizing electron
pmdmda-?SmVpulsc.Typicalepulscshapeshadaﬁseﬁmnfahuu:ﬁnsandadm—
ﬁmufiinaihcgﬁnsofﬁcEMmsetsnchﬂmalmthmpmdmd
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a -1V signal. T}rpicalEpulscshanhadaﬁStﬁnlﬁﬁfabmﬂiﬂs,aﬂlmﬂfm
ns. Because of propagation delays within the photomultiplier itself, a given E-detector
mnkabmtmnslmgathanimﬂmunmmmmsagivcnmm

——clipline (L) |
3 R<50Q
transmission lme
to the electronics —————
Figure 2.16:Detail of the Clipline

It was desired to have the best decay pulse integrity possible, so the falltime of the E pulse
wasmcialmﬂmupuimtmus.mcEsignﬂmmndiﬁndmmkeimdmﬁmin
time as short as possible, using a procedure known as “clipping”. The analog signal
produced by the photomultiplier was split at point 1, the anode. A portion of the signal
pmmaduddnwnmccﬁpﬁm{poimzmwmd).whﬂcmcmmm&rwaspaswddﬂwnm
msmissimﬁnc(deSmwmd).Thccﬁpﬁncsignﬂmhlcmmmmdmgmmd
thrmghamsism,RHRwasnutequalmmechmmisﬁcimpedmofthcmsuﬁs-
siunﬁnc{iﬂﬂ},mmmcm‘gualthemﬂdeﬂﬂximpedmnﬁﬂmthRm
greater than 50 ©, the reflected signal had the same polarity as the original signal. If R
was less than 50 Q, the reflected signal had the opposite polarity to the original, which
was the desired situation. The length in time of the clipline, 2L/v, where “v” was the signal
propagation speed (about 2/3 the speed of light), was set to be slightly less than the rise-
ﬁm&of&cpﬂscoﬁginaﬁnguthcmnd&hthismm,ﬂ:cmﬂmudsignﬂaddndina
dmucﬁwfnshimmmcmﬂufﬂmmtﬁmdﬁgnﬂﬂlmdmisdmmdﬂmfaﬂﬁm
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of the analog sum (point 4 onward). Note that for pulse minimization without a net loss
mnvmﬂﬁgnalmpﬁuﬂc,wvshmldhavcbnmsﬂequﬂmm:ﬁmnﬂhcmﬂng
signal. By setting 2L/v 1o a value slightly less than the risetime, amplitude was lost in the
sum signal. However, the reduction of the pulse width was the goal. A potentiometer was
used to determine the resistance value necessary for the desired minimization. Subse-
quently, resistors (of typical value 20 Q) with very short leads were substituted for the
potentiometers. This was done to decrease noise pickup and signal ringing, and also
because potentiometers have undesirable associated inductance. The resulting clipped
anode signals from the E-counters had risetimes of approximatelly 5 ns and falltimes of

15 ns.

2.52 The Electronics
The electronics consisted of standard NIM and CAMAC modules. The most impor-
tant modules were the Phillips NIM 715 Octal Timing Constant Fraction Discriminators
(CFDs), the LeCroy CAMAC 2228A Octal Time-to-Digital Converters (TDCs), the
LeCroy CAMAC 2249A Twelve Channel Charge Sensing Analog-to-Digital Converters
(ADCs), and the Kinetic Systems KS3615 Hex Scalers.

A CFD is a discriminator which triggers at a constant fraction of the input analog
pulse height to minimize timing jitter in the output logic signal. It was the best type of
discriminator to use for this experiment because of the large amplitude range of analog
input signals. The more typical Leading Edge Discriminators (LEDs) which trigger at a
fixed level of the input analog pulse height shift in time as the amplitude of the input
analog signal changes. A TDC is a module to which two logic pulses are passed, a start
and a stop. The former starts an internal clock while the latter stops it. The time difference
between the two pulses in the form of an integer is returned. All TDCs used in this exper-
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musmmtypicalTDCsmpspikcsfmdmﬂEandEdcmThmTDCswmsmmd
by the X-reference sigqal,andsmpp&dbflhﬂwteaisninﬁmmtsignﬂ.
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Figure 2.17:The TDC Stop Spikes

AchngesmsingADCisamdulcmwhichmanalnginputpulscandagaﬁngpulscm
pasmiWhilctheADCismahled,memﬂngpu]sccmtisinmgramd,mdmimcgu
proportional to the integrated current (total charge) is returned. Finally, a scaler is a
modulctowhichIoglcpulsmandaninhibitmpassailfthcinhibitismineﬂ’mt,thg
logic pulses are counted.

Figure 2.18 presents a block diagram of the electronics, including all pertinent delay
values, guewidlhs,andthmhnlds.lbtmnstimpmmmnftheclccmnim
dealt with in the following four subsections. .t
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The X-Trigger

., .

An X-trigger was defined to be the logical OR of an event in any one of the four
detector telescopes. Typical X-trigger rates were on the order of 100 Hz.

Event in Seattle telescope

Event in Melbourne telescope

o X-trigger
Event in Sydney telescope
Event in Adelaide telescope
Figure 2.19:Detail of an X-trigger
The ESUM Threshold

As mentioned in section 2.5.1, pair production was the dominant mechanism which
kadm&emaﬁmnfmmmdhckgro@iﬁismhedinmwsmdsnfnﬁnmsﬁng
electron or electron-positron pair events being detected by a given telescope for every
mmmmmmndmmmofhwmﬁ.mcuﬁmmymcﬁnﬁmm
them was to substantially raise the discriminator thresholds on both the AE and E
cwnm.Howevﬂ,miswmﬂdhavcmdmdﬂmdamcﬁm:fﬁdmcy,simcasﬂmmgy
of the ©* decreased, the AE signal increased in size, while the E signal decreased. Thus,
an ﬂmmMndwasadopwdmkwpmcnumhaofdmmmwﬁchm
pmn:sscdmanﬁnimnmﬂsingaﬁnmfan-in{aﬁcr},ﬂmmﬂugpulscs&omﬂmﬁand
Emmmxmdinmas‘ngiemalogpulscmamfmﬁmcdmasﬂ:cW’
pu]sc}.ThissignalwaSthmdiscﬁmemdandincludcdinthcwmuiggﬂ.

Event in AE counter

Event in E counter

ESUM of events

3FOLD

Valid Telescope Event

Figure 2.20:Detail of a Valid Telescope Event
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A valid telescope event was thus defined to be the logical AND of three conditions: the
energy deposited by the particle in the AE-detector had to exceed the AE-detector
threshold, the energy deposited by the particle in the E-detector had to exceed the E-
d¢MWmmshol¢andmcsumufmﬁcmmgicshadmcxmdth¢ESUMﬂumhnld
(see Figure 2.20). :

B:,rsmglydisminﬁnaﬁngmmcESlMsignﬂmmuﬂuncimﬂ'thcﬁEmEsigml&ﬂm
electron event rate was kept to tolerable levels. In fact, the ESUM method of electron
mjecﬁonpmvadmbcmaﬁncﬁvemauhcﬁEdeﬂncshddswmmmjmmmc
noise level (-35me1d-4ﬂmVrcspecﬁvdy}.ﬁgmchﬂlusumcsﬂumanncrinwhich
these three discriminator thresholds actually affected the data which was collected.

AE [ADC channels] '§'

——— - - - = - L R
.......................
.............................

......

Figure 2.21:An On-line AE-E Scatterplot

Hardware n* Identification

The AE-E combination allowed the determination of the charge-to-mass ratio of the
dcmcmdpa:ﬁclesasminﬁgmzil.Achmgedparﬁdcwhishhadmghmﬁgy
mpassﬂnoughmcﬁEscinﬁﬂamrmdinmmcEsdnﬁﬂmandpmdmedpnhcsinmh
large enough to exceed all the thresholds previously discussed produced a valid telescope
event (see Figure 2.20). Thus, electrons, protons, deuterons and pions, both positive and
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negative, were all detected. However, this method of detection did not help to distinguish
x* from 7", Further hardware measures were thus taken to allow for the separation of the
x* events from the others in the data analysis. This identification hardware made use of
thtfactthataz"‘,aﬂasmppinginagivﬂnﬂm-mﬁdmaﬂfﬂp)ﬁfwﬂha
mean lifetime T of 26 ns. 7"’s do not produce such a decay pulse. The reaction kinematics
for this decay (see Appendix A) yield

T, = %[MI+M“[%)]-—}J}I = 412 MeV, 2.11)

where “T,,” was the p* kinetic energy, “My,” was the mass of the x* (139.6 MeV), and
“Mp"wvasthemassofmcp‘*{lﬂs.?h!e\f).Th:kincticmgyufthcdncayu*wasﬂms
mnanTwnhdcpcndmtmcmudswmdnvisndmpmvidchudwmvﬂidaﬁmﬂaf
:vanThcﬁmnxlhndinvnhcdaddnygamADC(hcmafwmfmcdmas“uADCj

which served to check the decay constant of events labeled as ™.

The pADC

ﬁsshuwnanhebummnfﬁgmi.lﬂ,ﬂ:cmalogpulseﬂnmagiva—dcmm
passedmﬂmuADCalmgahwdispasimluwlossRGScahhinmmprmcmc
risctim;,fa]lﬁmc,amishapcufmcpulsamcrdclaysofupmﬂﬁus.mx-mfm
signal wasusedbuthmgmcthﬂprumptADCmﬂleprhnﬂyx+w¢mPulsc,mdmmf+
mncinﬁmﬁwsuhseqmmddaygamsofthcuADCMgamhuhdfmmcdmay
p*mmcﬁrsuDGnssnbscqumtmmcpﬁmmevm{mﬁgmzﬂ}.
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Fignre;.H:RelativeTiminﬁnftheuADCGates

The major drawback of this method of x* identification was that it was extremely difficult
to determine the detection efficiency. It was possible for the pulse from the decay p* to
appear on the shoulder of the pulse from the primary x*, lying either completely within
the prompt ADC gate, or somewhere across the junction between the prompt and delay
gate. This resulted in misidentification of x* events, since the decay energy was missing,
either in whole or in part. Thus, it was decided to use this method of identification as a
check of that provided by the pyTDC, whose absolute detection efficiency was more
readily obtainable.
The uTDC

The primary hardware method used to identify x* in this experiment was the pTDC.
This was simply a TDC started by the primary (x*) event and stopped by the secondary
(1*) event. The spectrum of the uTDC should show the time constant of the &* decay. The
beauty of this method of identification was that the detection efficiency was completely
quantifiable - see page 96 for a complete discussion.
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The analog pulse from a given E-detector was split and sent in parallel to two CFDs:
one with a threshold of <40 mV (hereafter referred to as “hi-thresh”), and one with 2
ﬂmcsholdof-ﬁmvmg&nﬂar&fmﬂdmas%&rﬁh“-mcﬁgmeuﬁ.ﬂmﬂmhmh
of these thresholds are in fact very low, such that no x* escaped detection because of
W.Awnmmmdmmmmmmmmm

CFD = [ 100ms
e [ B b — M\ —
40 mV ~10mns

CFD

Io-

thresh

-25mV LI ~6ns

Figure 2.23:Detail of the uTDC Hardware

The hi-thresh CED fired on the primary x* event portion of the E-pulse. The lo-thresh
Cﬂlﬁmdonboﬂlﬂmprimarywmlmdmcmhmﬂﬂu*mmudumdhﬂhcf
&cay.mﬁdEﬁmebmrﬁhmmmpﬂxmmmamnﬂnﬂvﬂm{—ﬁns},
amiﬂlcmtputpﬂmofthnhi-thﬁhmwasdthydhy-lﬂnsmdpﬂs&shap&im 100
nsinlcngﬂl_ﬁgmcz.iatld:tailsﬂjcmsulﬁngsimaﬁm >
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primary (prompt) x* event

. j——— secondary (decay) u* event
e,

/r'"
-25 mV lo-thresh CFD ;
: {
40 mV hi-thresh CFD
— - 10 ns
(built in delay)

— " 100 ns D[

pulse shaped output pulse from hi-thresh CFD

- -~ ns +
output pulse from lo-thresh CFD

\—ﬁnﬂngrefumpdmtu
Figure 2.24:Detail of the CFD Timing

ThclogicalANDofﬂdeﬂcaywemm'gmlandmclmgprmTﬂmtsigml
resulted in hardware validation of 2 * event. This AND was then uséd to stop the ¢\TDC
whichhmihemﬂrmdbyﬂmx-mfﬂmsigmlﬁgmcwﬂlumﬂncmhﬁm
bemmnmeuTDCmmandﬂm{FDgamsfmfufemgyT,hﬁdmmnagivm
detector.
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N(t)
o e
tu j
t(T.
tsource o
~6
i ~ 100 ns -
—g delay CFD gate [

ﬁguulﬁ:ﬁeﬂmdaﬁmﬂ&mﬁeuTﬂCmdtbemm

hmdummmmmmeﬁdmdmmﬂﬂsm,hmmﬁﬂmﬁm
fix a single point in time denoted “to” on the above diagram. This represents the point in
ﬁmwhmﬂmcfmsmmmﬂmw-meeﬁwﬁmﬁmmgmofﬂrmm
EMmmmm,mﬂm&meGDMWﬁmmmmtm-
hppedmclaadingedgcofthaddaycmgm.lnmismmr,mgmmmdbya
106Ry (beta) source produced a stop in the pTDC spectrum. The position of this stop
spike, labeled “typgree” in Figure 2.25, located the leading edge of the delay CFD gate in
the uTDC spectrum. Since the relative timings of the prompt and delay CFD gates were
known (see Table 2.5), a simple subtraction yielded tp, For the actual data taking, the
wid::h.ofmcpmmptCFDgatcwasmunnndmitsuﬁginﬂvaiueofﬁns@tedin
Figure 2.25.

Ip = Ysource —F (2-12)



Table 2.5: Important Timing Points

Telescope Lource d I
— — é
Melbourne 213 108 105
Sydney 204 100 104
Adelaide 203 110 93
Seattle 214 100 114

Photomultiplier/discriminator deadtime due to finite pulse width caused a further differ-
ence between the earliest possible point in time a decay event could be detected (tyource)
and the earliest possible point in time a x* decay actually was detected (1(Ty)). Recall
from section 2.5.1, the baseline width of a typical E pulse was 20 ns. Further, since there
was actually an energy range of x* incident upon the E-detector rather than a monoener-
getic beam, it was necessary to determine whether the position of this earliest possible x*
stop t(Ty) was energy dependent.

Y T ADC channcls

Figure 2.26:The Energy Dependence of the uTDC Stop

Figure 2.26 demonstrates the stop in the p'TDC was definitely energy dependent, and that
high energy n* tended to “ring”, as evidenced by the structure in the scatterplot at high
T, This ringing further complicated matters, since it produced false stops in the uTDC,
and thus affected the x* detection efficiency.
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p* cannot be seen because of the ringing

depending on the time at which the decay

occurred, it may not have been observed

high energy n* event rings

Figure 2.27:Detail of a Ringing Event

The first ~100 ns subsequent to the primary x* event was crucial to the overall detec-
ﬁa:maﬂicicucy.Itwnsdecidﬁdthatanj%pmbahi]ityufasemndmmufanquc
suihngmcdcmcmrdmingﬂﬁsﬁm:spanmdpmducingafalscp*swpmwmbk.
Since the instantaneous tagger focal plane rate was proportional to the instantaneous
count rates in the detectors, and since Melbourne was the most forward detector and thus
hadmchighcninsmnmnmsmummtc(pairproducﬁmismfmwmﬂpmkd},itm
thesinglcsmminﬂ:chmenndﬂecmrwhichwasusndmsctthcmEdmnmmﬁn
which the focal plane was run, according to

Dfocal plane ™ FLE (Melbourne E)~ O =% L (2.13)

100 x 10 ns

-

The maximum possible rate acceptable for the Melbourne detector was 50 kHz. This
mpmddehmnmmmmmthof@mﬁmm?Hm
Atmescmm.“pﬂmp“(highwmtmtﬁcauﬁnEMWmummmhnkﬂkeuingle
mtﬂfmmbhighﬂmgy)mnutapmblcm.ﬁmeﬁmmﬂmdcmusﬁiﬂthﬂ
instantaneous focal plane rate to this value.
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2.6 Data Acquisition

A block diagram of the data acquisition hardware used for this experiment is shown
in Figure 2.28. The front end CAMAC modules resided in a single CAMAC crate which
was controlled by a CES Starburst J-11 microprocessor (PDP-11). The Starburst passed
the data along a serial highway to a DEC MicroVAX II, which acted as the control
computer for the experiment. A SUN workstation connected to the MicroVAX via
ETHERNET allowed both user control over the experiment, and on-line monitoring of the
data. An Exabyte EXB-8200 tape drive was also connected to the MicroVAX, so that the
data could be written to 8 mm Sony P6-120MP magnetic tapes.

CAMAC Crate
ETHERNET
CAMACmudnbl >  SsuN estati
—1 CAMAC module
I
= Exabyte EXB-8200
CMCmndnlel
Y
DEC MicroVAX 1T
Serial Highway

Figure 2.28:The Data Acquisition System

The entire system was tied together by the SAL in-house data acquisition/analysis
software package LUCID (SAL, 1990B). This system allowed the user to interface with
the electronics by writing three pieces of software: a READER, a WRITER, and a
LOOKER. All software ran on the MicroVAX, and controlled communications between
it and another element of the system: that is, the READER connected it to the Starburst,
the LOOKER connected it to the SUN workstation, and the WRITER connected it to the
Exabyte. Note that standard LUCID format READER, WRITERand LOOKER
templates existed for use with all tagged photon experiments. To this, the necessary
components to describe the unique X-arm were added.

Within the READER, software events were constructed, each of which depended on
a certain hardware trigger, and resulted in the execution of a different set of CAMAC
commands. There were four different event types defined for this experiment: “startup”,
“tagdata”, “scalerread”, and “goodbye”. The startup event (28 bytes) was a header signal-
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ling that a run had begun. A tagdata event was written for every tagged photon event, and
had length 172 bytes. A scalerread event (664 bytes) was performed every thirty seconds,
andinmhedacnnsplucmadautofmcmﬁrtscﬂerbanhmmmewhichwas
identical in structure to the scalerread event, signalled the end of the run. This software
allowed complete readout of all desired modules whenever an interrupt was generated.
Thaprmedm,includinginmrﬂplwmﬂkamlmﬂ-ﬁmwﬁmm
deadtime in this experiment due to a combination of tagged event rates and low back-
ground.

The LOOKER software allowed sampling of some of the data on-line in the form of
user-defined histograms and scatterplots. In general, it was impossible to sample all the
data on-line. The resulting deadtime would have crippled the data taking procedure. The
LOOKER processed events only when there was ample time to do so. If another event
passed through the data stream while a previous event was being processed, the READER
was not held up.

The WRITER software wrote the data to tape in a format permitting off-line replay -
analysis. Software existed to transform LUCID format data to other formats, such as Q.
Over the course of the experiment, approximately 16 Gigabytes of data were obtained.

2.7 Run Summary

Table 2.6 presents a chronological summary of the experiment. The goal was to ob-
tain ~2000 =" interrupts per telescope per production target. The first 16 days of beam-
time were spent on CH,, CDy, C, and Ca. Subsequently, the experiment was stopped for
six days to perform preliminary analysis. The last 14 days of beam time were spent pri-
marily on Sn and Pb, as well as improving statistics on the CH; and C targets. Each of
the beam days consisted of about ten hours of beam delivered to the target, and about two
hcmufbmusedmpaﬁxmrmﬁnccxpuinmulmdmgggsymdmm
checks were generally performed whenever the machine was tuned, and included tagging

efficiency measurements and target infout runs. The balance of the day was spent on rou-
tine machine maintenance and tuning.




* Table 2.6: Run Summary

R E Number of
Bhkas Target Efncident MeV] Tagged
Events
223 e T e |
224 D, 150 63050
225 out (radiator) 150 4596
226 out (radiator) 150 1
230 tagging efficiency (radiator) 150 134790
231 tagging efficiency (no radiator) 150 0
232 C 150 64254
233 C 150 66767
234 C 289 86861
237 tagging efficiency (radiator) 289 219641
238 tagging efficiency (no radiator) 289 0
239 out (radiator) 289 30370
240 out (no radiator) 289 4
241 C 289 23599
242 CH, 289 88613
243 CH, 289 237474
244 C 289 229388
245 C 289 243390
246 out (radiator) 289 1 91023
247 out (no radiator) 289 0
248 out (no radiator) 289 1
249 C 289 153322
250 & 289 238380
251 CD, 289 264446
252 CD, 289 45831
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Run 3 Number of
Number Target Eincident MeV] Eﬁi
= = ae———— |
253 CD, 289 41765
254 CD, 289 55871
255 CD, 289 39062
256 CD, 289 48759
257 C 289 274015
258 C 614457
259 out (radiator) 289 7350
260 tagging efficiency (radiator) 289 78193
261 tagging efficiency (no radiator) 289 0
263 out (radiator) 289 37199
264 out (no radiator) 289 5
265 C 289 68317
266 Ca 289 93638
267 Ca 289 443697
273 out (radiator) 289 26172
274 out (no radiator) 289 1
275 Ca 289 167185
276 Ca 289 1072437
277 CH; 289 118876
278 C 289 359714
279 Ca 289 i 653593
280 Ca 289 599259
281 Ca 289 115893
282 Ca 289 103762
283 out (radiator) 289 66691
284 out (no radiator) 289 0
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Table 2.6: Run Summary
Run L . Number of
Fomthes Target ES cidenmt MeV] | Tagged
Events
| S - = S
285 CH, 289 239556 -
286 C 289 742287
287 C 289 285187
288 Ca 29546
289 Ca 289 594546
290 Ca 673961
291 Ca 115932
292 Ca 289 38075
293 Ca 289 224995
294 e 289 677
295 C 289 250049
296 out (radiator) 289 40104
297 out (no radiator) 289 0
298 CH, 289 131239
299 Ca 289 281706
301 Ca 1088751
302 Ca 289 1292980
303 C 289 208872
304 C 289 79968
305 out (radiator) 289 _ 80605
306 out (no radiator) 289 2
307 tagging efficiency (radiator) 289 131449
308 tagging efficiency (no radiator) 289 0
311 Pb 289 484102
312 Pb 289 268010 |
314 Sn 289 38964 |




Table 2.6: Run Summary

o ; Number of
Number Target ES cideme [MeV] Tagged
T SONBISE IS 5 GAT S S TEURR S nlll
325 CH, 289 29056
326 CH, 289 73293
327 Pb 289 389107
328 Pb 289 96868
329 Sn 289 477697
331 tagging efficiency (radiator) 289 43504
333 tagging efficiency (no radiator) 289 0
334 out (radiator) 289 24777
335 C 289 353992
336 Ca 289 1006551
337 tagging efficiency (radiator) 289 90200
338 tagging efficiency (no radiator) 289 0
339 out (no radiator) 289 0
340 out (radiator) 289 30995
341 CH, 289 99578
342 C 289 163284
343 Sn 289 47025
344 Sn 289 71790
345 Sn 289 308837
346 Sn 289 784198
347 Sn 289~ 831631
348 Sn 289 525620
349 out (no radiator) 289 0
350 out (radiator) 289 11800
351 CH, 289 129859
352 < 289 184572

=



— Target ES, igen: MeV] N?-:;id
Events

TR R TSEAET 289 1084819
356 Sn 289 1088146
362 out (radiator) 289 17668
363 out (no radiator) 289 3
364 CH, 289 116533
365 CH, 289 46269
366 C 289 56791
367 C 289 34818
368 C 289 5249
369 tagging efficiency (radiator) 289 29993
370 | tgging efficiency (no radiator) 287 1
371 C 287 163529
372 Pb 287 341660
377 Pb 287 682811
378 Pb 287 1526865
379 Pb 287 2154080
380 Pb 287 796486
381 Pb 287 95427
382 Pb 287 118423
383 out (radiator) 287 =~ 48785
384 out (no radiator) 287 25
386 CH, 287 51986
387 out (radiator) 287 16017
388 C 287 103732
389 Pb 287 1505758
390 Pb 287 180208
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Table 2.6: Run Summary

Run . = Number of

e Target Efncidem [MeV] Tagged

Events

391 Pb§;= 23’?= -_1_-'[*i'.%‘?nZE‘.&:I
392 Pb 287 517258
393 Pb 287 1461137
394 tagging efficiency (radiator) 287 71957
395 tagging efficiency (no radiator) 287 0
396 out (no radiator) 287 0
397 out (radiator) 287 24984
398 CH, 287 94586
399 C 287 107018
400 Pb 287 649396
401 Pb 287 334078
402 Pb 287 245127
403 Pb 287 496870
404 Pb 287 707028
405 Pb 287 1498421
406 Pb 287 226988
407 Pb 287 609426
410 tagging efficiency (radiator) 287 41383
411 tagging efficiency (no radiator) 287 1
412 out (no radiator) 287 0
413 out (radiator) 287 ‘ 11733
414 CH, 287 91634
415 Pb 287 1031488
416 Pb 287 1782567
417 Pb 287 4T7555
418 Pb 287 842779




s T Mev) | Tagged
S— i Sy Events
a1 T e ey S T |
420 Sn 287 878707
421 out (radiator) 287 10389
422 out (no radiator) 287 16
423 Sn 287 676254
424 Pb 287 1413044
425 CH, 287 70352
426 Pb 287 2440812
427 out (no radiator) 287 6
428 out (radiator) 287 18796
429 Sn 287 1149426
430 Sn 287 30694
431 Sn 287 566371
432 Pb 287 1062592
433 Pb 287 386374
434 Sn 287 769919
435 CH, 287 229992
436 out (radiator) 287 20056
437 Sn 287 2797219
438 out (no radiator) 287 1
439 Sn 287 495446
440 Sn 287 1672493
441 Sn 287 107914
442 CH, 287 48893
444 D, 150 55992




Chapter 3. THE ANALYSIS
In this chapter, an overview of the data analysis is presented. Subjects include data
reduction, particle identification, yield determination, energy calibration, detector effi-
ciency, and normalization. Double differential, differential, and total cross sections are

presented.

3.1 General Introduction

The goal of the data analysis was to extract double differential, differential and total
cross sections for & photoproduction from the data taken. Over the course of the experi-
ment, approximately 16 Gigabytes of data were collected, encomipassing the inclusive
(y.%), (1,p), and (y,d) reactions from the various targets. Subsequent to the production run,
mcdammagmimdhymgmmmxpamdmmpmmmmMyagkm
typcWrdmmygimupc.ﬂwwu.bammofmmmlmofdmitmm :
ﬁm:cnnmmﬁngmmﬂymﬁnmdamnpc{appmximamlyﬂhmnwasmquhedfmmh).
Thus,smpswmmkmmﬁ]tu'ﬂmﬁj*)damﬁnmthﬂmsLmdlwingﬂmmuﬂldaHszt
anquuimdmpla}rﬁmﬁ.Dﬂmmtﬂinghwolvedapplyingasuiﬁnfmtsmﬂndamm
select the &+ events. These cuts were made extremely loose in order to prevent the undes-
ired removal of &+ events. The data reduction succeeded in reducing the entire data set to
a basically (y,x") subset of approximately 160 Megabytes, a quantity which fit comfort-
lhlymhmﬂdisk.ﬁlmﬁngmedammmislwddmmaﬂ:aﬂymdmedmphyﬁmm
bmnscﬂnnnmbcrufmﬁm:rﬁﬁngcmtswhichwmmﬂymdmkcptmanﬂnim
mdbccauscthehmddiskswercmﬂchanimﬂyfasmatrcphyhyatkastmmduof
magnitude. P

Once the data were reduced, an algorithm consistin g of a series of tight cuts was devel-
opedmcxmﬂmn*mwhichwmﬁﬂﬁnﬁ:mmggmﬁﬂngpﬁk-mm
grozmd“yicld.a.udalmtcﬁﬁmatethcuumhnufmndommmmtw&ﬂﬁnthc
pmmptp&ﬂkyicld.%tmcrpossiblc,ﬂmmtswmdﬂ:mnnnd' using data from the C
mgctbecauscnfth:“clﬂn“mmdthcwu‘a[nﬂmmlawdl pair contamination - see
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section 3.12), and then applied to the other targets. The absolute foreground and random
yields were obtained from a replay of the original data tapes to ensure no X' events had
been accidentally filtered out during the data reduction.

This absolute foreground yield was then corrected for the presence of randoms to
determine the true or “correlated” yield. Because the air (N, and 0,) in the room acted as
a target, its contribution to the correlated yield was also removed. This corrected yield was
calibrated and expressed as a function of x* energy at creation. The yields were divided
by the detection efficiency, incident photon flux, target density, and detector solid angle.
A n* energy bin width of 10 MeV was selected, and laboratory double differential cross
sections were determined where possible. The double differential cross sections were
integrated over n* energy to yield laboratory cross sections differential in solid angle.
Certain of the target/angle combinations were corrected for correlated pair contamination;
that is, ¢*e” pairs whose energy signature resembled that of a single x*, and were recorded
because of a random stop in the tagger focal plane within the prompt peak. In the case of
H, the differential cross sections were also converted to the CM frame. Finally, the
corrected differential cross sections were integrated over solid angle to determine the total
photoproduction cross sections. This complicated procedure is presented pictorially in
Figure 3.1.

Data on tape organized by target

(1% pass)

i

correct for contribution from air—
express as a function of energy at creation —
normalize

integrate over ©* energy bin . =
correct for correlated pairs if necessary—

integrate over d2 —

-

Figure 3.1: An Overview of the Analysis




3.2 Data Reduction
Becanse the hardware event trigger was designed to accept all charged particle events,
it was necessary to take some steps to bring the n* events to the foreground before
ammpﬁngmﬁgmﬂymﬂymmcdam.HEM3lprﬁmmaxhﬂnaﬁcmmi¢wofmc
data reduction algorithm. Each box will subsequently be discussed in detail.

raw data (magnetic tape)

“] oose” AE-E band reduction cut

¥

X-arm and pTDC reduction cut

v

Tagger TDC reduction cut

v

“Tight” AE-E band reduction cut

reduced data (disk)

Figumﬂ:ﬁnﬂverﬁewdmemukeduﬂim

mmﬁmmmWMSmp&Hagimmwaﬂfwm
mndiﬁnns,itwashbclndammﬁdmfmﬂdwﬁmmharddiskfmfmhumﬂ-
ysis. Ifﬂlecvtmfailnianynncofﬂmfmrmducﬁonsmps,hmshnplydiscarded.
Bems:ofth:mmhshmtﬁr:phyﬁn:,ihcredmnddmmwsnmdmdcmmﬂmm
x* identification algorithm. However, once this algorithm was finalized, the actual yields
were extracted from the data tapes.

3.2.1 Loose AE-E Band Reduction Cut i

The first cut involved the &* event band in the AE-E scatterplot. The cut was made
cluscmﬂmhommofﬂmpmmnbandklsn,amuw&snndcmthcmﬁmmfﬁncﬁc
energy at 85 MeV. This energy was selected as it was 10 MeV above the most energetic
x* which could be produced. The value of 85 MeV in ADC channels was crudely known
atﬂmﬁmeafdamMmducmPrdhninﬂycaﬁbnﬁmwmkpufmmudm-ﬁm{m




o il

section 3.8). Since reaction kinematics (see Appendix C) stipulated that no =* produced
by a tagged photon had more than 85 M-:Vatimcmaﬁm.ﬂﬁswassafe.ﬁmuhaia]lf’s,
whether their decays were detected or not, passed this cut since the scatterplot looked
solely at the prompt energy signal, and ignored completely all decay information. Figure
3.3 illustrates the first reduction cut.

g

AR |ADC channels]

Figure 3.3: The First Reduction Cut

322 AE TDC, E TDC, and pTDC Reduction Cuts

Thﬁsa@dmﬂwasmadtuﬂﬂwK-armMTh@XmTDﬂmtiﬂvolwdpas&iﬂg
onlymcmmwhichwmn&ﬂﬁnmsmabkpmﬁmirydbummcﬁEMETDCsmp
spikes (recall Figure 2.17).

Examination of a sample of the data had demonstrated that all x* events which
d@myﬂdﬂpmduocampinthcumﬂmmwndmsscbmgcinmm.hmaﬂ
events which showed excess chargcinﬂmuADCdidnutnmcssmﬂysmpﬂm;ﬂDC.The
following Venn diagram illustrates this situation.




Figure 3.4: The x* Sample Space (Not to Scale)

Since the efficiency for the pTDC method of x* detection was known, while that for the
uADCmthodofdcmcﬁmwasnut.itwasdncidﬁdmminmlyﬂlmcwcntswhich
smppedthcp’lIJC.'Ihus,ifthcmwasasmpinthepTDCfcraglvmwem.itwaspassod
to the tagger TDC reduction cut. All other events were rejected.

3.2.3 Tagger TDC Reduction Cut

The reduction cuts already appﬁndwmasmdawdnﬁmmcdmmmlﬁmpc&m
third and perhaps most powerful cut involved the 16 tagger TDCs to determine if the event
was associated with a tagged photon. Each of these TDCs demonstrated an event stop
spike, but in slightly different positions in time. This was caused by channel-to-channel
ﬁming?miaﬁmsducmnmﬂﬁﬂ'minmclmgthsnfmcdchycahlcsmnmcﬁngmc
mmmmmm.mmmsmmmmmmm
spikcuccmadmexacﬂyﬂmsmpsiﬁmfm:achmggﬂchanniandﬂms,aﬂcham&h
mﬂdbcsunmdﬁpmdumast&ﬁsﬁcaﬂywcﬂdtﬁmdmpsp&a%mﬁﬂw
h]rﬂlecvemh:theﬂ-detecmrwasplotmdagninstthismwdsumoﬂhc 16 tagger
TDCs to yield an energy (Ty) vs. time-of-flight (TOF) plot. Note that because the tagger
TDCs are started by the X-arm signal and stopped by the delayed tagger channel signal,
the slower, less energetic particles with relatively long TOF actually stopped the TDCs
sooner. This resulted in an almost vertical &* band, about which cuts were made.




Figure 3.5: The TOF Reduction Cut

Ascxpccmﬁ,thcx*bandwasinfactanam,tai]ingmardthnlmngsidcofmetaggﬁ
TDCaxisasmccmgyofmcfdmsed.Thus,rdaﬁvﬂyhmecmmmbyod.

3.2.4 Tight AE-E Band Reduction Cut
anmmrﬂmﬁmmtmmhﬂdﬂlcrmppﬁcaﬁmﬁmcmimﬁmnfﬂmﬁrﬂmtm
sccondandmirdmducﬁmcutscleancdupthch-Eplnﬁsomachﬂlﬂﬂresmuﬁplot
reduction cuts could be tightened. :

3.3 n* Identification
ThcrudumddammtwasusndmdctuﬂncmcI*idmﬁﬁmﬁmalguﬂﬂlmThGidm
behind the x* identification software was to develop a single algorithm which would
cnnblcidcnﬁﬁmﬁﬂnnfx*‘swtﬂucedfmmanygivmmgﬂvmhmly simple modifica-
ﬁmstuﬂnk:incmaﬁcs:uts.ngrclﬁnutﬁncsthcalgmithmadopwd.EEhuﬁhcmdm—
tiuucutsarcsuhsequ:nﬂydiscussedindmﬂ '




NEW REDUCED EVENT, multiplicity N=0
scan the tagger channels e(i) i=1...16 looking for electron hits

hit located

e(d -

reject

o, i .

i=167

Finemati s"

yes

AE-E

-

no
i=16? -
yes

&' event of multiplicity N

Figure 3.6: The n* Identification Algorithm




3.3.1 Kinematics

Kinematics cumu'aintsdﬂgnﬁncﬂmmmﬁmumpossiblcmgyfagimphm
can produce. These constraints were used to cut on the data. The procedure for deter-
mining the kinematically allowed n* energies for each of the 16 tagger channels is
presented in detail in Appendix C. A short outline of the procedure is presented here. The |
kinematics cuts used in this analysis corresponded to the elastic photoproduction of a ©*. |
For the purposes of these calculations, a two body final state was assumed, and further,
no energy brought into the reaction by the photon was allowed to be carried off in the form
of an excited recoil. Note that in an inclusive experiment, multi-body final states and
excited recoils are perfectly valid, but correspond to much lower photoproduced x* ener-
gies. Further, while the calculations yield the energy of the x* at its point of creation in
the target, it had to traverse several layers of matter between creation and detection. In
traversing these layers, the ¥ lost energy. The cut values were thus expressed in terms of
energy actually deposited in a given E-detector. :

Additional correction was required to arrive at the cuts actually applied because of the
finite energy resolution of the detector telescopes. A monoenergetic & beam incident on
a given detector appeared in the ADC spectrum not as a delta function located at the inci-
dent energy, but rather as a Gaussian distribution of x* energies centered about the
monoenergetic (mean) value. Thus, the deposited x* energy value Ty determined by the
kinematics and energy loss work was actually the mean value of this distribution. Further,
the energy resolution R(T,) of the detector and thus the standard deviation ¢ of the distri-
bution was known for all deposited " energies (see Appendix D). Since 99% of all events
in a Gaussian distribution fall within +30 of the mean, each T, cut value was incremented
by 30 in order to determine the maximum possible deposited =" energy cut that was actu-
ally applied, given by

R(T,)

'I‘;m = T‘l+3“ = T'.I:+3‘W

=T,(1+128-R(T,)). (3.1)

Thus, any x* which deposited less energy in a given detector than the value so defined
passed the kinematics cut.
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For the photon energies of this experiment, the production of x* from the proton
offered a two body final state with no possibility of exciting the recoil neutron. This
ﬂhwedasmndhmﬁcsmtmbccnmloycdmthelmwfm@mding
maﬂvmmﬂummmhdﬂmﬂﬂngMMwummmm
just outlined, save for the fact that the cut value T, determined by the kinematics and
enﬂg]r‘losswmkwasalsndmmmmtﬂdhyh(chmgcﬂm“+"signma"-"signinnqua-
tion 3.1) in order to obtain the lower energy kinematics cut.

3.32 AE-E «* Band
A * region in the AE-E scatterplot smaller than that employed for the purposes of
data reduction was defined. Distinct separation existed between the ©*’s and the protons
which were deliberately allowed through the loose reduction scatterplot cut.

E‘

AE [ADC channels]

Thisgnﬂedmabsmoeofpikupinﬂmdﬁdﬁacms,wﬁchwasamaﬁsﬁcm-lhcfm.
Further, since the E-detectors were subjected to significantly lower singles rates, it was
concluded that E-detector pileup was also not a problem.

3.33 Tight AE TDCs & ETDCs
The cuts on the AE and E TDCs were also tightened.
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334 PADC/UTDC Band

Having passed the above cuts, all of which dealt exclusively with the prompt x* pulses,
the behaviour of the decay p* pulse was checked by plotting the excess charge in the
HADC against the stop in the u®TDC. While stops in the pTDC proved relatively simple
to obtain, extraction of useful information from the delay gamﬁDCwasasunﬁwhu
involved procedure. The problem was due to ringing of the E-pulses which the electronics
interpreted as n* decay. This effect is illustrated in Figure 3.8, where the stop in the u.TDC
is definitely energy dependent. This effect becomes even clearer in the uyTDC plot shown
in Figure 3.9.

§ Ty [ADC channels) §

-] S00
Figure 3.8: The Energy Dependence of the Ringing in the pTDC Stop
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Figure 3.9: Structure in the pTDC
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Thus, it was necessary to determine the range of channels in the 'TDC over which the
electronics were behaving as expected. Figure 3.9 shows a typical u\TDC spectrum. It was
determined that the timie constant of the decay did not differ appreciably from the
expected value of 26 ns over the region from channel 630 to channel 1200. Thus, a cut
was placed at channel 630 in the pTDC spectrum. While this affected the statistical accu-
racy of the experiment, the trade-off between statistics and absolute cross sections was
deemed worthwhile.

The first step in the extraction of useful information from the delay gate ADC was to
plot the signal in the delay ADC gate against that in the prompt ADC gate. It was expected
that a u* band would be present separated from the ordinary by 4.12 MeV, the decay
energy. That is, an event for which no decay was present would be characterized by a
constant value in the delay gate corresponding to the ADC integration of the baseline
offset from zero, while an event for which a decay was present would be characterized by
a constant value in the delay gate corresponding to the ADC integration of the baseline
offset from zero plus the constant decay energy. Thus, the two event types were expected
to differ in the delay gate by the constant 4.12 MeV.

event with no decay: delay gate integrates constant offset

/—4.12 MeV
—yﬂ-—

t ‘ﬂ:ﬁb tdecardcla inte
event wi %cn y gate integrates

e l i

prompt gate delay gate

A An Ideal Prompt Gate vs. Delay Gate Distribution
a -
E 4.12 MeV
2 ¥
= p*
. -
prompt ADC gate
Figure 3.9: The Delay Gates
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It seemed that a cut on the u* band would be a straight forward way to use the constant
decay energy to identify x* events. However, as it turned out, this was not the case.

Figure 3.10 shows an actual distribution of signal in the prompt gate plotted against
signal in the delay gate. It is readily apparent that the expected separation between the p*
and non-decay events was not as dramatic as expected. Further, this figure shows only a
very small portion of the data. When the sum total of all the data was viewed, the separa-
tion between the two bands vanished. It was also apparent that a definite slope existed, as
evidenced by the non-zero value of the al coefficient.

Figure 3.10: Prompt ADC vs. Delay ADC

The high density sloped region lying below the p* band in Figure 3.10 represented ener-
getic events whose baseline width was greater than that of the prompt gate. In fact, the
baseline width was proportional to the energy of the event. Thus, charge spilled into the
delay gate in a linear fashion producing the non-zero slope where™a flat band was
expected. The behaviour of the above plot was investigated on a run-by-run basis to opti-
mize the separation between the p* and ordinary bands. This involved locating the peak
of the high density region as a function of delay ADC signal and prompt ADC signal and
fitting these coordinates with a line to look for variations in the slope “al™ and offset “a0”
coefficients, given by :

delay adc = al- (prompt adc) +a0. (3.2)
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Figure 3.11: Trends in the Delay ADC Spectrum a0 and al Coefficients

The gap in the above plots spanning runs 300 to 325 represents the 6 day preliminary anal-
ysis shutdown and the test runs associated with restarting the experiment. Trends in the
coefficients were apparent. While the slope of the line defined by the peaks in the high
density region remained basically the same over the entire experiment, the offset did not.
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The large step in the a0 coefficients represented a baseline shift in the electronics. A 10
ADC channel shift corresponded to roughly 2 MeV (see section 3.8), basically half of the
4.12 MeV decay energy. Knowledge of the trend in 20 and al allowed for software
compensation for the shift.

m;hiﬁmcmdhighdmﬁtymgimwummmmdmhmmitmmﬂdmm

Emmmmmmmamwaﬂsmﬂndﬂmmmmmcaﬂmdal coef-
ficients and equation 3.3

pADC = (delay adc-—al-prompt adc) +A. (3.3)
“d”wassimplyﬂlcdiﬁﬂmbcmemmygimnﬁmaﬂ,mdamndardimdoﬁmfm

all runs. The pADC axis represented ji* decay energy. Thus, the projected histogram was
expmﬁdmddcﬂnﬁnﬂmbc&msﬁmhmﬂmcmﬁedabomﬂm4.ﬂMeVp*afm~

pulse.

0 100 RADC [ADC channels]

Figure 3.12: A Typical pADC Spectrum
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However, a cut placed on the u* peak was not desirable, since either some of the events
would be rejected, or too much background would be passed through. Instead, this vari-
able was plotted against the stop in the pyTDC in order to define a single scatterplot which
encompassed all the decay pulse information.

HADC [ADC channels)

Figure 3.13 is such a plot. Note that for clarity, a large portion of the uninteresting
events present in Figure 3.12 have been removed using the other cuts. The dark band
represents events which had a decay pulse consistent with that expected for the pu*. The
other events, which corresponded to either accidentals or &* which decayed to p* while
still in flight, were discarded by defining the region indicated. The number of x* so
discarded was compensated for in the detector efficiency calculation. The dogleg in the
high density distribution was due to the fact that as the time the &% took to decay increased,
the u* pulse came dangerously close to the end of the delay gate. In fact, some of the p*
pﬂscswmmclmmmcemiofmisgam,mﬂpcrﬁmufﬂ}mﬂﬁkcd:mmdm
the entire pulse was not integrated.

3.3.5 Tagger TDC Peak

The final cut imposed on a given event was to check whether or not it fell within the
prompt timing peak of the tagger TDCs. Recall from the tagger TDC reduction cut that an
arc was observed in the ©* E-ADC versus tagger TDC stop scatterplot. Before a cut was
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placed on the tagger TDC spectrum, the twist was straightened using software by fitting
ipﬂlynonﬁalmﬂlepmkufmcdisuibuﬁmﬁus,ﬁghtﬁmtswmcmphyedin the
pmjecmdhismgrammﬁgomuslynxmﬂmfwmts.

8 T, [ADC channels] §

Figure 3.14: The Corrected Tagger TOF Peak

Themmmphyﬂmshwnammqmcmwmﬂgmmtﬁsﬁ-
bution to be Gaussian and determining the +/-3¢ values, and then loosening somewhat.
Nnmﬂmmncutsmsﬁghﬂyskzwnd(nmmuicalabmﬂmpak)mmmfm
anjrz"'inchDFarcwhichwcnutmrmcﬂysmighmnulWhﬂcitwasdcsimhkm
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make this window relatively tight, it was not critical since any random events which were |
auuwadmmughmismtwncmwdfmbyﬂlcmdﬂodmﬁmmthcfm- |
ground data (see section 3.6.1). .

3.4 n* Identification Validation
Having completed the x* identification, it was prudent to check on the effectiveness
of the algorithm.

B AE[ADC channels] §

§ AB[ADC channels) §

1]

SO0
Figure 3.15: A Comparison of On-line and Cut Scatterplots
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Figure 3.15 shows two scatterplots uhmimdﬁ'ﬂmmcl:atargﬁtTMtﬂpmunplmisof
the on-line variety, while the bottom scatterplot demonstrates the effectiveness of the
previously discussed cuts. Note that no AE-E t* band cut is in place on the lower scatter-
Plﬂtsomﬂafcwc]ncmandpmmﬂﬂcnmmwcsﬂmThamﬂl+idmﬁﬁmﬁmm
obviously excellent; however, as the mrg:tsgmhcaviﬂ(zzzn},paimmﬁm of
ﬂEﬂ*bandfmthefnrwardangledmmmbmnrapmbmn,asmbchw_

Figure 3.16: Pair Contamination of the x* Band

A correction was appﬁcdmthcdmmacmumfmmisphmﬂnmm (see section 3.12).

3.5 Event Multiplicity
Agivmx-mcvmtwascimﬁidcnﬁﬁndasacandidamfm'mjacwdmmplcmly.
m;mmmmmfmmmmmmw_mpm.mm
ofhit.sinthcfucalplancmnuspumﬁngmasingle}{-mcmtwhichwidmﬁﬁndnsa
x* was the event multiplicity, “N". Thus, in principle, 2 single X-arm event could corre-
spondmlﬁdifEHEMmggadphmms,ahhuughinpmcﬁm,thaewmaninsigﬂﬁmm
ndemdewgmﬂa&mlemiﬂngmuﬁpﬂmmmﬂ
for in the random subtraction (see section 3.6.1). Figure 3.17 illustrates the multiplicity
spccmlmbmhbcfmanda&crfidmﬁﬁcaﬁmmapplied.
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Figure 3.17: Multiplicity Distributions Before and After x* Identification
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3.6 Determination of the True Correlated Yield
To obtain the true correlated yield used to calculate the cross sections for a given
target, it was necessary to correct the foreground n* yield extracted from the prompt peak
for both random (uncorrelated) events and correlated events due to the air in the room.
Figure 3.18 illustrates the method by which the true correlated yield was determined.

subtract uncorrelated events

target-out foreground yield

subtract uncorrelated events

Figure 3.18: Extraction of the True Yield

3.6.1 Subiraction of Uncorrelated (Random) Events

For convenience, Figure 2.8 is reproduced below as Figure 3.19.

..............................................................................................

- 100 B &

Figure 3.19: The Corrected Tagger TOF Peak
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Evmmwithinmcpmmptﬁnﬁngwhﬂuw{nﬁchmcdmdaﬁmm¢pmmptﬁnﬁngwk)
corresponded to &' events in the X-arm, and included both correlated (true tagged) and
uncorrelated (random) events. Those which lay outside the prompt timing peak corre-

whﬂw,wmofmﬂﬁplﬁqmmanmmmmﬂyprmhmcdmm
subsequent to the application of the prompt timing window cut. It was important to
ammthmmhﬂevmﬂﬂichpassndﬂmughm:pmmptﬁmingﬁnduwmtin
nrd:rmobtainmmdamdwmmoﬂy.ﬂﬁsprwudmiskmwnas‘&mdnmmt
subtraction”.

Figlne3.20ﬂmm&cmdmaﬁmll?,hutmd&mnsmthtﬁneaiwof
mcmndnmcvm&isuibuﬁonmssmchmkgmmdmgim.mdﬂmnﬁncﬂmmm
nfthcbackgrmiaquﬂmgimmmcimusidcamy&umﬂmpmmptpukwmwmﬁ-
ﬂ@iﬂﬁncardisuihuﬁmwasimpommsimitiﬂusmwdﬂmmummymndm
ThebackgmundmgimuﬁhtTDEspccmmsthmgamdmﬁthmcamts:ﬂm
backgrmndgmﬁwmsynmnuicabummzmtﬁmingﬁndnw (even if the prompt
ﬁmingﬁmhwmnmsymﬁcaboutﬂmprmmningpmk),mdmmzdcasﬁdc
as possible.

N(TOF)

200 i 400

Figure 3.20: The Timing Gates
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In order to obtain an estimate of the true, correlated number of x* events per ADC
channcl.mcﬂemmmmammmhadymﬂmxpmmmmmnmmcfm‘
ground. Two independent-sets of spectra were thus accumulated, both of which were
subjected to all the cuts defined in section 3.3. The difference between these two sets of
spectra was the tagger timing gate: One was incremented only for uncorrelated back-
ground events - that is, events which fell within either of the background timing gates;
whﬂcthcnﬂlﬂwasinu:mmtadfmbuﬂlmndmﬂdaudmhmdfmegmmdmnm-
those which fell within the prompt timing window. Because the background distribution
was linear over the region of the background and foreground gates, and because the back-
graurﬂgamwusymmmicaboutthﬂfmgmundgam,thﬁmyiﬂldsmrdamdby

N (ADC} correlated — N (ADC) foreground _ R' -N (ﬁDC) h:ll:kgl‘ﬂ'mﬂ, (3.4)

where “Ry,” was the ratio of the width in time of the foreground gae to the sum of the
widths of the two background gates (R, = w/w’). N(ADC)*®™ei2t2d defined above
mpmsmmdmmmdjicldinagivaDCchamwldntmboﬂlﬂmm'gctandhsmﬁ-
ronment (the air in the room).

mckwmwmmdmmmhmmmmmdmm
dmﬂmmﬁmcmmmﬂoﬁngmmﬁmsduﬁibcﬂxm

Production Targets

Thcmdawdyicuasdetunﬁmdinsncﬁmlﬂlwasmwdfurﬂmmuibuﬁm
nfﬂmnpeﬁmmlmﬁnmnmtmﬂis,myahﬂﬁmﬂcmdamdfﬁdddmmﬂmﬂg
and N in the air of the experimental hall or the Al of the target ladder was accounted for.
msmdombyaccmmaﬁngcmdnwdmgﬂmﬁcuspaADCcmndmaﬁng
thmdaunsifﬂmyhadhumtakmﬂnmmcefﬂrpmducﬁmmgminmdﬁmmmh
the kinematics cuts. These yields were then subtracted from the correlated target-in yields,
using

N(ADC) = N (ADC)®relsd_R_. N (ADC) {omeitier . 35)

target—in
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“Ry” was the ratio of target-in photon flux to target-out photon flux. The determination
of these fluxes and ﬂwchniuufl!.,isnuﬂined in section 3.13.1. N(ADC) defined above
represented the true correlated x* yield per ADC channel for most of the target/angle
combinations. However, some further corrections were applied in certain cases to
compensate for correlated pairs which were indistinguishable from x* (see section 3.12).

cBy

Hspom&nmmzminmﬁngboﬂlfmﬂmwufmﬁbmﬁngmem
telescopes for energy, and for determining the elementary x* photoproduction cross
section. This type of target allowed two possible & production reactions: Cey,x") where
ﬂ}cﬁﬂﬂlsﬂﬂm&yhav:inmlvadﬂ:rmmmpardclﬁaswﬂasmncimdmﬂ,md
P(T,E*')nwhﬁf:ﬂmﬁnalsmmwastwobodydcﬁnim,andmmgywasiuﬂm:xdﬁng
the recoil neutron. In the latter reaction in the CM frame, all the energy of the incident
photon above the x* production threshold must have appeared as =" kinetic energy. This
transformed to a unique energy in the lab. Thus,i*mgyspectrafmmdmmzmgﬁ
disphyadapcakducmphnmpmducﬁunoﬂ'mmandamduchthompm
duction off C. The peaks were used to calibrate the E-detectors for energy.

Sinccitwasjustfpmduned&nmﬂmﬂmmpmcmofmecrlgmgctwhichwasnf
intﬂmnanyfpmdmad&mﬂanuclcuswmﬂmmsﬂﬂedbackgmundfmﬂm
pmpomofﬂmﬁhmgmmcmmmgﬂmusedmmmcmhmd
background C contribution to the CHp x* yield, with careful attention being paid to
matchjngthamlatiwz{:dmsitimnfﬁmtwotargcts,aswcllasthcmlaﬁvephomnﬂm.
This yield was then subtracted from the correlated CH, yield using

N(ADC)y = N(ADC)gg"“*‘~R-N(ADC) e (3.6)

-

where

(EX))
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“R“Wﬂsjﬂﬂﬂiepmductnfﬂmmﬁuofthcphmmﬂmamithcﬂﬁﬂﬂfthcnmbﬂbfc
mlﬂimﬂmmmmyyiddcmnihumdhymcxpuimmwmmm
matically removed using this method, since air and target ladder contributions were
present in both the C and CH, yields. Figure 321 shows a typical CHy spectrum with the
C content removed. The kinematically expected peak is clearly seen.

Seattle Detector
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i | | | | I + # 1 s ¥
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3.7 Further n* Identification Validation
Further x* identification validation was accomplished by looking at the yTDC and
MADC spectra. Theoretically, thcuTDCspectrawmaxpectugtobccxpmmﬁalin
pature, exhibiting the 26 ns mean lifetime of the x*, while the pADC spectra were
:xpeﬁ:dmbeﬁmsﬁmhmmnﬁﬂcntﬁﬁﬁed.lZMqumyu*.Asmbcm
hﬁgmlﬂ,ﬂmz*idmﬁﬂmﬁmmmcdmbcumdhntThcwmbdngidmﬁﬁdas

true correlated x* exhibited the expected characteristics.
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Figure 3.22: Consistency Checks on the n* Identification

3.8 Energy Calibration

The next step was to convert the " yield from a function of ADC channel to a func-
tion of MeV. To perform this relatively simple task, the energy calibration of the X-arm
detector telescopes had to be determined. |



3.8.1 Determination of the Calibration Constants

The CH, target spectra before the removal of the C contribution were used to calibrate
the detector telescopes for.x* energy. Each tagger channel e(i) corresponded to a known
photon energy range. Kinematics and energy loss programs (see Appendix C) were used
mdnmﬁmmcamondingmgwfmgicsdcpodwdbythemﬂﬁngfmagivm
E-dcm,mpposingﬁccpbompmdudmhadmcmmd.mwm,simm:makinm
Emmmuadiﬁmtd:pmimdfmgyfmmheﬁ},mdhmm
no single E-ADC plot per e(i) had sufficient statistics to define the peak properly, the
ﬂﬁmof&cmgimﬂwhichﬂlcpuksm“utusndm“m”Mmthcpmi-
tion which corresponded to the e(9) peak, using

Tx(9)
peak[e(9)] =

T [ADC (i) —offset] . (3.8)

Taggﬂctannd?wassdecmdbecanscnmlucmdmuglﬂymmﬂmddlcofﬂmmggu
fucalplanc.lnthcahv:aqmm,ﬂ:epukmﬂuEADCspecmfmeﬁ)mcmmdm
channclADC(I}de,ﬁ)McV,whﬂcthcpeakmﬂlcE-ADCspecn'umfure{S?}wasaI
Tx(9) MeV.

Further, CH, data were taken for two different focal plane configurations corre-
spundingmtwuslighﬂydiﬂ'&mtbemmgi&s:mcwhachce@)ph@nmm
198.80 MeV, and one where it was 197.35 MeV. The different beam energies were also
taken into consideration. Arbitrarily, the E-ADC spectra corresponding to the 198.80
mvgﬁ)cmgymchmmmbeﬁmd,andme&m spectra corresponding to the
197.35 MeV e(9) energy were “moved” so as to further enhance the overall spectra,
according to

T, (9) 19820
peak ([¢(9)]'%%) = W[pemewnmﬁ 39

In this manner, the “monochromatic’ ’Cligpﬂksperw]mmpewmupumzed.' i
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Figure 3.23: A Typical Calibration Spike
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A Gaussian superimposed on a second-order polynomial was fit to the offset-corrected
l.‘.lisI:I'ihrl::ll:i«:hlli:nDrdﬂ'mﬁnﬂﬂll::I:l:lnanlocalit'mGfﬂle.pc:ak“].L"ini‘!xDCchanntls.'Ihl:it+
energy this corresponded to was known from the kinematics and energy loss work.
However, because the collimators for the telescopes subtended a +/-7° angular bite about
the normal trajectory, a range of deposited &+ energies were accepted.

Table 3.1: A Summary of the Deposited x* Energies and Peak Means

Trajectory | T, Deposited -
Telescope n K
°] MeV] [ADC channels]
_ %
43 44.74+/-0.27
Melbourne 50 42 32+/-025 256+/-1
57 39.74+/-0.24
73 33.39+/-0.20
Sydney 80 30.90+/-0.19 170+/-1
87 28.48+/-0.17




Table 3.1: A Summary of the Deposited =* Energies and Peak Means

: Deposited
\ Telencugo _Tmﬁt "V | "1 | (ADCchanmnets
Adelaide 110 20.96+/-0.13 B8+/-1
117 18.78+/-0.11
133 16.11+/-0.16
Seattle 140 14.77+/0.15 T1+/-1
147 13.69+/-0.14

Th:s:valucsyicldodthmcgainsfmmhmlcscope,mﬂingm

Gain [MeV/channel] = T:‘PMM. (3.10)
Mean
Extremes in the gain were used to determine the error in the mean gain. '
Table 3.2: A Summary of the Gains
Dk Minimum Gain Mean Gain | Maximum Gain Gain
[MeV/channel] | [MeV/channel] [MeV/channel] | [MeV/channel]
Melbourne | 0.155+/-0.001 0.165+/-0.001 0.174+/-0.001 0.17+/-0.02
Sydney 0.168+/-0.001 0.182+/-0.001 0.197+/-0.001 0.18+/-0.02
Adelaide | 0.214+/-0.001 0.238+/-0.002 | 0.264+/-0.002 0.24+/-0.03
Seattle 0.192+/-0.001 0.208+/-0.001 0.226+/-0.001 0.21+/-0.02

Thisn:ﬂmdofobminingthccaﬁbnﬁmmmmswascmss-chcckndw&tham
indcpcﬁm:mﬂruiMCsuhuacwd{Hgspecmfmmhphmmmgyhinwmﬁt
maGanssimsupaimposodonaﬂatbx:kglwnd,asshowninﬁgneiﬂ.
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Figure 3.24: A CH; n* Energy Spectrum with the C Removed

Knowledge of the mean value of the deposited &* energy in both ADC channels and MeV
allowed the calculation of the gain, as per equation 3.10. Table 3.3 summarizes the gains
thus determined, as well as the mean gain.

Table 3.3: A Summary of the Deposited x* Energies and Peak Means

Telescope | . 1% + H [ﬁn 01 [+f+l;}ﬂ1
[+/-0.01 MeV] | [ADC channels] MeV/ct 1 | Mev/a ]
54.49 336+/-3 0.16 I =
4626 277+/4 0.17
Melbourne 0.17
37.19 213+/-3 0.17
27.02 149+/-3 0.18




Table 33: ASummarroftheDeposimdn*mgiesandPﬂkMuns

T T:W B G e 3
seone | pon iy | ADC St | o | e
234+/-2
pa— 34.17 188+/-2 0.18 418
25.71 139+/-2 0.18
16.55 85+/-3 0.19
30.36 128+/-2 0.24
Adelaide 24.40 97+/-2 0.25 0.25
16.74 63+/-2 0.27
22.80 118+/-1 0.19
Seattle 1751 84+/-2 021 021
11.00 49+/-2 0.22 st

Hnmxhatﬂmgainsdcm:minedbythci;ﬂcpmdﬂmmcﬂmdsWacthem

3.82 Application of the Energy Calibration to the Yields
The energy deposited by 2 x* in a given E-detector was converted from offset-
corrected ADC channels to MeV using

T, [MeV] = Gain- T [ADC channels] (3.11)

where “Ty [ADC channels]” was the nﬁsct-conectﬂiErADCvalmfmmﬂevmlinqucs-
tion. Note that in the process of applying the energy calibration, the ADC channel
mnmntswﬂedisuihmedcmlyamﬂmfcnﬂgyhins.
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3.9 Conversion of Deposited T, to Ty at Creation
Bmafmamﬂgrkmswmi{ﬁppcndix@,itmasimplﬂmammdmnﬁnc
mcnmdaﬁonbﬂwmnﬂlﬁdtpoﬁwdmgynndﬂle;wmaﬂumﬁmofm
detected 1*’s. The conversion was performed via a lookup table since there was a non-
linear one-to-one correspondence, particularly near detector threshold.

188 — T T T T

68

Ty at Detection [MeV)

@ 75 29 59 55
Ty at Creation [MeV]

Figure 3.25: T, at Detection vs. T, at Creation

3.10 Scaling the Yields for X-arm Detector Efficiency

Once the yields as a function of T, at creation were known, it was necessary to divide
them by the x* detection efficiency in order to obtain the efficiency-scaled yields.
3.10.1 Determination of the ©* Detection Efficiency

The detection efficiency as a fanction of T, for those &% which produced 2 stop in the
RTDC was given by

eff (T,) = elec (T,) DIF (T,) threshold (T,) ©A (Ty) - (3.12)

The various terms in the above expression were defined as follows: “elec(Ty)” was the
efficiency due to the relative timing of the CFDs which produced the uTDC stop,
“DIF(T,)" was the loss in efficiency due to x* decay-in-flight between the target and the
detector, “threshold(Ty)” was the loss in detection efficiency due to discriminator
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demimﬁmdx*inmm:ﬁnnswiﬂ:mcnucldofﬂmscinﬁﬂmphsﬁc.ﬁgm3jﬁ
shows a sample 7* detection efficiency curve as a function of Ty at detection.

.15 T . r -
Melbourne Telescope

e -

eff(Ty)

e iz 4 (12 ge Ty [MeV]
Figure 3.26: A Sample n* Detection Efficiency Curve
The following sections deal with equation 3.12 on a term-by-term basis.

Elec(Ty)

ThcuTDCwasdiscumﬁdindmﬂmpagaiﬂ.Figm32?iﬂumMumagain.ﬂm
correlation between the uTDC spectrum and the CFD gates:

}

— NO =Noexp(/0)
N(D
[ £ >
o (tmn=twm+1[ﬂ:})
— {
630
Lsource
prompt CFD gate
i & .

delay CFD gate [—
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The normalized ©* detection efficiency as a function of Ty was thus

(t—tg)
h"“j: e c-[JT] dt
elec(T,) = —=0—— 5 R (3.13)
IE_[ y ]dl
o

It should be noted that this was a constant independent of " energy. However, it did vary
slightly from telescope to telescope, as summarized in Table 3.4.

Table 3.4: The Detection Efficiency due to the Electronics Term

Electronics
Detector Effici
Telescope | r.7.0.001]

Melbourne 0.118
Sydney 0.117
Adelaide 0.113
Seattle 0.123

The systematic error in this term was <1%.

DIF(T,)

The x* detection efficiency was further complicated by the fact that the ** may have
decayed-in-flight traversing the distance between the target and the detector telescope, or
within the detector telescope itself before it came to rest. While the latter process is dealt
wilhinaMuntcCaﬂu{mAppcndixE),ﬂmfmmisdcaltwimm;

Between its creation and subsequent detection, a ©* had to traverse several layers of
matter, depositing some of its energy in each layer. Because the layers were thin, the
average &* energy in a given layer of marter Az was defined to be the average of the
maximum (upstream) energy and the minimum (downstream) energy for the layer

Ty = 5 (I2=+T29). ' (.14



The time At; spent by the %+ in the i layer of matter Az; was given by

1 Az
Ay, = ?{_\r_) ’ ) (3.15)

where “y” is the Lorentz factor, and “v” is the velocity of the x*. Note that for the purpose
of calculating the time spent in the target, the x* was assumed to be produced on the

midplane.
The velocity of the &* was given by

v=_¢ ’1—%, (3.16)

while the Lorentz factor was

T (3.17)
The total time TOF spent by the n* travelling from the target to the upstream edge of a
given E-detector was thus

TOF = Y At, (3.18)

so that the probability a =¥ did not decay in flight was simply

TOF
DIF(T,) =¢ . (3.19)

Figure 3.28 demonstrates a sample contribution of the decay-in-fljght term to the overall
n* detection efficiency.
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Figure 3.28: DIF Contribution to the x* Detection Efficiency

The systematic error in this term was <1%.

Threshold(Ty)

Si:u:eagivmﬁdamwhadam-mmgyrﬁduﬂmwhiﬁhmaﬁmcﬁmofm
deposited T* energy (sec Appendix D), some x*’s with energy less than the hardware
detection threshold were actually detected, while some x*’s with energy above detector
threshold were missed. Normalized Gaussians representing the energy resolution were
genmmdfmauddcmngcoffmugiasnmﬂmhmdwmmmhold.%ﬂcﬂm
thrﬁhuldmgimwasnﬂampﬁmcﬁumhmpmmnmblymhshﬂpﬂmmﬂmmgy
resolution, and thus the probability of detection was simply the area of the distribution
above detector threshold.

1 ;

N(T)

RS e

- Tx

Hardware x* Threshold
Figumllﬂ:ThePrnbahiﬁtynfDetecﬁmNmThreshdd
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e y; s 3 ) T, (Mev]
Figure 3.30: Threshold Contribution to the x* Detection Efficiency

Eng.SBdmsnmsthemsulu.Thcsymaﬁcmhﬂﬁsmm{I%.

"A(Ty)

This contribution to the detection efficiency was due to & interactions in the scintil-
lator plastic, as well as in-flight ©* decay in the E-detector itself. Such processes lead to
some x*'s going undetected. The detectors gave pulses corresponding to the arrival of
the x*, but the nuclear interactions threw the pulse height out of the identification cuts
impnsedlhm:ﬂmmdifﬁmﬂtmmkuhmmﬂighnmamﬁsﬁmlapmm
-MpmmmdﬁmmmﬁpmmmﬁMMmmcdcmﬁmﬁdm,n
Munt:Carlosimulaﬁnnpmgramwaswﬁmmmnlaﬁmisﬁ:nydmmdin
AppmdixEThcnctrcsuhisasuiasddﬂecﬁmefﬁqum&swhichmﬂx
contribution to the &* detection efficiency of %A interactions. A curve for one detector is
presented in Figure 3.31.
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ﬁgumﬂl::ﬁﬂmﬁihuﬁmmﬂnfnetmﬁmmm
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3.10.2 Correction of the Yields for Detector Efficiency

The detector efficiencies as a function of deposited & energy determined in section
3.10.1 were then converted to a function of ©* energy at creation using the lookup tables
detailed in section 3.9. The yield as a function of n* energy at creation was then

N(T,,9)

Efficiency (T, 0)’ -

Yield (T, 0) =

where “0™ labels the X-arm detector.

3.11 Integration of the Yields
3.11.1 Over x* Energy Bins

Once the yield as a fanction of %* energy at creation had been determined for each
detector, the data were integrated to determine the total yield N (E,, 0, T,) inagiven
x* energy bin AT, for a given photon energy

N(E,6,T,) = &L Yield(T,, 0)dT, - (3:21)
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B}rnm‘malizingthisyicldmddividingthcmultbyihﬂuddthnﬁhc:+mgybinﬂmm
MubkdiﬁmﬁﬂmmﬁmwmwhmmbhaﬁdeYME(m
section 3.15).

3.11.2 Over Photon Energy Bins
The total yield N‘(E.t,ﬂ'} for a given photon energy bin was then obtained by
summing over the yiclds due to the individual * energy bins

N’ 9) = » N(E,6,T) . w5 4
(E, EE,,J (3.22)

Bynomaﬁﬁngthism&ﬁmﬁalmssmﬁmsmnbmimd(mmﬁmﬂ.lﬁj.

Hephmm@hmmn&mmfmmggﬂmmm
the 16 channel focal plane was broken up into four bins of four channels each, whose
widthwasappm:dmzmlylﬂmv_ﬂmcthuﬁ,isﬂmbmnsmhlmgwﬁghmdmof
the photon energy bin. '

Table 3.5: Mean Photon Energies for the Four Photon Energy Bins

Tagger Channels Photon Energy Bin | E, [MeV]
RS e s v R
5-8 2 204
9-12 3 194
13-16 4 184

ThcinMgrnﬁmwasp:rfmmad&nmamsismntmmIﬁthdnfﬁMchmaﬂ
targets (savcﬂiz)suchmﬁamaﬁmdmgawmgummpaﬁmomem sections
could later be made. Different thresholds existed for different targets due to varying
amounts of energy left by the &* in the various targets. Note that the statistical errors were
mmmmmmmmmmy.mm
also that N”(E,, 8) does not, in general, represent the absolute x* yield per photon
mgyhnp:rdcﬁcumlmmpe.ﬁumfmmlamms, if appropriate, was
still necessary.
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3.12 Estimating the Correlated Pair Contribution
Fnrﬂ:cmgymngﬂufﬂﬂslnpuin:nnpahpmdncﬁmwasm:dmﬁnamﬂmchanim
fmmmﬁcmmﬁmhmﬁm&mhfmmmmdgmmguy
like Z2. Pair contamination of the x* energy spectra became a problem for the heavier
(Z > 20) targets, but only at the forward angles. Recall the pair contaminated AE-E scat-
terplot first presented in Figure 3.16.

g

AE [ADC channels)

E [ADC channels] 159
Figure 3.32: Pair Contamination of the ** Band

A “pair event” represented both an electron and a positron depositing their energy simul-
tancously in a telescope, effectively doubling the pulse heights in both the AE and E detec-
tors. Thus, the energy signature of a pair event was almost identical to that of a single x*
event, so that rejection on the basis of deposited energy was impossible. Also the timing
resolution of the TDCs used in the experiment could not differentiate the small change in
time-of-flight between a pair and a x* event, so timing criterion could not be used to reject
pair events. Of course, pair events did not have the delayed pulses used for x* identifi-
cation. However, they did contribute to the yTDC spectrum when they were followed by
a random pulse within the pTDC time range. Fortunately, these random pulses were
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distributed uniformly in time, unlike the decay pulses which had a well-defined exponen-
tial distribution density. Thus, while it was not possible to remove the pair events from
the data, it was possible to estimate their contribution.

Further, while it was nn:possibl;mﬁﬁmmﬂnlcvclofmdamdpui:mum'naﬁm
in an individual x* energy bin due to statistical limitations, it was possible to estimate the
lﬂelofmnmminaﬁnnfmagivmphumumﬂgybinhmﬁrstmmdmm
exactly which combinations of target, angle, and photon energy bin corresponded to
cmmnﬁmmdyicmhmdumdnmi&um;pxmmmulmdfmmhufﬂm
fmphumnenagybin&hwnsasmdmﬂamdommtmppcddm“ﬂ)ﬂwhﬂca
pahﬂmtwasmmcpmmptgam,mmﬂﬂmmdﬁngspmmcmﬁsmdofanm-
ﬁalonﬁnsﬁmcmmnt“t“mpcﬁnmsadmaﬂu{randnm}backgmund

pTDC
N(RTDC) = Ag+Ae = . (3.23)

ThcuTDC(E,}spccu'awmmhinnﬁbyafamufmandthmﬁtmﬂﬂsshap&A
fmﬂmmsmimwasimpmcd-mcinmgmln{meﬁtmﬁfﬁci:mmnmaﬁmdmth;
total numbcrnfcmmtsinﬂmépectrmlnmcascs.itwasumarymmhinby a factor
of 128 to get the fit to converge (indicated by “#” in Table 3.6); in other cases, it was.
wmnmd&cﬂmmﬁnmﬂumm(ﬁmchmmlﬁﬁﬁmmm
of channel 630) to obtain convergence (indicated by “*” in Table 3.6). If this was neces-
m,memlﬁwmﬁtmmasﬁgmdmthgﬁddﬂom,inmismmﬂ,
mcwcﬁidmmAﬁmdﬁlwmdctunﬁmdfcrmmgﬂ,angh,mdphomnmﬂgy
bin. A non-zero value for the background coefficient Ag indicated the yield was contam-
inated. Figure 3.33 shows a typical u“TDC(E,) spectrum.
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Figure 3.33: A Contaminated pTDC Spectrum

Unocth:magnimdcnfthcﬂaxbackgmundmo)waskmwn,thcpahnmuibuﬁmm
the n* yield was determined by integrating over the appropriate region of the uTDC spec-
trum

Toax
Pair Yield(E,6) = [ Agdt = Ay (t,,,—630), (3.24)
630

where “tyax” was the last \TDC channel to have a count in it. The"absolute x* yield for
a given photon energy was then the difference between the contaminated yield and the
pair yield

N.(E,0) = N’ (E, 0) —Pair Yield (EY 0). (3.25)
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Table 3.6 summarizes the degree of contamination present in the various yiclds. Any
cumbinaﬁmnfmgwm]gwopm'phomnmﬁgyhhnmmtmlﬁsmbhmmspondﬁﬂ
to an uncontaminated x* yield.

Table 3.6: A Contamination Summary

Target Telescope Ebin % Contamination
2 16.1+/-2.0
3 52.1+4/-8.5
4 12.24/-22
1 26.4+/-4.8
2 10.14/-35 #
3 67.6+/-29.6
4 38.34/-23.3*
1 14.0+4/-3.4

7 17.4+/-44
3 12.7+/-49
4 48.1+/-40.2
1

-

3

4

1

2

3

4

1

2

3

4

Ca Melboume

Melbourne, large

Melbourne, small
Sn collimator

0.5+/-0.1
20.4+/-3.6
28.5+/-6.6 *
412+/-14.1
70.2+/-38.5 *
99.9+/-66.7 *
. 95.7+/-58.9
18.7+/-22.8
11.8+/-23
17.84/-44 %
47.1+/-21.7
41.7+/-17.8

Sydney

Sydney




T

3.13 Normalization of the Yields
The absolute =* yields of sections 3.11.1 and 3.11.2 were normalized to incident

phmmbmmﬂu“Ny":nmhaofphmprmcﬁmmm“N“,mdeﬁdmgh
“AQ” to express them as double differential and differential cross sections respectively.
3.13.1 Incident Photon Beam Flux
The incident photon beam flux per photon energy bin was directly related to the elec-
tron flux detected by the tagger focal plane corrected for stolen coincidences and tagging
efficiency

N,(E) = N (E,) - tagging efficiency(E,), (3.26)
where the true electron flux per photon energy bin was given by

NE™ (E) = E,%nN‘m @, 327

and “N™® (i) ” was the number of electrons actually detected by tagger channel i,
corrected for stolen coincidences as detailed on page 33. The systematic error in the inci-
dent photon beam flux per photon energy bin was < 1%. It is in this systematic error that
the presence of the photon tagger is most strongly felt.

3.132 Target Densities
The effective thicknesses of the various targets t’ in g/cm® was given by

’ pt _ density- thickness _ mass thickness

- s (0) e | R (3.28)

where “0” was the angle the target made with respect to the photon beam axis (30°). This
effective thickness was converted from g/cm? to number of photoproduction centers per
cmzusi:ng

1

N=x-t-N,, (329)
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where “A” was the molar weight of the target, and “Ny” was Avogadro’s number. Table
3.7 summarizes the targets selected for the run. Note that it was the H content of the CH;
target that was interésting for the purpose of extracting the elementary cross section. The
systematic error in the target density was < 1%.

Table 3.7: A Summary of Target Densities

v’=pt/sin(6) N
Target | 14/.0.001 glem?] | [+/- 0.001 X10Zcm?)

CH 0.596 5.136 (H); 2.568 (C)

2

C 1.028 5.155
Ca 2.240 3.366
Sn 1.570 0.797
Pb 1.086 0.316

3.13.3 Solid Angles
The point source solid angle subtended by a telescope located at angle 6 was given by

r 2
.ﬁﬂ{ﬂ) BE(E} * (3»3{}]

where “r”” was the collimator radius and “d” was the distance from the target to the center
of the collimator. This approximation was valid only for d >>r. The actual solid angles
subtended by the various telescopes were corrected for the finite extended target (Garrow,
1991), and are presented in Table 3.8. The systematic error associated with the solid angle
was < 1%.

Table 3.8: A Summary of Solid Angles

Telescope | Collimator [+/-0.1cm] | 6[+-17]_| AQ [+/-02 msr]
[ Melbourne 55 s> || 34 |
Melbourne 8.0 51°12’ 492

Sydney 8.0 80° 57° 479
Adelaide 8.0 - 109° 14° 48.4

Seattle 8.0 140° 14° 477
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3.14 Systematic Error

Smmcﬁmﬁcmmﬁmw,ﬂ,mdmmmmﬂ 1%, the
systematic error associated with the cross sections was basically determined by the
sysmﬁcmnrmthcyidd.Twufacmmﬁhumdmdﬁxmcdgmcﬁmcfﬁdm(ﬁ
13%}audth=d=gmcufpai:mnmnﬁmﬂﬂnilﬂ'ﬁ as appropriate). Due to the excellent
particle identification, a nominal value of <1% was assigned to the systematic error in this
quantity. The resulting maximum possible systematic error associated with any given
msssmﬁmvﬂucwasqﬂ%.Thcmgesymﬂcmm—li%-

Table 3.9: A Summary of Systematic Errors

Quanﬁryﬁ’?m

N,,{F.re) < 14% (< 24%)
NAEy <1%
N <1%
AQ(B) <1%

3.15 Laboratory Double Differential Cross Section
3.15.1 Calculation '
Thchbmmdnublediﬁmﬁalmmcﬁmasafmcﬁmofphnmnmﬂww
given by
d’c N, (E, 6, T,)
ao,_ar, Cr % = @) -;Tnfz(;) AT

(3.31)

3.152 Results

The following eleven plots (Figures 3.34 to 3.44) illustrate the double differential
cross sections obtained for the Zaﬁmg:minﬂiism:puhnmtasafumﬁmufTrThc
width of the " energy bins is 10 MeV. The numerical values for the laboratory double
ﬁﬂmﬁﬂmmwmchmummﬁsﬁmﬂymﬁmmmmmmdin
AppmdixF.Tthindicamﬂmappmﬁmmmathmmgyz*ﬁmaﬁcaﬂy
mwdghmwmm&mmmgmmmmdm
widxhufmcfmﬁgybimﬁswiouﬂymﬁmad,md:nmhuufpaﬁsinmc
yiakiswasnmkuuwnmthelwelufﬂ,(]i‘.B,T,),doublediﬁcrmtialcmsssm&msfm
mnmmimwdmmhinaﬁunsufurgttandanglemﬂdmbedmumimd.
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Figure 3.39: d%0/dQdT, for Ca at 6y ,p = 109°
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Figure 3.40: ¢%6/dQdT, for Ca at 6y 55 = 141°
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Figure 3.41: d%0/dQdT, for Sn at 6 , 5 = 109°
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Figure 3.42: d>0/dQdT, for Sn at 6y 45 = 141°
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Figure 3.44: d%0/dQdT, for Pb at 6y 4 = 141°
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3.16 Laboratory Differential Cross Section
3.16.1 Calculation
The laboratory differential cross section as a function of photon energy was given by

do N, (E, 6) |

Due to pair contamination in the yield for 8; 5p=51° for the Pb target, no differential cross
section values are available. Only two points are available for H at Ex=184 MeV.

3.162 Results
Figures 3.45 to 3.49 illustrate the angular distributions as a function of cos(By_sp). The
numerical values for these angular distributions are presented in Appendix F.

.

L O E,=213.32 MeV

-
(]

— O E,=204.11 MeV

da/d0) (ub/sr)

- A E, = 19425 Mev

10 - © E = 183.69 MeV

E_

E—.

4 |- -

2_

0 s al s s sl sl saalasaslsssslssiaeaaabssialasas

-1 -08B -06 -04 -02 0 0.2 04 06 0.8 1
cos(d)

Figure 3.45: Laboratory Angular Distributions for the H Target
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Figure 3.47: Laboratory Angular
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3.17 Center-of-Momentum Differential Cross Section
3.17.1 Calculation
Thtﬂhidiﬂﬁrmﬁﬂmsccﬁmisrdamdmmchhms&cﬁDBbYalacobinn -
do dﬂl‘m do
= .———(E_.9). (3.33)

AdimﬁmufmclmbimsisprﬁmwdmAppmdixB.TMdiﬁuenﬁﬂmmﬁms
for ©* from H were converted to the CM frame.

3.17.2 Results
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3.18 Total Cross Sections
3.18.1 Calculation
mmmlmssswﬁmwasnmimdbyimmﬁngmumgulardisuibuﬁmwrﬂ}

d d '
Gponn (B = imﬁf (E,0) = qut!:iﬂsinﬂgg (E,0). (3.34)

The integration over ¢ was trivial, and the integration over 8 became a sum due to the
discrete nature of the x* detectors

Srotar By = 2% 3 5o (B 8) -A(cos (6)). (3.35)

aﬂ

Figure 3.51 illustrates the definition of A(cos(8)). Integration of the angular distributions
involved adding up the areas of the rectangles so defined.

b5 a.;h
Y _ l
|

~—A(cos (0))—»

—0—

do
30 Er ®

g}
L

5 - cos(® 1
Figure 3.51: Integration Over cos(0)

Although different values for A(cos(9)) gave different weighting to the data points, this

was justified since for any given value of cos(8), the nearest data point was the best to use.

3.182 Results
Nnmmmmcmglﬂudim'huﬁmsfmﬁhadnﬂyﬂrupuimnﬁsmﬂmdinavmi-
ation in the width of the boxes A(cos(8)) for the purposes of the integration. No finite
acceptance correction was made to the total cross section values, since the angular distri-
butions were reasonably flat over the angular bite of the detectors. The following plot
(Figure 3.52) illustrates the total cross sections as a function of photon energy. The
numerical values for the total cross sections are presented in Appendix F.
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Chapter 4. COMPARISONS AND CONCLUSIONS

Comparisons between results and existing data sets and calculations are made.
Conclusions are drawn, and further work is suggested.

4.1 Comparisons of Selected Results
4.1.1 The Elementary Reaction p(y,x*)n
The angular distribution coefficients P; presented in equations 1.3 through 1.5 were
calculated for the literature values of the amplitudes, and compared with the experimental
values extracted from the CM angular distributions.

Figures 4.1 10 4.3 illustrate the fit of a second order polynomial in cos(6“™) to the CM
angular distributions from the proton for three of the four photon energy bins. No fit was
attempted for the fourth photon energy bin, 184 MeV, because only two points were
present in the angular distribution. Total errors are shown. A summary of the results of

these fits is presented in Table 4.1.
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Figure 4.1: P; Coefficients at E, = 213 MeV
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Table 4.1: Experimentally Determined P; Coefficients

E,MeV] | Pilubis] | Pplubls] | P;ublis]
213 13.59+/-239 | -397+/451 | 6.18/-8.05 |
204 13.114/226 | -7.004/-390 | -8.84+/-7.57
194 11.90+/-195 | -1944/-375 | -4.41+/6.86

The experimentally determined P; coefficients are plotted against the theoretically
predicted values of Berends er al., and the results of the multipole analysis of Pfeil er al.
in Figure 4.4. The P} coefficients determined in this experiment are lower than the predic-
tions. The P, and P; values seem to reproduce the expected values somewhat better,
although the error bars on the points obtained from the fits are quite large. The overall
agreement is good.

30
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5 R F'lederaf 19?2
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o« O HCoaﬁu
O P2 Coefficient p
20 — ¥ P3Coefficient ‘“‘ =~

$ +

i
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|
—B-
|
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Figure 4.4: A Comparison of P; Coefficients to Literature Values

In order to facilitate a direct comparison, the experimental data points with their total
errors are plotted in Figures 4.5 through 4.8, together with the previously introduced theo-
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The data from this experiment tend to peak at about 100° in the CM frame, and seem 0
fmthemsuhsofmcmﬂﬁpulcanﬂysismﬂﬂ!ecﬂmﬁwhﬂmﬁmcﬂmhﬁmnf
Blmmdnﬂd.mmcdinmcﬂmlmﬂaﬁmnfﬂmmﬂdmm&mﬂﬁsm
are lower than the bremsstrahlung data of Adamovich er al., and agreement is poor.

el 200 — 3K This Work

g O Buechler, 1991
o — Nozawa er al., 1990
— Blomqyvist et al., 1977
~ Pleil et al., 1972

100

¢ € ! l !
180 180 200 210 220 230 240 250 E, [MeV]
Figure 4.9: The Total Cross Section for p(yrin :

Figm4.9ﬂlumtcsammparisonofmcmmlmssncﬁmsnbmimdinthhexpui~
ment via integration of the angular distributions with the integrated tagged photon data of
BmﬂﬂmdmcmmﬁcﬂpmdicﬁmTumlmsmshumﬂamﬁ,thcmdmm
m‘cmnﬁSMLWhﬂcthccahulmiuuswndmwuﬁﬁmﬂﬁﬂEmmlmmﬁmsatme
photon energies of this work.

Recall that the elementary cross section consists of a Born term (representing
diagrams A, B, C, and D of Figure 1.2) and the A(1232) resonance (diagrams E and F).
Thcmagninﬂ:ofthcmnuibuﬁnnufth:ant:rmtothcdcmmmssmﬁmis
determined by the coupling constant f2/4% ~ 0.08. In the past, the difference between
npﬁhnﬂntmmmymmmghtmbedmmmﬂyukmﬁngm:ﬁmdﬂw
A(1232) resonance. The magnitude of the Born term was thought to be well-known.
Howwﬂ,iuymmﬂyithasﬂmbcmmggmmdmmmnfﬂmmupﬁngmm
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may be too high by as much as 5% (Stoks et al., 1988, Workman ez al., 1992). The result
ufmducingmccaupﬁngmmmisamducﬁminﬂmmgnimdcum:cﬂcmmm
cross section presented in Figure 4.9. The exact effect is currently being investigated
(Strakovsky, 1993), but was not available at the time of this work.

4.1.2 The Quasi-Free Reaction X(y,x")

Figures 4.10 and 4.11 illustrate comparisons between two double differential cross
section sets obtained in this work, those extracted by Arends er al., and those theoretically
predicted by Carrasco er al. at ~ 215 MeV for laboratory angles of 50° and 110°. The n*
energy bins are 10 MeV wide, and the values of the double differential cross sections are

3 1 I I I I

=

@ 2 This Work

| O Arends et al., 19828

" —— Carrasco er al., 1992

E, ~ 215 MeV

g_ 8, ag ~ 50°
ND

- 05— —

X

! 1 1 1 l
0 20 40 60 80 T, MeV]
Figure 4.10: d*0/dQdT, for C(y,x*) at 8 o ~ 50° at E, ~ 215 MeV

—

The above figure represents the best agreement between the data of Arends ez al. and the
calculations of Carrasco et al. The data of this work is in general lower than that of Arends
et al. in the region T, > 40 MeV; however, overall agreement is'good. Two new data
points are presented at 25 MeV and 35 MeV. Clearly, the theory favors neither data set
outright but does do a nice job of representing the entire distribution of data points.
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| i II |
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Figure 4.11: d0/dQd T, for C{-r,f) at am ~110° at E,~ 215 MeV

Figure 4.11 represents poor agreement between the data of Arends er al. and the calcu-
lations of Carrasco et al. However, it is important to note the data of this work are in excel-
lent agreement with that of Arends et al. in the region Ty > 40 MeV. Again, two new data
points are presented at 25 MeV and 35 MeV. Clearly, the theory dramatically overesti-
mamsmcnngmmdcofdmdnubkd:ﬁcrmﬂmmumcmd&nmbuthcxpm
ments in the region T, < 50 MeV. The excellent agreement between the two data sets
Mapmhlcmmﬂlﬂmﬂmmymﬂ:ﬁrﬂmnmﬂlﬂmdan.
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Figure 4.12: An Angular Distribution for C(y,x*) at Ey~ 215 MeV
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Figure 4.12 presents the angular distributions for C at E, ~ 215 MeV obtained from
this experiment, by Arends et al., and the predictions of Carrasco et al. The angular distri-
bution attributed to Arends et al. was obtained by integrating published double differential
cross sections. A software detector threshold of 40 MeV was applied to the present data
to make the comparison between data sets possible. As previously mentioned, the calcu-
lations of Carrasco e al. represent the entire reaction yield. The data of this work is in
excellent agreement with that of Arends ez al. in the region 8y 5 > 65° (cos(8_sp) <0.4),
but the agreement is poor at the forward angle. Note that the experiment is, in general,
easier to perform at the backward angles due to the absence of background. Any back-
ground not properly discriminated against in the analysis will tend to increase the calcu-
lated differential cross section. The agreement of the two data sets at the back angles
indicates a good knowledge of the absolute value of the differential cross sections in this
region, which is not reproduced by the theory of Carrasco et al., even in view of the inclu-
sion of the entire range of ** energies in their calculation. This disagreement between the
two data sets at the forward angle is believed to be associated with extraneous background
being included in the yield determined by Arends er al., since the n* identification in their
measurement was less rigorous than that performed here.
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Figure 4.13: An Angular Distribution for C(y,x*) at E, ~ 200 MeV

Figure 4.13 shows a comparison between the angular distribution for C at E, ~ 200
MeV obtained from this experiment, and that of Shoda er al. No mention of the first esti-
mation to the QF n* photoproduction angular distribution is made since it was clear before
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the experiment was even performed that the predictions were extremely poor with respect
to the existing data. Total errors are shown for the data points of this work. The data points
of Shoda e al. have statistical error bars only. A software detector threshold of 20 MeV
was applied to the data of this work to make the comparison between data sets possible.
The angular distributions from this work for E, = 204 MeV and Ey = 194 MeV were
simply averaged to estimate the angular distribution at E, ~ 200 MeV. Clearly, the agree-
ment is poor. The results of this experiment are higher than those of Shoda er al. by as
much as a factor of two. However, recall that Shoda er al.’s data were obtained using elec-
troproduction of &* and the photon difference method. With this method, electron beams
of two different energies are used to electroproduce x* using virtual photons, and the
mﬂﬁngspccﬂamnmmaﬁzndmimhncﬂwﬁhd}cmuhsb:ingdmmmcdiﬁer-
ence in the two virmal photon distributions - “monoenergetic” virtual photons. Further,
the measurement was made to several discrete final states which included both 2 =* and
B or B®, and the inclusive angular distribution was estimated by adding up these measure-
ments. This constitutes an extremely difficult experiment - one that by design can only
underestimate the inclusive process due to the inevitably missed reaction channels,
hwmsmaﬂ.ﬁcdifﬁnﬂtyofﬂm:xpuimmtismﬂm@inthcfmﬂhmuummﬁmn{
systcmaﬁcmmismad&Thus,thcdjsagrwmunhcmmmcmgulardisuibuﬁmof
Shoda er al. and that obtained from this experiment is not a large concemn, particularly in
view of the strong agreement between the more reliable tagged photon data of Arends ez
al. and that of this work at all angles save the most forward.

To compare the angular distributions of Carrasco er al. to those obtained in this
measurement for all targets over the entire energy range of detected x*, it was necessary
to estimate the effect of the 17 MeV detector threshold on the experimentally determined
differential cross sections and thus angular distributions. The effect was calculated by
determining the ratio of the integral of the theoretically predicted double differential cross
section from detector threshold to that from reaction threshold as given by

dz
dﬂd?r dT,
lost = ] — detestor Suehaid dl = x (4.36)
g
J- dﬂdT,dT"

reaction threshold
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ﬁﬂmﬁﬂmmﬁmmrmmﬂmmchandmmﬂmﬁﬁ-
mmmmqunedshohmuﬁcwedummmmpmmﬁmxuﬂy,ﬁnuthe
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Table 4.2: Estimated Detector Threshold Effects on do/dQ -

Target Angle [] | lost [%]
51 0.68
81 2.89
C
109 5.00
141 7.45
51 0.63
81 3.10
Ca
109 5.42
141 7.78
51 0.63
81 2.79
Sn
109 5.12
141 9.75
51 0.41
81 2.05
Pb
109 499
141 8.03

Because of this, the differential cross sections comprising the angular distributions illus-
mmdbdowhavcmbmsmludbymisfamr.lhcmlmhﬁmsinchdcﬂmfmgy
region from reaction threshold to 17 MeV, while the data do not.
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Figure 4.14: Angular Distributions at E, = 213 MeV

Hgmc4.l4shawsammpaﬁsonhctwemmcangulardimibuﬁmsuhninndinthis
experiment for the fuurtargctsnndmompmdimdbyCmsmetaLmeﬁ 213 MeV.
Total errors are shown. Clearly, the agreement between the data point at the forward angle
and the calculation is excellent. At the backward angles, as expected, the agreement is
pOOTer.
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Again, no mention is made of the first approximation to the total QF x* photoproduction
cross section becanse it was already shown to be a poor representation of the existing data.
As expected from both the double differential cross sections and angular distributions
pmﬁonﬂydimsnimcmulmmﬁmmwdinthiswn:kislm than that
obtained by Arends ef al. or predicted by Carrasco et al. In fact, with the detector 1
mmanfmmv@pﬁmmmwmmmcdmdﬂﬂsmmmcmms
basicaﬂyclusaduET=lﬂﬂM:V.simﬂwmulmmcﬁmismsismwimm.

Figure 4.16 illustrates the total QF x* photoproduction cross section per proton
ubuinadfmaﬂﬁwmgﬂsinvﬁﬁgamdhmisWAmifmmmm i
of 17 MeV is present in all the data, and total errors are shown. As expected, the value of
the total QF x* photoproduction cross section per proton is less than that for the free
process, and decreases as A increases. :
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Figure 4.16: The Total QF Cross Section Per Proton

Figure 4.17 on the following page demonstrates the trend in the total cross section as
a function of A for the four photon energy bins. Total errors are shown and again, a
uniform detector threshold of 17 MeV is present in the data.

Recall that the total cross section was modelled as 6 (A) = kA™*), and that as the
number of nucleons in the target nucleus increased, according to a very simple model the
total cross section was to go smoothly from being proportional to A (a volume effect) to
being proportional to A%> (a surface effect). That is, the exponent n(A) was to reduce
smoothly from a value of 1 to a value of 2/3. A second order polynomial was fit to the data
as plotted in Figure 4.17.
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Figure 4.17: Total Cross Sections as a Function of A
Because
In(6) =In(k) + [n(A)] -In(A), ~ (4.1)
and
In(c) = A+B-In(A) +C- [ln(A}]z =A+[B+C-In(A)] -In(A), 42)
by comparing equations 4.1 and 4.2,
n(A) =B+C-In(A). (4.3)
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Table 4.3 presents the values of the exponent n(A) calculated from the fit coefficients
according to equation 4.3 for the various nuclei as a function of photon energy.
Table'd.3: A Summary of Total Cross Section Exponents

Target

E, =213 MeV

]:".7=2’341'«'[!::‘%r

E.r= 194 MeV

E,=184 MeV

1.39+/0.47 1.67+/-0.51 1.50+/-0.62 2.67+/0.74
Ca 1.21+/0.52 1.42+/-0.57 1.27+/-0.69 2.18+/0.83
Sn 1.04+/0.58 1.19+/-0.63 1.07+/-0.76 1.72+/0.92
Pb 0.96+/-0.60 1.07+/-0.66 0.96+/-0.79 1.50+/-0.96
— 4 il
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Figure 4.18: Trends in Total Cross Section Exponents



- 145-

e e b

Figure 4.18 illustrates trends in the exponent n(A) of Table 4.3, together with lines repre-
senting the expected values of n(A) = 1 for “volume-type™ nuclei and n(A) = 2/3 for
“surface-type” nuclei. Clearly, the theory used to predict these values is far too simple.
All data sets favor the n(A) = 1 prediction, while to within error, the Sn and Pb coefficients
actually agree with both predictions. Further, at E, = 184 MeV, the value of the exponent
is somewhat larger than the simple theory predicts, at least for C and Ca. The source distri-
bution is obviously more complex than the volume or surface types predicted by the
model. To investigate the trend in the fit exponent of the total cross section properly,
smaller error bars on the total cross sections and a larger sampling of nuclei are required.

4.2 Conclusions

The purpose of this experiment was to investigate QF x* photoproduction from high
Z nuclei using tagged photons from 175 to 215 MeV. Because some tagged photon data
existed for photoproduction from both H and C over this energy range, these targets were
selected to check the absolute normalization. H was also used to determine the energy
resolution and calibration of the detectors. This experiment represented the first attempt
at investigating x* from Ca, Sn and Pb using low-threshold AE-E type plastic scintillator
telescopes.

While the elementary angular distributions do not, in general, reproduce the results of
the calculations or the long standing data of Adamovich er al., they are in good agreement
with the tagged photon data point of van den Brink. Further, the total cross sections for
the elementary reaction are consistent with the tagged photon data of Buechler. This
agreement suggests some modifications of the calculations may be required. Agreement
with the tagged photon double differential cross sections and angular distributions from
Cqu::misﬂaLwasa!sugnodfwaﬂsave&lcmstfmwmdmghTﬁsmggﬁmm
the results obtained for the other Z targets, extracted in a consistent manner, should be
gmdﬁwmmmmmmnﬁmwimmca;gdmdimihuﬁmsnf
Shoda ez al. is not a great concern, since tagged photons were not used in his work.

The QF angular distributions from C, Ca, Sn, and Pb were compared to the recent
ﬁnmcﬁ:almlcuhﬁmsofﬂanmmﬂaiﬁgrmmmﬂmﬂmtatﬂmfnmardmgles
fmaﬂmrgetswhmmcfmmcmstmﬂgeﬁc,hmpmﬂtﬂ}cbackwdmglﬁ,whﬁe
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thr:E*Mkssmcrgtﬁc.Cmsmhimdffaﬂsmisisdnﬂmfaﬂingshﬂﬁrmodelfm
lowcnﬂgyx+whichnwdmbcaddrcssc¢m5iSWhympaﬂEDEismﬂnpmdmlyfm
a photon energy of 213 MeV, the highest in this measurement.

Thcabmlumang;ﬂudisuihuﬁmswmimgmmdmﬁddmﬂmm_m
nuclei, the total cross section per proton was less than that for the free proton, and
dﬂaﬁscdasﬁinuﬁsed.ﬁmdsmthﬂmlmsmasaﬁmc&mﬁﬁmm_
mined, but did not compare favorably with a simple model.

Thencnst:pinthiswmkwouldbemmpcatlhcexpcﬁmlusingtheupgmded
WMW&ISALM@MMWM&&MMMM
ammplmmvampingofﬂmRFdﬁw.Ihcmwmgguhasmmwmﬂmd
mwfmﬂphncmofMMwhﬂcﬁmﬂwmgeddmymeﬁmme
mofnwmmatsmmmmm:mnfﬁﬂ%.nmmﬁcmﬂm
mtmmpmxhnamlyafacmmflﬂinmmm.hamcxpuimemkwardhhu-
rammglcswouﬁbccmcmmmdm,simth:mthﬂwmmmm-
mtwnsshommbcpom.ﬁpmsiblnthublediﬂmﬁﬂmmmmm&m
fnms.sincaﬂmdismpmdcsbcﬁecnﬂnnyandmpminﬂtmheﬂaﬂ:hm&edmﬂﬂs
lchHeavynrgﬂsoﬂ:ﬁﬂmn&,Sn,andeshmﬂdbcchmminmdcrmmmmm
mnsssacﬁonasafuncﬁmafﬁmammplﬂcly,whﬂeﬂmdﬂshmﬂdbcmmimdfm'
thcpmpnscsufmmpmisunmtmwnmmﬂm.ﬁrﬂm,ﬂ]mmimpmmtswhich
could be made to the detectors and electronics used in the experiment which would allow
for further increases in count rate. These improvements are discussed in detail in
Appendix G. The net result of all these improvements would be a better experiment which
muldmvcsﬁgamfarmthanﬂﬁswmkdidmafarbeuadcgm:mafarmpuiod
of time.
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Appendix A. DECAY KINEMATICS

Figure A.1 shows the ©* decay process.

Initial State: Final State: y.
@ e the pion decays to a (1*,v,,) pair
a pion at rest g
f Pu=Pv
M,=0
Ex=M; s
rd

Figure A.1: Initial and Final States of the Decay

For the purposes of the following derivation, units of h/2%x = ¢ = 1 are assumed.

The relationship between the relativistic total energy of the decay p* and its mass and

momentum is
B2 = 3+ Ml A
Because the ¥ is at rest in the initial state, its momentum is zero. Further, the neutrino is
taken to be massless. Applying the conservation of energy between initial and final states
yiclds
M, =E +p,. (A2)
Further, conservation of momentum demands
Bu+dy = 0. ” (A3)
The total energy of the u* may also be expressed as the sum of its mass and kinetic energy
Ey =Ty +M,. (A4)
Substimting equations A.3 and A 4 into equation A.2 produces
M, =T, +M,+p,. (A.5)
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Substituting equation A.4 into A.1 and solving for p,, produces
p, = fTo+IM,T,. Ah)
Combining equations A.5 and A.6 yields
M, =T, +M,+ Fu"' 2M, T, | (A7)
which, upon squaring and solving for T, results in the kinetic energy of the decay pu*

T, = %[M,+M,‘[%)]—Mw (A8)

Since M,; = 139.6 MeV and M, = 105.7 MeV, the kinetic energy Tuofthedacayp"'is
identically equal to 4.12 MeV.



Appendix B. LAB TO CENTER-OF-MOMENTUM
TRANSFORMATIONS

Units of h/2x = ¢ = 1 are assumed in this Appendix.

The CM values for photon energy (ETCM}, detector angle (™), and solid angle
(dQ™) are related to their respective laboratory counterparts by

1-B,

B =5 i ®.1)
i sin{BL“)Jl*Bi]
=] — % | (B.2)
cos (8“*%) —B_/B,
" g (Bp-ﬂ.,.ms(e““nJu-ﬁl,ﬂcms(emnz—(1-ﬂ§J (1-BD) _—
aQ™ B2(1-BD) i
Equation B.3 is the Jacobian. The quantities B and B, are given by
LAB
B, = j’n : ®4)
By Ty
T+ (1545
ﬂp=J .o, ®B.5)
my + Ty

whﬂe"mp“ismcmtmassofﬂ:cpmmn(%&ZEMcV),“T:"isméEncﬁcmgynfﬂm
=* in MeV, and “m,;” is the rest mass of the x* (139.6 MeV).

The CM value for the ** momentum “q” may be extracted from

W = 0+E,, (B.6)

W = Jm (m,+2EL4B), ®7)
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o = J¢+ms, (B.8)
E, = Jg'+m. ®9)

The Jacobians dQ"*B/dQMwere averaged over the angle subtended by the
detector, the photon energy bin, and deposited &* energy (thus the two values for the
Melbourne detector, which had two different collimators). Table B.1 summaries the

conversion parameters.
Table B.1: Laboratory to Center-of-Momentum Conversion
Parameters
uas [ ocs T ote Tpe Tocom [ 1amEe [ ame

s s R 51 65.6 57.90 0.735
51 65.9 57.90 0.731

213 177 122.1 81 98.6 45.12 0.969
109 125.6 35.26 1.288

141 151.7 28.21 1.649

51 65.8 4992 0.732

51 66.1 4992 0.729

204 170 112.1 81 99.5 38.61 0.968
109 126.0 2092 1.294

141 152.0 23.74 1.674

51 66.5 41.28 0.723

51 66.8 41.28 0.719

194 163 100.6 81 1003 | 3152 0.967
109 125.8 24.09 1.288

141 1519 18.87 1.667

51 67.0 31.88 0.716

184 156 87.0 51 67.4 31.88 0.710
81 100.1 23.80 0.966




Appendix C. KINEMATICS AND ENERGY LOSS
Details of the kinematics calculations and energy loss work performed to determine
the relationship between &* energy at creation and at detection are presented. Units of
h/2x = ¢ = 1 are assumed.

C.1 Kinematics
Throughout this work, the word “kinematics™ is a reference to the elastic photopro-
duction of a *. A two body final state is assumed and no energy brought into the reaction
by the photon is carried off in the form of an excited recoil.

Ex.Pa

Figure C.1: A Two Body Photoproduction Reaction

Consider Figure C.1. Let “A” represent the detected particle (a &%), let “B” represent the
recoil particle, and let “T™ be the target nucleus. The conservation of momentum implies

Py = PAC0s0 + pgcosy, (C.1)
0 = p,sin®—pysing. (C2)

If equations C.1 and C.2 are solved for cosg and sing respectively, and these expressions
are then squared and added, application of the trigonometric identity sin?p + cos? = 1
will yield

P = pi-r»E%-ZpAE.rcasﬂ. (C3)
The conservation of energy demands
E,+E; = E, +E;. (C4
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If equation C.4 is solved for the total energy of the recoil particle, Ep, and this expression

is squared, the result is
E3 =‘E$+E.}.+Ei+ZEYEL—-‘ZE;EA—ZErEA. {cj
The total energy of the recoil particle is given by E} = pj + mj. Substituting this into
equation C.5 produces
P = E$+E%+Ei+2ETE¢-»2ETEA—ZErEA-m%. (CS6)

A comparison of equations C.3 and C.6 using the fact that the target is at rest in the lab
frame (E; = my), results in

pi —2p,E,cos6 = m? + E2 + 2E my — 2E.E,, - 2E ymp —mg. (C.7)
Finally, p3 = E2 —m3, so that
Ei—mi-z,féi——:ils.,ma = m%+Ei+zE’mT-ngr2EAmT-m§. (C.8)
mcaﬂumsolvuqmﬁoﬁc.s,d:ﬁncmnqumﬁﬁ:s
M? = m% —m} - m?, (C9)
E, = E,+mq. (C.10)

Squaring equation C.8 and rewriting in terms of the above quantities produces a quadratic
equation in E5

{4 [Es(msﬂ}z—Eﬁl}Ei
{4Ey[2E,mp ~M’] } E,

{4E, [my (M’ ~ E;my) — E,(cos8) “my] -M*} = 0. (C.11)
By defining the following variables,

a = 4[EZ(cos8)*~Eg], (C.12)
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_— 4E7[mr{hz—E!mr] —E, (cos0) 2m} -, (C.14)

the solution to eguation C.11 will be given by
Ep = 5 [—b o>~ 4ac]. (C.15)

Only one of the two solutions to equation C.15 is physical. The kinetic energy of the
detected particle is thus given by

T, = BBVl _m, . | (C.16)

Computer code was written to solve the quadratic equation, distinguish the physical
solution, and then extract the kinetic energy 'us:ing the formulas presented above. This
code required knowledge of the energy of the incident photon, the mass of the target
nucleus, the mass of the detected particle, the laboratory angle at which this particle was
detected, and the mass of the recoil nucleus. The maximum possible 1" kinetic energy at
creation was thus known for any combination of photon energy, target nucleus, and
detector angle.

C.2 Energy Loss

Because a ©* had to traverse several layers of matter before it could be detected, a
mapping algorithm was developed to relate ©* energy at creation to that at detection via
well-established energy loss routines. Section C.2.1 discusses the energy loss process in
general, while section C.2.2 outlines energy loss calculations performed for the purposes
of this work. e
C.2.1 The Bethe-Bloch Energy Loss Formula

When incident upon matter, charged particles lose energy via collisions with the elec-
trons of the medium. The relativistic Bethe-Bloch energy loss formula governs this
process.
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Consider a particle having charge “Z;e” and velocity “y=Bc”. If this particle passes
through a medium of atomic weight “A” and atomic number “Z”, the kinetic energy loss
“dT” over a path length “dz” is given by

=k

dT 1 [21!:1‘4 AZZ%!:‘ )[l (thvzw 2
n| ——

=) = —-2p%-8- C.17
2 " 1*(1-ﬁ1;) B ] (C17)

mtvzﬁ
where “gq” is the dielectric permittivity of vacuum, “N,” is Avogadro’s number, and
“me"isthcmssnfandmﬁcmﬁanﬂdmﬁmpommmcsdnﬁﬂmmis
givtnhylhccxpeﬁmnmﬂydcwminedmlaﬁon 1 = kZ (eV), where k=k(Z) for very
]ightnrvcryhmvyamms.Fara]lothcramms,kisappmximamly 11. “Wpay~ is the
maximnmmgymsfu&nmthcincidmuparﬁclcmanammﬁcdecmmdisgivmby
the formula W___ = 2m_,v?/ (1-p?) for energies << M2c?/2m,. “5” is simply a
mﬁmfmpn]xﬂzaﬁmnfﬂwnndium.ifmy,and“?’mkﬁinmmdﬂaﬁmmﬂ
hmarshcuclmsmaynmbehavcas&ucdmﬁisrdaﬁmdmmmﬂas
mevdodryofmzpar&demcidmtupmmmadiummthemgylmmamﬁt
path length increases quadratically.

C.2.2 n* Energy Loss Calculations

wrap wrap wrap

airl

scintillator
F:glmCJ:Enﬁ‘gylmLm'sSdmmﬁc

Bctwcmphnmndncﬁonanddemﬁm,afhadmﬁcapcmcmgctmdm
ninesubsuqumthymufmm.lnmdﬁmdctuuﬂmm:mhﬁmshipbuwmﬂm:*
anﬁcmugyatcmaﬁmauddcpoﬁmdu*mgy,mgylminﬂmwrknuhyﬂsof
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matter had to be quantified. All energy loss work was performed using the SAL system
mmmss_mmhammdmm-BMhmﬁgy
loss formula detailed in section C.2.1.

Energy Loss In The Targel

For approximate calculations, it may be assumed that the x* was produced on the
midplane of a given target, and thus passed through half of the effective target thickness
t’ (see section 3.13.2) on its way to the detector. However, since energy loss through
matter is very non-linear with respect to path length, it was decided to divide the target
into 10 slices, each of thickness t’/10, produce the x* on the midplane of each layer, and
then determine the resulting energy loss through each successive layer, with the mean
energy loss being the average of the energy losses so determined (see equation C.18)

hﬁ%‘?}

:

e
midplane

Figure C.3: The Slicing of the Target

10
et 1 .
&I:“ = ﬁiglﬂT‘ (i) . (C.18)

This, in fact, yielded a correction of as much as 25% to the net energy loss for the x* in
the target based on the midplane assumption.



Other Energy Loss
The calculation of the energy loss in the remaining layers was a straightforward proce-

dure. ELOSS required the following parameters as input.

Table C.1: A Summary of Energy Loss Layers

airl Ny 43 (oxygen ignored)

wrap CH, 47 (plastic)

foil Al 3 (tinfoil)
scintillator | CyoHpy 655 (BC 400/NE 102A)

air2 Nj 3/5 Seattle/Australian

mylar Al <1 neglected

_1R2—

Thcmlaﬁmﬁipbetwmz*mmmnmﬁmanddsposimdfwm

188

[

48

28

s

ited _ 'I‘:““d—ﬁ'r;"'“- Z AT, (layer).

layers

(C.19)

i) 2o 3z HE
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Figure C.4: T, at Detection vs. T, at Creation




Appendix D. DETECTOR RESOLUTION
Details of the calculations performed to determine the energy resolution of the E-
detectors as a function of deposited =™ energy are presented.

D.1 Theory

The number of photoelectrons “N.” produced at the photocathode of a photomultiplier
tube is proportional to the energy deposited by a charged particle in the E-detector to
which it is attached. Thus,

T, =kN,. (D.1)

The energy resolution of the detector is in turn determined by the statistical fluctuation in
Ne. A Poisson distribution of photoelectrons is assumed, where o (N,) = ,fN—G
However, N, is sufficiently large that a Gaussian distribution is a good approximation.
The energy resolution may thus be expressed as

oT, o(kN) __(oN,
R(Ty) = = = = (“ ] JN_ f ’ ®2)
n

The resolution R(Ty) at any energy Ty is related to the known resolution R"(T,") at

another energy T;" by
R(T,) = R"(T,”) ‘TL D.3)

Because of the monoenergetic nature of the x™”s photoproduced from H, the CH, calibra-
tion data (large collimator only) were used to determine the point of known energy reso-

lution according to »

R,{T ,) = true TFWHL'[’ (D.4)

K
where “true FWHM” was the FWHM of the calibration peak unfolded for angular accep-
tance of the detectors and n* energy loss in the target. The unfolding procedure is

described in detail in section D.2.

e




Table D.1 presents the resolution data obtained from the CH; calibration peaks.
Table D.1: Detector Resolution

Detector T," [MeV] true FWHM [MeV] R"
Mclbomme | 4244025 | 5724122 | 0.14+/0.03 |
Sydney 30.90+/-0.19 4.89+/-0.89 0.16+/-0.13
Adelaide 20.96+/-0.13 5.05+/-1.03 0.24+/-0.05
Seattle 14.76+/-0.09 3.08+/-0.56 0.214/-0.04

These data yielded the detector resolution as a function of deposited x*energy as shown
in Figure D.1.

R{T-‘J I T 1 L]

Melbourne Telescope

. pL: () 22 HE T, [McV]
Figure D.1: Detector Resolution as a Function of T,
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D.2 The Unfolding Procedure

A ; S

N(T)

Sl ~4——— apparent FWHM

Figure D.2: Detector Resolution

Consider the peak observed in a typical energy calibration spectrum due to free x*
photoproduction p(y,x*)n. The true (apparent) FWHM of the calibration peak was related
to the true (apparent) standard deviation of the peak by

FWHM = 2.35- (standard deviation). D.5)

Assuming Gaussian distributions, the actual “c™ and apparent “w” standard deviations
were related by:

6 (T = Jw? (T, —d*(Ty) —(Ty) @)

where “d” was the contribution to apparent width of the angular acceptance of the
detector, and “t” was that due to the energy spread within the target. The apparent standard
deviation and mean of the peak were determined by fitting the energy calibration spec-
trum with a Gaussian.

The spread due to the angular acceptance of the collimator was determined by consid-
ering the first quadrant of the circular detector aperture, and assuming a point source of
x*'s at the target.
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y
X2 +y2 =Ty
1.
- e
Area==T. 2
=
Top View Side View

Figure D.3: Mapping the Collimator Aperture

Thamnfcmgydemmﬁnedbyﬂmenugycﬂihmﬁmmrk(mmdkC)m
raken to enter the telescope perpendicular to the plane of the collimator. Further, 68% of
ﬂwnﬂ'-mcan:*magiﬁwmassmudmfo]hwanjmﬁmnthcpointmmthc
dcmﬁmwﬁchmsﬂmdinﬂnmmmingthtmﬂhmtmﬁﬂﬁnmmndnddmdaﬁm
of the path of normal incidence. A Gaussian was generated using these assumptions.
According mﬁglmD.E,tﬂpviﬂW,thcmiiusofﬁmmﬂimamrinMﬂVwas given by

T, = OSSN - ®.7)

According to Figure D.3, side view, the area of 1/4 of the circle so defined was then
T,

Idx,ﬁi—xz = %zTi. (D.8)

Thtwidﬂlnfthc:ncrgydisuibuﬁmnfdﬁwmblefmesﬁmmdbyﬁnﬁngﬂmvﬂuc
of “d” for which »

d
_[dx,{ﬁ—xz = ﬂ.ﬁB(%ﬁTﬁ}. ®9)
L1}




T

This yields
%[d E-‘d%'rimsin(%}] = 068 (312, .10)
which was solved numerically.

The contribution to the apparent width of the peak by energy spread in the target was
determined by considering the mean energy loss of a x* in the target. For this purpose, the
target was divided into 10 layers, and the n* was assumed to deposit energy AT,(i) as it
traversed the i layer (see Appendix C). It was thus a straightforward statistical procedure
to determine the mean energy loss “p” and deviation “t” in this energy loss according to
the standard statistical formulas

10

= % 2 AT, (), ®.11)
i=1 :
and
1 10
g = Jl_digl [AT, (i) —p]2. (D.12)

Table D.2 summarizes the contributions of the various terms to the apparent width.
Table D.2: Contributions to the Detector Resolution

0 e AR I  fe  - 2

Deesr | vy | pievi | pevi | pewi | paw

Melbourne | 42.44+/-0.25 | 2.84+/-0.44 | 1.42+/-0.01 | 0.39+/-0.01 | 2.43+/-0.52
Sydney | 30.90+/-0.19 | 2.62+/-0.35 | 1.23+/-0.01 | 0.85+/-0.01 | 2.08+/-0.38
Adelaide | 20.96+/-0.13 | 2.56+/-0.30 | 1.39+/-0.01 | 0.53+/-0.01 | 2.15+/-0.24
Seattle 14.76+/-0.09 | 1.64+/-0.18 | 0.68+/-0.01 | 0.72+/-0.01 | 1.31+/-0.24

Nnmthaxmesungglingnfﬂxmgylnssismtmhminmmmasﬁmvmiahlc

thickness of the target material produces the dominant effect.

L T

LIRS Fey T

ey

e A e S el o T

B e

s,




— 168 -

Appendix E. THE MONTE CARLO SIMULATION

&ucialtothis:xpé:iurmwasthccfﬁcitm?fmfdcwcﬁm Interactions between
x* and the nuclei of the scintillator plastic, as well as x* decay in a detector before coming
to rest significantly affected the efficiency at which the apparatus operated. A Monte
Carlo simulation was produced to investigate the magnitude of these effects.

The following %A interactions were considered: multiple small angle Coulomb scat-
tering, single large angle Coulomb and nuclear scattering, inelastic scattering, the charge-
exchange reaction, and true absorption. Multiple small angle Coulomb scattering
involved the ©* undergoing a large number of scatterings from the scintillator atoms,
while single large angle scattering was due to both Coulomb scattering from the nuclear
charge and nuclear scattering from the nucleons. Elastic scattering did not change the
energy deposited by the x*, but may have caused it to scatter out of the scintillator
volume. Inelastic scattering involved the x* being degraded in energy by exciting a scin-
tillator nucleus and scattering through some angle. The charge exchange reaction
involved the charge conversion of a x*. The true absorption reaction resulted in the
complete absorption of a x* on a complex nucleus. In both these cases, a decay p* wasno
longer produced. Finally, in-flight x* decay took into consideration the fact that ax’ may
have decayed before it came to rest in the E-detector. Thus, it did not deposit the expected
4.12 MeV in the delay ADC gate, so it was misidentified.

For the purposes of this work, the scintillator plastic was taken to be CioHi1-
However, since the scattering and reaction mechanisms for x* from H are far suppressed
uﬁihrmpectmthuseﬁumc,mlytthcomnemnfﬂmphsﬁcmmsidﬂui

Subwqmtmdu]wﬁhmcmwndmcmmﬂmhmmcinpm
pmmctmsneedudmmakcﬂmsimnlaﬁmmhﬂrpmgmmimﬂf,mdﬂmmuh&

E.1 Background
E.L.1 An Introduction to A Interactions

The total TA cross section as a function of «t* kinetic energy was decomposed into its
constituent terms
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OroraL = OscaTTERING T CrEACTION? E.D)

where “O5cATTERING . Was the total cross section for scattering of all types (including
Coulomb effects), while “OpeacTion” Was the total cross section for all reaction mecha-
nisms where the & disappears. Further, the total scattering cross section was given by

OscATTERING = SeLasTic T CINELASTIC (E2)

where “Ogy asTic” Was the total cross section for elastic scattering of all types, and
“GINELASTIC Was the total inelastic scattering cross section, including quasi-elastic
contributions (x,xN). Lastly,

OpeactioN = CaBsorpTioN T Oscx + Opexe E3)

where “GpsorpTION” Was the total true absorption cross section, and “Ogmy)cx” was the
total cross section for single (double) charge exchange. The double charge exchange
mechanism was assumed to be very small and was thus ignored. The remaining mecha-
nisms were considered.
E.L2 The Input Data Set

Table E.1 presents a list of available experimental data. These data were taken to be
known to £10 mb. Published angular distributions for elastic scattering were integrated
(see page 173) to obtain the values indicated with an asterisk. Also note that the values
quoted for the total, reaction, absorption, and single charge exchange cross sections are
independent of Coulomb effects, while the scattering cross sections include them.

Table E.1: A Referenced Summary of the Input Data

Tx | ®roTaL | Oscar | OeLas | OINEL | OREAC | CABS | 9sCX
[MeV] [mb] [mb] [mb] [mb] [mb] [mb] [mb]
14 1 *10001]

20 | 1651 *10010]

30 | 1951 +gs(7] 11557 | 10087

35 21501 *75(12]

40 | 2301} *+650)

so | 275 *7001 1600 | 1258 | 3500

e e A

-

-
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Table E.1: A Referenced Summary of the Input Data

Tx | OStoraL | Oscar | OeLas | OINEL | OREAC | OABS | Oscx
[MeV] | [mb] [mb] [mb] [mb] [mb] [mb] [mb]
60 320! 255 195
65 3401 *+70l8] 2001 | 180t
67 355(1] *gs(12]
70 | 3701 70t 70t 30%]
80 | 420! *+1058)
gs | asotl) 18081 | 110t 11080 | 356
Table E.2: References
[11 Carroll et al., 1976 [7] Preedom et al., 1981
[2] Byfield et al., 1952 [8] Blecher et al., 1983
[3] Ashery et al., 1981 9] Blecher et al., 1979
[4] Aniol et al., 1986 [10] | Obenshain et al., 1983
[5] Stricker et al., 1979 [11] Gill e al., 1982
(6] Meirav et al., 1987 [12] Amann et al., 1981

To fill in some of the numerous blanks in Table E.1, the data were rebinned. The
rebinned data are displayed in Table E.3. If multiple data points fell in a single new energy
bin, they were simply averaged. Points in bold were extracted from the rebinned data set
using equations E.2 and E.3. No attempt was made to keep the energy bins uniform in
width. Data points in columns 3, 4, and 5 of Table E.3 (the scattering data) include
Coulomb effects.

Table E.3: A Summary of the Rebinned Input Data

T | Storar | Oscar | OeLas | ONeL | OReac | OaBs | Oscx
[MeV] [mb] [mb] [mb] [mb] [mb]” | [mb] [mb]
30 | 195+10 85 10 115+ 10| 100 10] 1520 |
55 | 300+ 10| 70+ 10 210+ 10| 160+ 10| 35+ 10
65 |340%10 100 + 10| 200 + 10| 180+ 10| 20+ 20
75 | 39510 175£20] 105+ 1o| 70+ 10 30+ 10




Table E3: A Summary of the Rebinned Input Data

E.L3 Decision Making
Consider a finite element of the x* trajectory *“dr” small with respect to the total path
length “r". The probability that a given reaction took place in the path element dr was

given by
P(r) = 1—-¢ 7%= podr, E.4)
where “p” was the density of scattering centers, and “c™ was the total cross section for the

given mechanism. Thus, once the total cross section was known, it was a trivial procedure
to decide whether or not a given process had occurred.

E.2 Total Cross Sections
E.2.1 The Scattering Cross Section
Recall the total scattering cross section

OscaTTERING — CELasTic * CINELASTIC® ES)
Elastic S -
The total elastic scattering cross section was written as
Oerastic = Ccouroms  ONUCLEAR® (E.6)
where
ScouLomB = Ccouroms (PTOtons) + Ccour oms (e.l;;:n*uns) I (E.T)
while

OnUCLEAR = ONUCLEAR (PTOONS) + Opyyer pap (neutrons) . (E.8)
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Since Coulomb scattering from neutrons does not occur, collecting the terms as appro-
priate produces

Og1 astic = ScouLoms (€16€trons) + OcouLoms + NucLEAR (Rucleons) . E9)

The direct Coulomb scattering of ©* from electrons was neglected since the cross section
was at least 1/Z times less than that for direct Coulomb scartering of * from the nucleus,
where “Z” was the atomic number of the target. Thus, equation E.9 reduced to

Oy asTic = FCOULOMB + NUCLEAR (BuCleODS) - (E.10)

Further, Og; s1c Was divided into two angular regions: one of multiple, small angle
Gmﬂumhscauming,andmeofsingle,hrgamglcnudmamimu]nmbmg

Ogpastic = OsiNoLE ¥ OMULTIPLE (E.11)

Moultiple Small Angle Coulomb Scattering

ThenrchanicsqumﬂnmhminghynuchiwasﬁrstmﬁgaIadbyRuﬂmfm
and is now considered to be well known (Jackson, 1975). The angular distribution for
mmmmgwhmummmmgnanmamw

do R E eS0T E.12)
dQ [.?B- (m, (Bl+ﬂih}2

where 6_, = {Tm.lﬂ»a)‘l,‘*f'isﬂmrclaﬁvisﬁccmfﬁcimt.“m,“isthsmassoftha:"‘
(139.6 MeV), “B” is the velocity of the n*, a = 1.4a,Z />, “ag” is the hydrogenic Bohr
radius, “z” is the atomic number of the x* (1), “e” is the fine structure constant (1/137),
and “@” is the angle scattered into. The cutoff angle “Bp;y", typically 10# radians, is a
Mmﬂtdmchﬁngdmmhmcﬂmmmmcﬁvﬁ-
gence of equation E.12 at small angles. The probability for scattering into a very small
angle due to the Coulomb force dominated.

Integration of equation E.12 over solid angle yielded the total Coulomb elastic scat-

tering cross section
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2 4EZZ¢I -

2zZa 2
i 2
OcouLoMB — %2 ( hv )

= ma”( ﬂ}' (E.13)

This cross section was huge (on the order of a Mb), which indicated the probability for a
Coulomb elastic scatter into a very small angle was large. Since the scintillator element
dr along the n* trajectory was large with respect to atomic dimensions, a x* underwent
many of these small angle deflections within dr. The result of the deflections was an
overall diversion from the original trajectory which was just the statistical summation of
these deviations. This resulted in a Gaussian multiple scattering distribution

P08 = —kx p{ Ba) 0= Levax (E.14)
= @ | (©?) - E
12
where x = 6°/(8%) Thcmnsqmpmjectcdanglcnfscatmﬁngmanymmmt
plane with respect to the incident dl:cctmn was given by (8"%) = {Bz}

and(0?) = 4npln (204Z°3) (2zZo/ymp?) drwasmcmansquamangiﬁ. Ifastcp-
size dr = 0.05 was chosen and a single n* was allowed to travel its entire trajectory, the
resulting distribution of small angle scatters had a FWHM of approximately 3°. Equation
E.14 was randomized (see page 190) at each step dr along the x* path to determine the
mmlmminganglcmduackdisphccnmmucmmﬂﬁpkmumghwumhsm-
tering.
Single Large Angle Scattering

Large angle scattering of =" from the nucleus was due to the sum of the Coulomb and
strong interactions. To simulate this mechanism, the elastic scattering cross sections
fmmmumwmﬁtmamrm-mhsh@emaﬁmm-
imposed on a flat background »

(8-P,)?
o8 = (PPe 2®" +p,+ (26 E.15)




.

Thisshapemchmmugitbmrcprmnmdﬂmmmﬂmufpubﬁshcdnpﬁcalﬁmm
the elastic data. The coefficients P; are summarized in Table E.4.

TnhleE.d:Snmmarynfﬁtmfm'ﬂwEhsﬁcs:aueﬁngmm

TL[MeV] P Py Py Py Ps
14 4385 12.90 16.92 3.701 0.647E-02
20 55.99 14.36 13.61 0.760 0.401E-01
30 4036 11.21 11.56 -1.102 0.671E-01
35 1920 14.28 12.19 0.924 0.663E-01
40 20.46 11.89 9.65 0336 | 0.440E-01
50 20.77 14.89 13.40 2.224 0.193E-01
65 2428 24.19 13.18 1.648 0.853E-02
67 38.16 14.83 15.72 4383 | -0.180E-01
80 65.14 14.68 17.18 2591 . | -0.115E-01

Thcmgu]mdimibuﬁunshaﬂbaﬁmﬂym:mshapcfmaﬂTrmus,thcpmmnf
m:ﬁifuncﬁmsﬁswmeablcE4weavmgedmmyiddagnui:shapegivmhy

(e-%)°

.. (A (Fs)
P(O) =1+ [F;}: +5 o (E.16)

Table ES5: LargeAngleElasﬁcSmttu‘ingFitCodﬁdﬂlts

(P,/P,) P, P, (P5/P,)
— — — - — — — —
16.33 14.80 13.71 0.006448

=

mmapcnfmcclasﬁcscauminganglﬂmdisuibuﬁmdunﬂmdmemghiumwﬁch
the x* scattered. 2
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total elastic scattering cross sections as a function of x* energy (see Table E.1). These
mtalm'nsss&cﬁmswm:hmﬁtmathhﬂmdﬁpolynmﬁalinTx(mﬁngJ)mﬁdd
a parameterized version of the total elastic scattering cross section.
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Gemnarg (Ta) = 75.70+3.351T, — 0.1361T2 + 0.001282T; (E17)

ThcpolynonﬁalwasmmdnmefOMc\hsimemdancﬁnﬂdmﬂﬁsmgymg&

Knowledge of equation E.17 allowed decision making (see section E.1.3) as to
whether a large angle elastic scatter occurred. It was then a relatively simple matter to
randomize (see page 190) equation E.16, the generic angular distribution, and thus deter-
mine the angle through which the n* scattered.

Inclastic Scatteri

Inelastic scattering of ©* from C was perhaps the trickiest mechanism to deal with
since the data set was the poorest. Both an angular distribution function and a relative
probability to excite the individual states of C were needed.

Dnlytwudzupointscxismdform:mtalinciasﬁcmsssecﬁmforthismacﬁm.
chcva,aﬂ:ﬁdpoianﬁchﬁadﬂlcmuchanimmmulowx+mﬁg}rwzscalculﬂai
The first excited state of C is at 4.44 MeV, and since the incident 7" had to overcome the
Coulomb barrier of the C nucleus to inelastically scatter (3.15 MeV), the total cross
section for inelastic scartering had to be zero at Ty = 7.59 MeV. Further, since the
“continuum” of C excited states began at about 10 MeV, a large number of inelastic states
opcnedupvnjrquicﬂy.mdﬂms,thcshapcufmctmﬂimlasﬁcmmﬁmhadﬁ
rﬂ]mmhltmdmﬁndmappruﬁmmcmulhdmﬁcmsﬁMMam
order polynomial in ©* energy.
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Operastic (Tx) = 2.1505 —0.42857T, + 0.019969 T4 (E.18)

Values for the total inelastic cross section corresponding to &+ energies in the extrapola-
tion region were forced 1o zero. The shape of this “guesstimated” cross section is illus-
trated in Figure E.3. Once a =" had inelastically scattered, there was no information
available as to which state was excited, or which angle was scattered into. In fact, the
inelastic contribution to the detection efficiency was sufficiently small (see section E.4)
that no further investigation into this mechanism was necessary.
E.2.2 The Reaction Cross Section
Recall the total reaction cross section

OreacTioN = CaBsorpriOoN T Tscx- (E.19)

The reaction mechanism was well represented in the rebinned data set. Since an absorbed
or charge-exchanged =™ could not be detected using the pu* search method, as far as the
hardware was concerned, any x* undergoing either of these reactions simply vanished
from the active volume of the scintillator. The total reaction cross section as a function of
Tx was obtained by fitting a second order polynomial in x* energy to the data set

Oreacrion (Tx) = —160.5+ 12.24T, — 0.1014T2. (E20)

Negative values occurring in the extrapolation region were forced to zero. Figure E 4
illustrates the shape of equation E.20 over the region in which data existed.
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E.3 The Simulation
EJ3.1 The Algorithm




.
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E3.2 The Code
This section contains a listing of the Monte Carlo program. The code should work on
any machine supporting FORTRAN. Selected subroutines and functions are discussed in
more detail in section E.3.3.

program PIONPLASTIC.F

ﬂ:ispmgcammmmmﬂmhclossnfpimm
cfﬁciminscinﬁ]]mp]asﬁcdmmﬂm(piﬂ)mmﬁmmhanim
andnumumingﬁ'umﬂmacﬁwm&mdemmpmmmﬂhc
plasﬁcisignomd.RHDisﬂmnumh:rfgrmufscamingmm
mdmulwosssmﬁmssigmammmmincm“l

Lr]

ooOoO060

MP]E; double precision (a-h,0-z)
real

real multarr (1000),elnuclarr (1000)
logical react,elast,inelast,decay

real smallangle,largeangle

P1=3.1415927
'I_"WDPI=6.233 1853

c thmavaﬁablcsmmnhcnumbu-nfpinnswhichfaﬂinmme
¢ various categories and should be self evident.

idkay=0

ipion={)

ilost=0

istop=0

ireac=0

icoll=0

iscatlarge=0

finelas

¢ EN prompts for the incident pion energy for which the simulation is
¢ toberun.

write(6,*) 'Enter the pion energy:'
read(5,*) EN -

c PMAXpmmpmforﬂ:enunixrufpimxmb:s&mmfnﬂythmwnu
¢ the detector.

write(6,*) "Enter the number of collimated pions to be thrown-'
read(5,*) PIMAX

ﬂmdiamcmrismcmﬂilmmrsimpmjmedmmﬂmﬁmafﬂm
plasﬁcassunﬁngapoimsmminﬂmmguﬂndimm
lﬂ.QEmhmmm&nMHManS.Dmmﬂimamr,
ﬁ.ﬂcmfcranaumﬁanmm-wdmasjcmmﬂm,mdiﬂm

o000




oaonon0n

for the seattle counter.

DIAMETER is the diameter of the effective collimated aperture
andisaﬁmcﬁnqofdcm.misﬁnembechangeddwmﬁngm

DIAMETER=10.98
DIAMETER=06.92
DIAMETER=09.48

RSQR is the radius of the effective aperture squared and is a function
of detector.

RSQR=(0.5*DIAMETER)**2
DR is the stepsize in gfcm**2
DR=0.05

the origin of the coordinate system is taken to be the center of the
the effective diameter, with the z direction being along the scintillator
symmetry axis, while the x and y directions are in the plane of the
effective diameter. the active volume of an australian counter was
16.5 X 16.5 X 36.0 cm (rectangular), while the active volume of the
seattle counter was 15.24 X 30.48 cm (cylindrical).

these variables are a function of detector. This line must be changed
depending on detector/collimator combination.

XMAX=08.25
YMAX=08.25
ZMAX=36.00
XMAX=07.62
YMAX=07.62
ZMAX=30.48

the random number generator seed.
x=rand(987654321)

the random function generator is called. this is nothing more than
a subroutine which weights a machine generated random number
(whichisunifc:mﬁnmﬂml)wiﬂuusadcﬁmdfnmtlm

call init_random_function (smallangle, multarr,1000,-3.0,+3.0)
call init_random_function (largeangle.elnuclarr,1000,0.0,180.0)

a pion is 'produced’ on the surface of the effective diameter (z=0)
with x and y coordinates selected at random. if the distance from
the origin of the coordinate system is greater than the effective
diameter of the detector, the event is rejected as having struck the
collimator.

100 tpi=EN

- 180—
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x=(rand(0)-0.5)*DIAMETER
y—.émnd([}}-&ﬂ*DIAMEI'ER
z=0.00
if (x**2+y**2.gLRSQR) then
icoll=icoll+1
goto 100
endif

ipion=ipion+1
write(6,%) EN,' MeV: ',lost->" ilost,’ stop->',istop,’
6.5 B MeV: oot eoll lange-> Jocatarge
WIl .1 'r' :I:-‘ -}'tim ; >’
#,' inelas->' jinelas
stop
endif

mcmandhecﬁmufﬂlcpionisdcﬁmdbyrhcvm

<IX,Ty,Iz>. 1z is the distance from the target to the effective
diamct:ralougﬂ:cz~nxis.thislincmnstbechangndd=pcndingm
detector: 40.51 cm for an australian detector and 37.88 cm for the seattle

OO0 00

rz=40.51
rz=37.88
rx=x
Iy=y
xold=rx

ryold=ry

rzold=rz

L]

¢  the pion propagates through a layer dr of matter.

200 call TRAVEL (x,y,zrx.1y,rzDR)

c ifthcfaﬂuwingcmdiﬁmsmmﬂ.dmpiunhascmapedth:acﬁvc
vulumcufmesdnﬁﬂm.ﬂﬁsﬁn:ms:bechanged&pendingnn

€  detector: seattle requires cylindri geometry.

if {th.ﬂ..m.z.gt.ZMAX.m.((x**lMy**lﬂj.gt.m**z.ﬂ)}} then
c if {mﬂ..m.szMX.crAbs(xlngcr.abs@).ngAX) then

2]

endif -
c ifﬂmpimm:iﬂ:crmapcsm'dﬁcays, degrade energy due to de/dr.
call ELOSS (pi,DR)
if (tpile.0.00) then
rold=9qrt(rxold**2+rynld“2+rzxﬂd**2}
i i 1

goto 100
endif

chmkmsecifmcpimmkrmannclmrmcﬁminthcplxsﬁc.

Ly ]
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ifitt_lm,itismnsidﬂedmhawwnishadﬁnmﬂmscinﬁﬂam.

if (REACT(tpi,DR)) then
ireac=ireac+1 -
goto 100

endif

check to see if the pion decayed-in-flight in the scintillator.
ifitdncs,itiscunsiduadmhavcvnnishedfmmthtsmnnﬂamr,
and is thus not detected.

if (DECAY((ipi)) then
idkay=idkay+1
goto 100

endif

autocall small angle (coulomb) elastic scattering, and determine
the scattering.

call MULTIPLE (tpi,DR, theta,multarr)
phi=TWOPI*rand(0)
call SCATTER (rx,ry.rztheta phi)

check for large angle (nuclear&Coulomb) elastic scattering, and determine
the scattering if necessary.
if (ELAST(tpi,DR, theta,elnuclarr)) then

PM=TWDM]

iscatlarge=iscatlarge+1
call SCATTER (rx,ry,rz theta,phi)
endif

check for large angle nuclear inelastic scattering, and determine the
scattering if necessary.
if INELAST(tpi,DR theta)) then

phi=TWOPI*rand(0)

iinelas=iinelas+1

call SCATTER (rx,1y,rz theta,phi)
endif

goto 200
end
logical function ELAST (tpi,DR theta,elnuclarr)

mmﬁmmdmﬂmwhmamgcmglcmm
the angle through whi the pion can scatter is determined using a
randomized function corresponding to the generic form of the large
angle elastic scattering angular distribution.




aonooo !

c
c
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k
.

implicit double precision (a-h,0-z)
real random_function
real elnuclarr (1000)

PI=3.1415927
RHO=4.5977D22

fit parameters for the total elastic scattering cross section. negative
values in the extrapolation region are forced to zero.

A0=+7.570D+01
Al=+3.351D+00
A2=-1.361D-01
A3=+1.282D-03

sigma=(AO+HA 1*(tpi)-+H(A2*(tpi**2))+(A3*(tpi**3)))*1.0D-27
prob=1.0-exp(-RHO*sigma*DR)

ELAST=rand(0).le.prob

if (elast.eq..true.) theta=random_function(elnuclarr,1000)
theta=(P1/180.0)*theta

return

end

logical function INELAST (tpi,DR)

this function uses the total inelastic scattering cross section to
determine whether an inelastic scatter occurred.

since the relative probabilities of scattering into the various states are
unknown, as are the angular distributions. the inelastically scattered
pions are simply counted.

implicit double precision (a-h,0-z)
RHO=4.5977D22

fit parameters for the total inelastic scattering cross section. negative
values in the extrapolation region are forced to zero.

A0=+2.1505D+00
Al=42857D-01
A2=+1.9969D-02

sigma=(A0+A 1*tpi+A2*(1pi**2))*1.0D-27
if (tpile.13.5) sigma=0.0
prob=1.0-exp(-RHO*sigma*DR)
INELAST=rand(0).le.prob

return
end

subroutine MULTIPLE (tpi,DR, theta multarr)

rhissubmutincmamndnmizedfmmﬁunmvimslymmn
the multiple scattering angle. the variable 'th' is defined in egn (13.111)

M




c
c

c

of jackson, while 'theta’ is defined in eqn (13.108). "x” is defined in
eqn (13.115).

implicit double precision (a-h,0-z)
real random_function
real multarr (1000)

ROOTTWO=1.4142136
PI=3.1415927

ZPI=1.0

ZC12=6.0

Al PHA=7.2992701D-03
HBARC=197D-13
MPIC2=139.6
RHO=4.5977D22

x=random_function (multarr,1000)

beta=sqrt(1.0-(1.0/((tpi/MPIC2)+1.0)))
gamma=1.0/sqrt(1.0-beta**2)

1=4.0*PI*RHO*DR *log(204*(ZC12**(-1.0/3.0)))
mm.u*m*zcumﬁﬂmﬂmakcy@mwm*m*ﬂn
th=sqrt(term1*(term2**2))
thea=ROOTTWO*th*x

return
end

logical function REACT (pi,DR)

this function uses the total reaction cross section to determine whether
a reaction occurred. reacted pions vanish from the plastic.

implicit double precision (a-h,0-z)

RHO=4.5977D22

ﬁtpmfmmmmﬁmmmﬁmmvﬂm
in the extrapolation region are forced to zero.

A0=-1.605D+02
Al=+1.224D+01
A2=-1.014D-01 .

cross=(AO+A1*tpi+A2*1pi**2)*1.0D-27
prob=1.0-exp(-RHO*cross*DR)
REACT=rand(0).le.prob

return

end

logical function DECAY (tpi)
smpimsmakcitinmﬂmdﬂacﬁbutdnc&yhefmmnﬁngt&a
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¢ complete stop. these are counted.
implicit double precision (a-h,0-z)

MPI=115(P.5_ o

gamma=(tpi/MPI)+1.
beta=sqrt(1.0-(1.0/(gamma**2.0)))
prob=1.0-exp(-6.2019477e-05/(beta* gamma))
DECA Y=rand(0).le.prob

return

end

subroutine ELOSS (tpi,DR)

pion stopping power information for scintillator was determined using
the system program ELOSS and checked against that presented in VII-78

of the TRIUMF Kinematic Handbook. these values were fit to a chi-square
of less than 1.1, and the coefficients of the fit are used to determine the

stopping power (MeVcem**2/g).
implicit double precision (a-h,0-z)
¢  fit parameters for the pion stopping power.

A0=+2.318D+00
Al=+2.274D+01
A2=+1.092D+01

stop=A0+A1*exp(-tpi/A2)
tpi=tpi-stop*DR
return
end
¢  the following three subroutines were written by J. M. Vogt.

subroutine TRAVEL (x,y,z1x,ry.rz.DR)

aoo0ao0on

c thismhmuﬁmpuformsmenucmmvmﬂg:hamprwm
¢ apion through a layer dr of matter.

€ X,y.z: position before and after travelling

¢ mxry;rz: direction in which to travel ;

¢ dist distance over which to travel 5
implicit double precision (a-h,0-z)

¢ calculate unit vector for direction
r=sqri(rx**2+ry**2+1z%%2)
xhat=rx/r

yhat=ry/r
zhat=rz/r

¢ travel distance DR




_186—

x=x+xhat*DR
y=y+yhat*DR
z=z+zhat*DR .
return

end

subroutine SCATTER (rx,ry.rz,theta,phi)

missuhmﬁmfp;fmmsthcmmmmrﬂgehmﬁmﬂm
pion trajectory for a scatter through an angle theta.

rx.ry.rz: direction of particle before and after scattering
theta: scattering angle

phi: defines plane in which scattering occurs

implicit double precision (a-h,0-z)

vin is a unit vector in the direction of r
r=sqri(rx**2+1ry**2+1z**2)

vinx=rx/t

viny=ty/r
vinz=rz/r

calculate unit vector perpendicular to r in the xz-plane

vecl=sqri(rx**2+1z**2)
veclx=rz/vecl
vecly=0.d0
veclz=-rxfvecl

calculate vec? so that vin,vec1,vec2 are right-handed
call VECPRO (vec2x,vec2y,vec2z,vinx,viny,vinz,vec1x,vecly,veclz)

vec? is a unit vector since vin and vec] are perpendicular unit vectors
calculate unit vector perpendicular to vin in scattering plane

co=cos(phi)

si=sin(phi)
vec3x=co*veclx+si*vec2x
vec3y=co*vecly+si*vecly
vec3z=co*veclz+si*vec2z

calculate route



c

subroutine VECPRO (vx,vy,vz,vix,vly.vlz,v2x,v2y,v2z)
this subroutine calculates the vector product of two vectors.
implicit double precision (a-z)

vx=vly*v2z-vlz*v2y

vy=viz*v2x-vix*v2z

vz=vix*v2y-vly*v2x

return

end

double precision function rand (is)

details of the random function are taken care of.

save iseed

if (is.ne.0) iseed=is
rand=ran(iseed)
returmn

end

real function smallangle (x)

the weight function for the small angle random function generator is
defined here.

smallangle=exp(-(x**2))

return

end

real function largeangle (x)
hth;ﬂwcightfmﬂmlargcanglcmndnmﬁmcﬁongemmrisduﬁmd
fit parameters to the generic angular distribution for large angle
elastic scattering.

P1byP4bar=1.633D+01

P2bar=1.480D+01

P3bar=1.371D+01 e
P5byP4bar=6.448D-03

num=-1.0*((x-P2bar)**2)

den=2.0*(P3bar**2)
largeangle=(1.0+((P1byP4bar)*exp(num/den))+(PSbyP4bar)*x)
end

thcfnﬂnwingsubmnineandfumﬁmwmmimby].h[?ogt
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SUBROUTINE INIT_RANDOM_FUNCTION (FUNC,ARRAY,N JWMIN,-
WMAX)

c this subroutine integrates the array passed into it.

external func
DIMENSION ARRAY (N)
STEP=(WMAX-WMIN)/(N-2)
ARRAY(N)=STEP
ARRAY(N-1)=WMIN
DO 1I=1N-2
Y=0.
DO 2J=09
X=WMIN+I-1+.1*J+.05)*STEP
2 Y=Y+FUNC(X}
1 ARRAY(D=Y
DO 3 I=2N-
3 ARRAY(D=ARRAY(D+ARRAY(-1)
RETURN

END
FUNCTION RANDOM_FUNCTION (ARRAY,N)

¢ this function randomizes the function passed into
¢ INIT_RANDOM_FUNCTION

double precision rand

DIMENSION ARRAY (N)

IF (ARRAY(N-2).EQ.0) THEN
RANDOM_FUNCTION=ARRAY(N-1)
RETURN

ENDIF s

10 Y=RAND
IF (Y.EQ.0.AND.ARRAY(1).EQ.0) GOTO 10
Y=Y*ARRAY(N-2)

DO1I=1N-2

IF (ARRAY(I).GE.Y) THEN
INDEX=I

GOTO 2

ENDIF

1 EFBNT[NUE rr—

2 (INDEX_EQ.
X=ARRAY(N-1)+Y/ARRAY(1)*ARRAY(N) »
ELSE

Y(N-1 EX-1)*ARRAY(N)+
XS ARR?Y-(ERR}:%NDE); 1))/(ARRAY(INDEX)-ARRAY(INDEX-
1))*ARRAY(N)
ENDIF

RANDOM_FUNCTION=X
RETURN
END
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E33 Discussion of Selected Subroutines
Some of the most important subroutines in the code have little do to with the interac-

tions being modelled by the Monte Carlo, yet deserved to be discussed. These include the
TRAVEL subroutine, the SCATTER subroutine, and function randomization.
The TRAVEL Subroutine

This subroutine accepted from the main program values for the trajectory vector &
projected on the Cartesian axes <r,,r,.r,>, the Cartesian coordinates of the * event, and
the trajectory stepsize dr. The Cartesian axes were centered at the face of a given detector,
with the z-direction along the symmetry axis of the block, the y-direction being the lab
vertical, and the x-direction chosen as necessary to complete a right-handed triad (see
Figure E.6). Unit vectors corresponding to ry,Ty, and r, were calculated. These unit vectors
were then multiplied by the stepsize dr to determine displacements along the x, y, and z
axes. These displacements were then added to the original coordinates to produce the new
Cartesian location of the x*. '

Figure E.6: The Coordinate Axes

Ihe SCATTER Subroutine

This subroutine accepted from the main program values for the trajectory vector §
projected on the Cartesian axes <r,,r,,r,>, and angles 0 and @ through which the ©* was
to be scattered. The trajectory vector was converted to a unit vector ¥in = <vin,,-
viny,vin,>. A new unit vector ¥1 perpendicular to the trajectory vector and lying in the
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uplmcmdmmsplmecmeswndedmmcmmﬁnganghwﬁ.mvm

product (subroutine VECPRO) of the unit vectors ¥in and ¥1 yielded the vector ¥2 and

completed the new right handed coordinate triad.
y
A

Ty Tz~

<v2,,v2v2> <viny,viny,ving>

<vizvlyvl>

X -
Figure E.7: Vector Geometry

The coordinate axes defined by vectors ¥1 and ¥2 were rotated by angle @ about the
invariant axis ¥in such that the vector ¥1 was mapped into a new vector ¥3. The scat-
tering plane was thus defined by vectors ¥in and ¥3. By rotating ¥in through angle 6 in
the scattering plane, Vout, the post-scatter trajectory was obtained.

<vout,,vouty,vout,> A e

Figure E.8: More Vector Geometry.

the subroutine in the form of an array. The function was integrated in steps 1/10 the orig-
inal step size,andmadinmancwimcgmﬂdfuncﬁmmy.hmndamnumhﬂ'wasgmﬁ—
atuiandmulﬁp!iudbyﬂrintcgralofthtinputm(mclastdmtinthzinmgmwd
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function array). The integrated function array was searched through for the weighted
random number. Once it was located, the index was searched for in the input function
array. The value of the input function array so indexed was the randomized functional
value returned.

E.4 Results
Ten thousand x* events were Monte Carloed for each of three different situations:
Australian detector with 55 mm diameter collimation, Australian detector with 80 mm
diameter collimation, and Seattle detector with 80 mm diameter collimation. The results
are summarized in Tables E.6, E.7, and E.8.

The table columns are as follows: “# stopped” was the number of x* which came to a
stop within the plastic and were thus hardware visible, “# outscatter” was the number of
x*utichtsmpadmeacﬁvevdmafﬂmsdnﬁﬂamrdmmnﬂtypesufmg,“#
reacted” was the number of x* which underwent a reaction in the detector and thus could
not be detected, “# decay” was the number of x* which decayed in the detector before
coming to a stop, and were thus not detected, and “# inelastic” was the number of &+
whichundmmhehsﬁcscaﬁa,andﬂmsdcpoﬁmdanmninmtnfmgy
The error associated with each table entry was statistical (/N).




Table E.6: Australian Detector with 55 mm Diameter Collimation

0
0
15 0
20 0
25 0
30 9764 19 105 112 T
35 9647 21 203 129 16
40 9553 17 289 141 24
45 9268 28 385 319 38
50 9238 33 559 170 68
55 8954 36 792 218 89
60 8718 79 959 244 145
65 8498 109 1133 260 186
70 8257 185 1301 257 226
75 7958 333 1434 275 313
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TahleE.T:AlElr:ﬁauDetmﬁthsﬂmmDiamﬁu-Collilmﬁm

[J;ﬂ # stopped | # outscatter | #reacted | #decay | # inelastic

B s B B
10 9962 2 36 0
15 9949 2 49 0
20 9937 5 - 11 47 0
25 0849 13 38 100 0
30 9762 19 105 114 7
35 9650 18 203 129 14
40 9549 18 289 144 2
45 9267 41 382 310 34
50 9135 111 553 201 61
55 8785 249 742 224 90
60 8393 446 906 255 144
65 7896 713 1131 260 202
70 7517 922 1279 282 250
75 6044 1309 1458 289 299
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TahleEﬂ:SeatﬂeDﬂndurwiﬂlSUmmDiamColﬁmﬁm

[h':ci\'] # stopped | # outscatter \ #reacted | #decay | #inelastic
B 5=r 9968 e 3 0 TI%
10 9962 2 36 0
15 9949 2 49 0
20 9937 3 11 47 0
25 9852 13 40 95 0
30 9762 19 105 114 7
35 9651 18 203 128 14
40 9538 23 295 144 24
45 9231 57 391 321 35
50 9044 219 542 195 64
55 8603 418 742 237 92
60 8019 723 984 274 152
65 7475 1141 1142 242 202
70 6953 1498 1292 257 236
75 6337 1949 1424 290 291
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Assuming the energy transfer in elastic scattering was very small, the uncertainty in
detected x* energy due to the inelastic scattering term is presented in Table E.9.

TameEs:z*hﬁshhenedinEmgydnemlndasﬁcSmuaing

T, [MeV] Aus.55mm | Aus.80mm | Sea.80mm Average
: - ﬂ.ﬂ_l]_ [+-0.01] 4=H' {JE] [+-0.01] -
R BT 000 | o000 |
10 0.00 0.00 0.00 0.00
15 0.00 0.00 0.00 0.00
20 0.00 0.00 0.00 0.00
25 0.00 0.00 0.00 0.00
30 0.00 0.00 0.00 0.00
35 0.00 0.00 0.00 0.00
40 0.00 0.00 0.00 0.00
45 0.00 0.00 0.00 0.00
50 0.01 0.01 0.01 0.01
55 0.01 0.01 0.01 0.01
60 0.01 0.01 0.01 0.01
65 0.02 0.02 - 0.02 0.02
70 0.03 0.02 0.02 0.02
75 0.03 0.03 0.03 0.03

AtMB%ofmcdamhadinmwﬂylahdhdmgicsdncmimlasﬁc scattering. The
pmhlmdinﬁnishcdudﬁrmpmmﬂwﬁrnndmdsﬂteufﬂﬁmiﬂthM—
caﬂycmlylﬂﬂm“ddmnfanmgybinm.whmﬂmcmﬂmwmﬁmedmﬁght
of the fact that the detector resolution was about 15% (see Appendix D), the problem

became negligible.
TMnunm'huﬁnnofIthontcCaﬂocdmrmmmex*dﬁuwﬁmcfﬁciemyasafm-
tion of T, was given by
— 1 (lost+reacted +decayed, _ _stopped




This contribution is summarized in Table E.10, and shown in Figure E.9.

Table E.10: The Contribution of the Monte-Carloed Term

T | 250 | Tooon | 000
5 1.00 1.00 1.00
10 1.00 1.00 1.00
15 1.00 1.00 1.00
20 1.00 1.00 1.00
25 0.99 0.98 0.99
30 0.98 0.98 0.98
35 0.96 0.96 0.97
40 0.96 0.95 0.95
45 093 0.93 092
50 0.92 0.92 0.90
55 0.90 0.88 0.86
60 0.87 0.84 0.80
65 0.85 0.79 0.75
70 0.83 0.75 0.70
75 0.80 0.69 0.63
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eff(T,)

a.4afp -
e.2} i
Australian Detector 80mm Collimator
%g 2 2y 32 L v 7 1
eff(Ty)
a.ak -
a.s i
a.af -
e.2} 4
Seattle Detector 80mm Collimator
- —Z o g B0 T, [Me
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Appendix F. CROSS SECTIONS

Table F.1: d26/dQdTy, for C at 8y s = 51°

el ‘[’Eﬂﬁ T i ;ﬂl&
MeV] | [MeV] [pb/stMeV] (%] [pb/stMeV]
]
35 0.31 0.02 1242 0.06
213 45 0.31 0.04 13.20 0.08
55 0.35 0.03 14.33 0.08
65 0.12 0.02 16.26 0.04
25 026 0.03 1232 0.06
s 35 025 0.04 12.50 0.07
45 0.30 0.03 13.13 0.07
55 0.10 0.02 1390 0.03
25 0.28 0.04 12.30 0.07
194 35 0.20 0.03 12.49 0.05
45 0.07 0.02 1291 0.03
18 | 25 0.23 0.01 1233 0.04
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mrz:ﬁdm,hcﬂ&m:slﬂ

E, Ty ﬁgﬁ% m;,:rm error :ﬁ
[MeV] | [MeV] [1b/stMeV] [%] [1b/stMeV]
35 0.38 0.04 12.30 0.09
213 45 0.31 0.03 13.06 0.07
55 0.29 0.03 14.58 0.07
65 0.15 0.03 16.18 0.05
25 0.28 0.03 12.19 0.06
35 0.27 0.03 12.32 0.06
e 45 0.29 0.03 13.03 0.07
55 0.04 0.02 1438 0.03
25 0.20 0.03 1220 0.05
194 35 0.24 0.03 12.31 0.06
45 0.08 0.02 12.95 0.03
184 25 0.21 0.03 1221 0.06
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Table F.3: d20/dQdT, for C at 6y o = 109°

F.R’] T, mﬁﬁ T syst:r.fc s
[Me [MeV] [ub/stMeV] [%] [ub/stMeV]
F- e e | Bt | o |
35 024 0.03 1273 0.06
213 | 45 021 0.03 13.49 0.06
55 0.19 0.03 14.94 0.06
65 0.15 0.03 17.17 0.06
25 025 0.03 12.62 0.06
o 0.16 003 1274 0.05
45 0.23 0.03 13.49 0.06
55 0.08 0.02 14.76 0.03
25 0.15 0.02 12.62 0.04
194 | 35 0.18 0.03 12.70 0.05
45 0.08 0.02 1323 0.03
25 0.15 0.02 12.62 0.04
e o 0.06 0.02 12.63 0.03




Table F.4: d°6/dQdT, for C at 6y, = 141°

E, Ty d[ﬁ:;lﬁr\?] error Tﬂc ::r
[MeV] | MeV] [ub/srtMeV] [%] | [ub/stMeV]

%TT 0.03 11.75 0.05
35 0.17 0.03 11.87 0.05

213 45 0.13 0.02 12.89 0.04
55 0.22 0.03 14.66 0.06

65 0.24 0.03 17.45 0.07

25 0.18 0.03 11.73 0.05

i 35 0.14 0.03 11.90 0.05
45 0.21 0.03 12.87 0.06

55 0.14 0.02 14.33 0.04

25 0.08 0.02 11.76 0.03

194 35 0.12 0.02 11.88 0.03
45 0.10 0.02 12.60 0.03

184 25 0.12 0.02 1177 | 0.03
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Table F.5: d26/dQdTy for Ca at 6y sp = 81°

Po/d0dT statistical | systematic total
Ey Ty WSI'ME‘F} error error error
MeV] | [MeV] [1b/stMeV] [%] | [ub/stMeV]
. e BB | em |

35 093 0.09 1234 020

- 45 094 0.09 13.11 0.21
55 0.86 0.10 1444 0.22

65 0.55 0.09 1693 0.18

75 027 0.07 20.20 0.12

25 0.66 0.08 12.19 0.16

35 0.82 0.08 12.31 0.18

204 45 0.79 0.09 13.00 0.19
55 0.57 0.08 1426 0.16

65 0.38 0.07 16.87 0.13

25 0.52 0.07 1221 0.13

35 0.56 0.07 1232 0.14

i 45 0.53 0.07 13.02 0.14
55 0.26 0.06 14.18 0.10

25 0.54 0.07 12.20 0.14

35 0.32 0.06 1232 0.10

> 45 0.10 0.06 12.81 0.07
55 0.07 0.04 14.06 0.05




Table F.6: ¢°6/dQdT, for Ca at 6y , 5 = 109°

d®o/dQqT, | S@ustical | sysematic | total

E, Ty Y ere\?] error error error
[MeV] | [MeV] [ub/stMeV] [%] [ub/stMeV]

— (=] o o T

35 0.77 0.08 12.74 0.18

45 0.68 0.08 13.54 0.17

213 | s 0.65 0.08 1493 0.18

65 0.60 0.08 17.29 0.18

75 0.39 0.08 2136 0.16

85 0.14 0.06 2593 0.10

25 0.53 0.07 12.59 0.14

35 0.58 0.08 12.68 0.15

o | 0.49 0.07 13.61 0.14

55 0.40 0.07 14.75 0.13

65 0.30 0.06 1731 0.11

75 0.09 0.05 2030 0.07

25 0.39 0.06 12.62 0.11

. ¥ 0.46 0.06 1271 0.12

45 035 0.06 13.53 0.11

55 0.30 0.06 1503 0.11

25 0.41 0.06 1262 |. o1

| = 0.29 0.06 1273 0.10

45 025 0.06 13.52 0.09

55 0.20 0.04 14.62 0.07




Table F.7: d26/dQdT,, for Ca at 6y o5 = 141°

g, | T, | €06, T
MeV) | Mevy | (POSMeVI | pemev | (%1 | ublstMev)

25 0.60 0.08 11.72 0.15

35 0.49 0.07 11.85 0.13

. 45 0.57 0.07 12.69 0.14
55 0.70 0.08 14.72 0.18

65 0.36 0.07 17.64 0.13

75 0.39 0.07 23.68 0.16

25 0.56 0.07 11.73 0.14

as 0.51 0.07 11.87 0.13

204 45 0.42 0.07 12.82 0.12
55 0.36 0.07 14.75 0.12

65 0.20 0.06 1735 0.09

25 0.34 0.05 11.74 0.09

104 35 0.21 0.05 11.94 0.08
45 0.24 0.05 1292 0.08

55 0.11 0.04 14.45 0.06

25 0.28 0.06 11.75 0.09

184 35 0.23 0.05 11.83 0.08
45 0.09 0.05 1291 0.06




Table F.8: d%0/dQdT, for Sn at 8y , p = 109°

E, Ty M‘}] error error :;-I;r
MeV] | MeV] [Hb/sTMeV] [%] | [ub/stMeV]

‘%T# 0.16 12.62 0.28
35 0.99 0.16 12.71 0.29

e 45 1.05 0.17 13.48 0.31
55 0.90 0.17 14.92 0.30

65 0.37 0.13 17.02 0.19

75 0.40 0.12 20.83 0.20

25 0.60 0.14 12.63 0.21

35 0.72 0.15 12.73 0.24

204 45 0.45 0.13 13.52 0.20
55 0.47 0.13 14.92 0.20

65 0.13 0.08 16.18 0.10

25 0.64 0.12 12.62 0.20

35 0.69 0.13 12.67 0.22

i 45 0.43 0.11 13.37 0.17
55 0.11 0.08 14.60 0.10

25 0.21 0.10 12.61 0.13

184 35 0.31 0.11 1275 | o015
45 0.14 0.09 13.15 0.11

LTSS
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Table F.9: d26/dQdTy for Sn at 8y sp = 141°

i | x| 05 _——lry e
Mev] | aevy | BOSMEVD | pupysemev] | (%] | [b/sMeV]
P | M hce SR T
25 0.59 0.16 11.73 0.23
35 0.70 0.14 11.95 022
a1 45 0.64 0.14 12.75 0.22
55 0.99 0.17 14.45 031
65 0.63 0.16 1794 0.27
75 0.36 0.13 23.71 0.21
25 0.58 0.13 11.72 0.20
35 0.79 0.15 11.94 0.24
204 45 0.91 0.16 1272 0.28
55 0.80 0.15 14.70 0.27
65 0.17 0.10 17.66 0.13
25 0.31 0.11 11.78 0.15
35 0.36 0.11 11.93 0.15
o 45 0.18 0.09 12.60 0.11
55 0.14 0.09 15.84 0.11
25 0.31 0.12 11.76 0.16
184 35 0.23 0.11 L1181 0.14
45 0.19 0.09 12.63 0.11




Table F.10: d*6/dQdT,, for Pb at 6y 45 = 109°

E, y mﬁﬁ error error ;-:I;
[MeV] | [MeV] [ub/stMeV] [%] [ub/stMeV]
T T T T T
35 1.12 026 12.74 0.40
— 45 1.66 032 13.59 0.55
55 1.06 0.30 1483 0.46
65 0.78 027 1728 0.40
75 0.42 021 20.50 0.30
25 1.01 024 12.64 0.37
35 0.77 027 12.84 037
204 45 1.64 0.29 13.53 0.51
55 0.65 0.26 15.07 0.36
65 0.25 0.17 16.80 0.21
25 0.94 0.21 12.63 0.33
194 35 0.82 022 12.75 032
45 0.58 020 13.58 0.28
. 25 0.63 022 12.65 0.30
35 0.40 0.20 12.76 025




Table F.11: d26/dQ2dT, for Pb at 6y 45 = 141°

d26/dOdT statistical systematic total

E, Tx [}J.bferc:‘;] error error error
MeV] | [MeV] [ub/stMeV] [%] | [ub/stMeV]
o 25 0.66 0B 1?#?

35 0.77 0.28 11.90 0.37

s 45 0.71 0.24 13.04 0.33

55 0.77 0.30 14.38 041

65 1.06 033 17.60 0.52

75 0.79 027 2334 045

25 0.61 025 11.74 0.32

35 1.04 0.30 11.98 042

45 1.00 029 12.79 0.42

e 55 1.12 0.30 14.77 0.47

65 0.27 0.16 19.00 0.21

75 0.47 0.17 22.68 0.28

25 0.51 0.23 11.77 0.29

194 35 0.41 024 11.88 0.29

45 054 021 12.61 0.28

184 25 0.33 0.26 11.77 0.30
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TahleE.lZ:Labnrnlm-jhnglﬂarD'mﬁbuﬁmforﬂEHThrget

By MeV] | oLap 7 [ (SN0 . | g
wag | | B
O T os9 1618 | 253 |
= 81 10.47 0.81 13.43 222
109 7.02 0.67 12.88 157
141 525 0.54 11.70 115
51 7.82 0.74 14.94 191
81 10.15 0.73 12.66 2.01
as 109 6.65 0.60 12.60 144
141 5.06 0.48 11.72 1.07
51 8.82 0.68 13.05 183
= 81 8.05 0.62 1220 1.60
109 5.16 0.49 12.66 114
141 3.78 0.47 11.89 0.92
% 51 8.02 0.59 14.15 172
81 7.1 0.52 1224 139




Table F.13: Laboratory Angular Distributions for the C Target

—-210-

e -
Ey MeV] | 8pa [ ?:bﬁ}::l-] m] ﬂ[I‘;[;I m;lhzr
51 44s | o5 | 220 | 252 |
o 81 15.88 0.79 1321 289
109 10.87 0.68 13.90 2.19
141 10.24 0.67 13.92 2.10
51 9.83 0.65 12.73 1.90
81 9.13 0.63 12.57 1.78
- 109 7.94 0.57 13.13 1.61
141 7.65 0.55 12.63 1.52
51 6.08 0.49 13.71 1.32
i 81 6.26 0.48 12.40 1.26
109 4.81 0.41 12.84 1.03
141 343 0.36 12.08 0.77
51 328 0.37 1223 0.77
i 81 2.62 0.33 12.27 0.65
109 228 0.29 1275 0.58
141 1.72 0.28 11.81 0.48




Table F.14: Laboratory Angular Distributions for the Ca Target

-211-

By MeVI [ ouap 7 | S0 sl ey oy
[nb/sr] [%]
51 35.14 269 | 1432 | 1722 |
81 45.81 226 13.79 8.58
= 109 39.23 207 1525 8.05
141 3275 1.86 1473 6.68
51 2891 239 13.48 629
81 33.82 1.92 13.29 641
2o 109 24.92 171 14.02 520
141 2.14 1.58 13.13 4.49
51 9.49 246 12.72 3.67
81 2029 1.50 12.84 411
= 109 17.05 133 13.44 362
141 9.86 107 1232 228
51 1282 1.50 1227 3.07
2 81 9.92 1.10 12.43 233
109 11.54 1.04 13.14 2.56
141 635 091 12.08 1.68




Table F.15: Laboratory Angular Distributions for the Sn Target

-212-

E, MoVl | 6 O | oy ET e : g
———e—T0 | D32 | 11 |
113 81 63.39 4.55 13.49 13.10

109 48.73 3.85 1441 10.87
141 40.56 3.79 14.52 9.68
51 49.08 6.46 13.48 13.08
81 33.24 449 1293 8.79
- 109 25.52 298 13.36 6.39
141 33.99 3.21 13.18 7.69
51 27.55 6.86 13.11 10.47
81 17.40 3.69 22.50 7.61
o 109 21.71 2.40 12.92 520
141 11.17 2.12 12.53 3.52
51 19.59 11.66 2234 16.04
81 7.49 3.08 12.45 4.01
s 109 7.11 1.65 12.79 2.56
141 727 1.78 11.97 2.65




Table F.16: Laboratory Angular Distributions for the Pb Target

-213-

e o | o 11| 828 | " | T |
[nb/st] [%]

81 93.45 1130 | 1389 | 2428
213 109 6328 7.01 14.64 1627
141 52.10 7.52 14.64 15.14
81 51.95 9.57 23.11 21.58
204 109 45.86 578 1371 12.07
141 46.54 6.30 1428 12.95
81 16.68 9.1 12.86 11.26
194 109 27.58 439 13.03 7.98
141 16.16 4.58 1233 6.57
81 12.12 6.87 237 9.58
184 109 11.54 326 1297 476
141 581 374 11.96 4.43
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hble@l?:ﬂMAngularD‘sh'ihnﬁnnsfurmeHTarget

B VI | O O | G | o | | e
a7 66 7.45 0.65 16.18 1.86
o 99 10.14 0.79 13.43 2.15
126 8.99 0.86 12.88 2.02
152 8.71 0.90 11.70 1.92
66 5.70 0.54 14.94 1.39
100 082 0.71 12.66 1.95
- 126 8.56 0.78 12.60 1.86
152 848 0.81 11.72 1.80
67 6.38 0.49 13.05 1.32
o 100 177 0.60 12.20 1.55
126 6.70 0.64 12.66 1.49
152 647 0.80 11.89 1.57
67 5.70 0.42 14.15 123
e 100 6.86 0.50 12.24 1.34
Table F.18: Total Cross Sections for the H Target
Ey [MeV] [:h] E i m“l[ub“i”
| =

213 105.59 4.86 14.1:5! 19.71

204 94.07 421 13.22 16.64

194 83.62 3.74 12.56 1424

184 81.88 350 12.75 13.94




Table F.19: Total Cross Sections for the C Target

-215-

E, [MeV] | o[ub] | statistical error [ub] | systematic error [%] | total error [ub]
213 163.51 4.62 13.16 26.14
204 109.76 3.86 12.76 17.87
194 65.77 2.84 12.90 11.32
184 31.92 2.08 12.22 598

Table F.20: Total Cross Sections for the Ca Target

Ey[MeV] | o[ub] | statistical error [ub] | systematic error [%] | total error [ub]
213 478.88 14.69 14.47 83.98
204 347.30 12.71 13.47 59.49
194 174.87 11.53 12.87 34.04
184 130.43 7.72 12.50 2402

Table F.21: Total Cross Sections for the Sn Target
E,[MeV] | o[ub] | statistical error [ub] | systematic error [%] | total error [pb]
| — — — — — ____  —— |
213 705.21 40.12 13.85 137.79
204 457.73 30.80 13.28 91.59
194 252.51 2991 1492 67.58
184 138.61 46.02 17.17 70.65
Table F.22: Total Cross Sections for the Pb Target
E,[MeV] | o[ub] | statistical error [pub] | systematic error [%] | total error [ub]
_ =%
213 969.60 82.55 14.36 221.78
204 619.76 69.75 19.21 188.81
194 240.06 64.77 12.82 95.55
184 132.84 48.98 18.69 73.81
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Appendix G. SUGGESTIONS FOR IMPROVING THE
EXPERIMENT

Methods fmnﬁniuﬁzingmgﬁnginginmephnmmﬂﬁplﬁsignﬂsﬁmm&dm-
mandahaﬂwammﬂiﬁcaﬂmmﬂmpTDCwmtniggﬁmmgcsmd.

G.1 Photomultiplier Signal Ringing

ﬂncufmemﬂdisappuinﬁngaspmmofmiscxpuhmntwasmeﬁngmgofmcpmm—
mdﬁpﬁasignﬂSEDmMEMwhichappwmdmmcpmMmdMy
affected the x* detection efficiency. This forced cuts to be placed on the data where there
was no ringing, effectively rejecting a large portion of the otherwise valid events. By
designing better photomultiplier tube bases that either eliminated or at least kept the
ﬁngingmammimnm,ﬂﬁsmu]dhmbemawidnd.mdammhmmﬁsﬁﬁﬂysignif-
icant statement could have been made.

mthommofrmEinghasbemubsumdbyuﬂlﬂmpeﬁmmlgrwpsloddng
for x*’s using the pTDC detection method. Several recommendations to reduce this
problem have been made (Gothe, 1993). These recommendations include the following:

1. ﬁc&vebas&smndminmdmgfarm:pmblnmsmmﬂwymhe,mpamivcbm
shmldbcsclecmdifuaﬂposﬁhk(asthqrwminmismm).

2. Varyﬂxcmpacimnfmcmpaciumusedmmhﬂiz:ﬂwwlmgﬁnfmﬂhnw—
eral dynodes such that no two are the same.

% Dunmancmptmclipmnmmglylhcmdc-oﬁbctwemalcm!ﬂﬂufcﬁpping
andbascﬁncavcrshmtsshouldbcnndcinfavurofahsmkvﬂufcﬁpping.

4. Anyrmghadgcsinthcsokiﬂedhas:slmdmﬁddmﬁssimswhichmm
ﬁngiug.Cmshmﬂdbemkminassemhﬁngﬂmbam.withwimleadskcptas
shmtaswssibh,andsoldm'jomtsaSMaSpossiblcz’

Ifﬂlcscmlaﬁvalysimplcpmcanﬁunsmmken,mcﬁngiugofmcamdcsignalnfmu
phowmulﬁpﬁcrmhnwﬂlbcnﬁnﬁxﬁmd-
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G.2 Circuit Modification to Reject Correlated Pairs

mnﬂmrmgcpmblmmmnpmmmtmﬂmmn{mdmedpmmﬂm
nt mcrgyspecuafmhlthmgmatfn{wardanglﬁmmclah This undesired yield
cmmmhrucmnmnd,MMmmghhardmm&nmnmmanﬂablcmd:m
itﬁumn*.Assunﬁngmcscpninﬂsupﬁsﬂnmghm:ﬁEdcm,ﬁmymhcdim
mxmdagainstinﬂmhardwmhymakingamlaﬁwlyxtmplcmdiﬁmﬁmmﬁmpm
event trigger. This upgrade is detailed in Figure G.1 below.

LI 20ns
AE Do——%—

E_:FD 1 p I— i || ] ~
—_— tﬂ:esh J event
I oav | BT AND
CFD :
ﬁ LI -6ns
-25mV

Figure G.1:Detail of the Upgraded pTDC Hardware

Considuﬂmcascufamdzmdpahmummptpﬁrhadthcmagymd&nﬁng
chmmisﬁcsnfan*mandanndommudmmpﬂmpmmmwarﬁngaﬂ
attempts to perform hardware rejection.

2 ns mﬁn}
prompt
- -4 10ns inverted output pulse from AE LED
(built in delay)
- 100 ns — —
pulse shaped output pulse from hi-thresh CFD
\.—ﬁmingrl:fﬂmpﬁnllu ~—————— baseline -

Figure G.2:The Prevention of a Random uTDC Stop
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With the upgraded uTDC hardware definition, the situation presented in Figure G.1
would result. The three signals (AE, CFD", CFD') would be passed to a three fold coin-
cidence unit which would be triggered only when all three were low. Random events
defined by the AE detector would thus be prevented from triggering the TDC, which
would allow for effective hardware discrimination of pair events. Further, since it was
these copious pair events which were the limiting factor on the singles rates for the high
Z targets, eliminating them as triggers would allow the experiment to be run at a mnch

higher rate.
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