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Populärvetenskaplig sammanfattning  

En av vår tids största utmaningar är förstå och hantera de komplexa klimat-

förändringarna. För att begränsa dem måste vi minska det samlade utsläppet av 

växthusgaser i världen. Ett steg på vägen dit är att hitta nya hållbara 

produktionssätt för att tillverka bränslen och kemikalier som idag produceras från 

ett fossilt ursprung. Vätgas besitter en stor potential som energibärare i 

transportsektorn och som råvara i kemisk industri. Däremot är mer än 95% av 

dagens vätgasproduktion icke förnybar. En alternativ metod för att tillverka 

vätgas är med hjälp av biologiska metoder, dvs med mikroorganismer. En sådan 

process är mörk fermentering där organiskt material omvandlas till bland annat 

vätgas. Caldicellulosiruptor utgör en grupp mikroorganismer som kan producera 

vätgas men också ättiksyra som en biprodukt i en mörk fermentering. För att 

denna process ska kunna bli ekonomiskt hållbar måste bland annat 

mikroorganismen kunna använda sig av olika typer av råvaror, s.k. substrat, och 

dessutom klara av höga halter av substrat. Dessa två aspekter har undersökts och 

kvantifierats med hjälp av kinetiska modeller.  

Modellering är ett viktigt verktyg i utvecklingen av biologiska processer då det 

kan öka förståelsen och förutspå resultat och förändringar. Modeller kan 

användas som ett komplement eller en ersättning för laborativa experiment och 

tester samt vid processutveckling, vilket reducerar utvecklingskostnader. I denna 

avhandling har kinetiska modeller utvecklats för att utvärdera hur 

mikroorganismen Caldicellulosiruptor agerar vid exponering av olika typer av 

substrat och olika mängder av substrat i relation till dess vätgasproduktion. De 

utvecklade modellerna kunde väl beskriva vätgasproduktionen och upptaget av 

substrat. Modellerna bidrog också till en ökad förståelse för hur processen beter 

sig vid höga substratkoncentrationer, s.k. hög osmolaritet. Dessutom visade 

modellerna hur flera olika substrat kan ge upphov till en bifasisk tillväxt vilket 

innebär en tillväxt i två faser där ett substrat prefereras över ett annat, också kallad 

”diauxic” tillväxt. 

Biologisk vätgasproduktion har en framtid i den biobaserade ekonomin och 

modellering är ett utmärkt verktyg för att vidareutveckla processen. 
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1 Introduction 

“I think calling it climate change is rather limiting, I would rather call it the 

everything change” - Margaret Atwood 

The critical issue of our time is climate change and we are now at a time to define 

the actions that need to be taken to minimize the already initialized global impacts 

of this issue. The average global temperature on Earth is directly linked to the 

concentration of greenhouse gases in the atmosphere. The concentration has been 

rising along with the mean global temperature since the time of the industrial 

revolution. Carbon dioxide (CO2) is the most abundant greenhouse gas (Figure 1) 

and is largely the product of burning fossil fuels (United Nations, 2018a). 

Greenhouse gas emissions need to be reduced to halt this seemingly unstoppable 

global warming and for that, renewable fuels and chemicals are one part of the 

solution.  

Figure 1. Global fossil CO2 emissions were projected to rise by 2.7% in 2018. Adapted from 

(CDIAC; Global Carbon Project, 2018; Jackson et al., 2018; Le Quéré et al., 2018).  
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1.1 Challenges of global warming 

Human activities have contributed to an estimated global warming of 1°C above 

pre-industrial levels. Between the years 2030 and 2052 the global warming is 

likely to reach and go beyond 1.5°C if it continues to increase at the current rate 

(IPCC, 2018). However, according to the Intergovernmental Panel on Climate 

Change (IPCC) it is possible to limit and fix the global warming to 1.5°C above 

pre-industrial levels if rapid and extensive changes in all parts of society are made 

(IPCC, 2018). International agreements such as the adopted Paris agreement and 

the more recent Katowice climate package will strengthen the global response to 

the threat of climate change and strive towards limiting the increase in 

temperature to 1.5°C (United Nations, 2015; United Nations, 2018b). This 

displays clear profits compared to reaching a global warming of 2°C or more. At 

1.5°C the coral reefs would decline by 70-90%, whilst at 2°C the tropical coral 

reefs are predicted to vanish. The sea level rise would be 10 cm lower by 2100 if 

global warming is limited to 1.5°C compared to 2°C. Furthermore, by limiting 

the temperature rise to 1.5°C would mean that hundreds of millions of people 

from poor and disadvantaged populations would be exposed to less climate risks 

and consequently have a better chance to get out of poverty. Finally, remaining 

at a rise of 1.5°C could significantly reduce the part of the world population that 

will suffer from climate-related water shortage (IPCC, 2018).  

For this to happen, extensive and rapid transitions in land, energy, industry, 

buildings, transport and cities are required. A reduction of the world’s emissions 

of greenhouse gases of at least 50% would be needed by 2030. And a “net-zero” 

needs to be reached by 2050 meaning that remaining emissions have to be 

balanced by removing CO2 from the atmosphere (IPCC, 2018). This will put 

pressure on our energy systems and greatly challenge the transition in the 

upcoming decades. Particular efforts need to be taken towards the development 

of renewable energy sources. The EU’s 20% renewable energy target has proven 

an efficient driver in this development, but even more stringent targets are needed 

(European Commission, 2012). For 2030 the European Commission has set a 

renewable energy target of at least 27% of energy consumption 

(European Commission, 2014). The Renewable Energy Sources (RES) Directive 

objects to increase the share of RES in final energy consumption by 2030. This 

includes guiding principles of financial support schemes for RES and it seeks to 

strengthen mechanisms for cross-border cooperation, support the sustainability 

and greenhouse gas emissions-savings criteria for biofuels and normalize the use 

of RES in the transport sector (European Parliament, 2018).  

The global energy demand is foreseen to continue to increase as improvements 

are made in human progress and wellbeing and with a growing population (BP, 

2019). Although improvements in energy efficiency are made, the world will 
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crave for more energy to continue to grow and prosper. Hence, it becomes even 

more important to continue the development of renewable energy alternatives.  In 

2016, the world Total Primary Energy Supply (TPES) was 13 761 Million Tonnes 

of Oil Equivalent (Mtoe) of which 13.7% was produced from renewable sources 

(IEA, 2018a). The share of renewables is growing in the electricity, power and 

transport sector, however, very slow in the latter. Renewables in the transport 

sector is forecasted to grow only minimally from 3.4% in 2017 to 3.8% in 2023. 

To meet long-term goals in climate and sustainability, an acceleration in action is 

needed. If the renewable energy development continues at the forecasted pace, 

the share of renewables in TPES would be 18% by 2040 which is much lower 

than the IEA Sustainable Development Scenario’s benchmark of 28% (IEA, 

2018b).   

1.2 Biofuels 

Biofuels are liquid or gaseous fuels, such as ethanol, methanol, methane and 

hydrogen, derived from organic matter, e.g. from energy crops or commercial, 

domestic, agricultural and industrial waste. Biofuels have a great potential in 

mitigating climate change and addressing the problem of energy insecurity. 

However, it is important to realise that there are different kinds of biofuels and 

they all possess benefits and drawbacks (Acheampong et al., 2017). There is a 

distinction between first- and second-generation biofuels, and in addition also 

third- and fourth-generation biofuels are defined. First-generation biofuels are 

produced from food crops such as sugarcane, sugar beet and corn (van der Laak 

et al., 2007). The feedstock used are previously destined for human consumption 

which is a downside of the first-generation biofuels. In addition, in the production 

of first-generation biofuels, only a small part of the crop or plant is used, leaving 

the remainder as waste, at least for the purpose of fuel production, making it 

inefficient (Bomb et al., 2007). Second-generation biofuels are derived from 

feedstock which is not intended for human consumption, e.g. lignocellulosic 

biomass (Charles et al., 2007). There is great potential in the second-generation 

biofuels, and they are considered more environmentally friendly and produce less 

greenhouse gases compared to first-generation biofuels. The challenges lie within 

the cost-effectiveness and the difficulty to extract the fuel since there is a need 

for pretreatment of the biomass (Naik et al., 2010). The third- and fourth-

generation biofuels involves algae-to-biofuels where microalgae and 

cyanobacteria are used to produce e.g. biodiesel (Chisti, 2007). The third 

generation is principally the production of biofuels by processing microalgae 

while the fourth generation makes use of metabolic engineering of the algae for 

enhanced biofuel production (Lü et al., 2011). Although there is an input cost for 
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water and energy, the microalgae are very productive and land efficient (Batan et 

al., 2010).  

1.3 Feedstock 

It is of importance to consider the type of feedstock, i.e., substrate, used for 

biofuel production, since it can lead to both direct and indirect land use change 

(DLUC and ILUC). DLUC is when there is a change from previous land use to 

produce biofuel feedstock instead. ILUC is a change in land use elsewhere, for 

example conversion of high carbon stock lands, such as forests or grasslands, to 

cropland to meet the demand for commodities displaced by the production of 

biofuel feedstock. This can lead to greenhouse gas emissions which reduce or 

cancel out the potential greenhouse gas savings mitigated by the biofuels (Plevin 

et al., 2010). Lignocellulosic biomass is an abundant and renewable resource. It 

consists of cellulose, hemicellulose and lignin (Hadar, 2013) and can be used to 

produce biofuels with no or minimal additional land requirements or impacts on 

food and fibre crop production (Sims et al., 2010). Lignocellulose is a primary 

structural component of plant cell wall and can be found in bioenergy crops like 

switchgrass, but also in unused waste streams such as crop residues and municipal 

solid waste (Minty & Lin, 2015). Lignocellulosic biomass has been estimated to 

account for approximately 50% of the biomass worldwide (Claassen et al., 1999) 

and a few years back the production was estimated to around 200 billion tonnes 

per year (Zhang, 2008). Within the agricultural sector in Europe the highest 

potential of biomass residue availability lies within straw, e.g. wheat straw 

(Figure 2). In Paper I, wheat straw is used as a feedstock to the bioprocess.   

To increase the digestibility of lignocellulosic biomass, pretreatment is required 

and can be classified into biological, physical, chemical or a combination of these. 

However, consolidated bioprocessing (CBP) can reduce or eliminate the need for 

pretreatment. In CBP, production of saccharolytic enzymes, hydrolysis of 

cellulose and hemicellulose to monomeric sugars and fermentation of sugars all 

occur in the same process configuration. This means that the cost of the process 

can be lowered and the efficiency higher (Menon & Rao, 2012). 
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1.4 Hydrogen 

The European Commission’s Energy Roadmap 2050 points out hydrogen, fuel 

cells and batteries as areas where additional research and demonstration efforts 

are needed. These can, together with smart grids, enhance the benefits of electro-

mobility both for decarbonisation of transport and for development of renewable 

fuels (European Commission, 2012). Fuel cells can transform the chemical 

energy in hydrogen into electricity and the process emits only water and heat. 

Fuel cells are more efficient than combustion engines, but expensive to build. 

Hydrogen fuel cells can power electric cars and large fuel cells can also be used 

to provide electricity in remote places with no power lines. Vehicles run on 

hydrogen are at the point of use, zero emitters, which has great benefits in climate 

change combat but also in local air quality in densely populated areas with a lot 

of transportation (Sharma & Ghoshal, 2015).  

Around 70 million metric tons of hydrogen are used yearly (Fukui, 2018) and the 

largest producers are the United States and China (Bakenne et al., 2016). 

Hydrogen is today mainly used for oil refining, in chemical production and in the 

food industries. However, using hydrogen as an energy carrier is of interest due 

to its potentially high efficiency of conversion to usable power, its low emission 

of pollutants and high energy density (Singh & Rathore, 2017). The most 

common ways of producing hydrogen have its origin in fossil-based resources 

Wheat straw; 74

Other agricultural 

res idues; 56

Municipal solid 
waste; 39

Sugar beet 
res idues; 38

Barley wheat 

s traw; 26

Maize stover; 18

Forestry residues; 
6.2

Rye res idues; 6

Figure 2. Projected biomass availability in 2020 in Europe, in million tonnes. Adapted 

from (Kretschmer, 2012). 
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where the most frequently used technology is steam reforming of natural gas, a 

process which leads to large amounts of greenhouse gases (Balat & Balat, 2009). 

Steam reforming of methane satisfies around 50% of the international demand of 

hydrogen, naptha and oil reforming in refinery or industrial off-gases constitutes 

close to 30% of the demand and 17% of the hydrogen is produced by coal 

gasification. The remaining part ~3% is produced by water electrolysis and other 

sources (Grand View Research Inc, 2018). 

1.4.1 Biohydrogen production 

A sustainable alternative to the conventional methods for producing H2 is by 

biological methods, i.e. biohydrogen, using microorganisms. Biohydrogen can be 

produced using organic waste effluents as a nutrient source or via sunlight, CO2, 

and minimal nutrients. It does not compete with food production and does not 

require fertile land as in comparison to first-generation biofuels. Biohydrogen can 

be produced by fermentation; dark fermentation or photofermentation, or via 

direct or indirect biophotolysis (Levin et al., 2004) (Figure 3). Biophotolysis 

occurs when cyanobacteria and algae break down water into hydrogen and 

oxygen in the presence of light. In direct biophotolysis hydrogen and oxygen are 

simultaneously produced which is a drawback since oxygen works as an 

inhibitory agent to the process. To circumvent this problem indirect biophotolysis 

can be applied where the biological production of hydrogen and oxygen are 

separated either in space or in time (Levin et al., 2004). Hydrogen can be 

produced under anaerobic conditions by conversion of organic acids to hydrogen 

and carbon dioxide by photoheterotrophic bacteria. The process is called 

photofermentation and occurs in the presence of light. The most promising 

microorganism for hydrogen production by photofermentation is the purple non-

sulfur bacterium, e.g. Rhodobacter (Rai et al., 2012). Dark fermentation is a 

process where anaerobic mesophilic or thermophilic fermenting bacteria produce 

hydrogen from organic materials and no light is required. This include species of 

the genera Enterobacter (Nath et al., 2006), Bacillus (Kotay & Das, 2007), 

Thermotoga (Auria et al., 2016) and Caldicellulosiruptor (Willquist et al., 2010). 

The latter species is studied in this thesis.  
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Caldicellulosiruptor possesses several desirable traits as a hydrogen producer, 

e.g. high yields of H2 and an ability to utilize many different sources of carbon 

(Willquist et al., 2010). However, there are challenges towards the practical 

application of biohydrogen technology with Caldicellulosiruptor as the producer. 

One such challenge is its sensitivity to high osmolarity. Osmolarity is the total 

number of solute particles in a solution and hence this limits the maximum sugar 

concentration that can be fed into the process (Willquist et al., 2010). By 

inhibiting growth, osmolarity has a negative impact on the hydrogen productivity, 

and it is also a drawback when it comes to the economy of the process where a 

more concentrated feed, i.e., less water, is preferred (Ljunggren & Zacchi, 2010). 

Quantification of these factors to increase the understanding of the underlying 

mechanism are not widely explored and this is important for the continued 

development of the process. In Paper I we quantify Caldicellulosiruptor’s 

behaviour when exposed to multiple sources of carbon in the feed, both in the 

form of a defined solution of multiple sugars, as well as wheat straw hydrolysate. 

The challenge of osmolarity is addressed in Paper II, where a critical osmolarity 

is quantified and evaluated against an increasing sugar concentration. 

 

Figure 3. Pathways for biohydrogen production. The grey pathway is the focus of this 

study. 
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1.5 Models used in bioprocess assessment 

Based on the reasoning above it is clear that some aspects of the dark fermentation 

process need to be improved. However, before any improvements can be made, 

an increased understanding of the mechanisms is required. To achieve this and to 

quantify the success of such improvement, mathematical kinetic models can be 

used. Modelling can be done on several levels and with diverse aims, from the 

very small detailed genomic scale up to systemic analysis and environmental 

assessments (Figure 4).  

Systems biology is the study of complex biological systems by utilising 

predictive mathematical models. This often includes metabolic control analysis, 

kinetic metabolic models and utilising data from the “omics” (e.g. genomics, 

proteomics) (Bruggeman & Westerhoff, 2007; Nielsen et al., 2014). In systems 

biology it is possible to study interactions between biological components in a 

system and its subsequent function or behaviour.  

In contrast with the more detailed systems biology, techno-economic assessment 

(TEA) can provide a wider and more out-zoomed perspective of a process. TEA 

includes engineering-based process modelling coupled with economic estimates 

and assessments to quantify the product selling price. TEA requires a rigorous 

understanding of the process to establish mass and energy balances as a first step 

followed by estimations of unit operation investments and operating cost. 

Therefore, they are often used when assessing commercial viability of a process 

(Quinn & Davis, 2015). In comparison to systems biology and kinetic growth 

models, TEA often regards the biological process as a black box and often 

expresses the biological reactions in a stoichiometric manner. However, there are 

studies integrating growth kinetics and inhibition functions into process models 

(Rajendran et al., 2014).  

Life cycle assessment (LCA) is a type of system analysis with an environmental 

impact perspective. It has become a widely used tool for assessing biofuels in 

regards of process energetics and environmental impact. It is of importance to 

clearly state the system boundaries to be able to compare the result with 

alternative production pathways (Quinn & Davis, 2015).  

The focus of this research has been on developing mathematical kinetic models 

(grey, Figure 4) for assessing various aspect of biohydrogen production through 

dark fermentation. These models are built on kinetic rate expressions which can 

describe the production or consumption of molecular components. The models 

can for example be used to understand specific mechanisms and critical aspects 

of the process and to predict future performance (Almquist et al., 2014). In 

contrast to systems biology, the metabolic interactions within the cell are not 
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considered but information about ingoing concentrations, cell growth and product 

formation are included. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Schematic illustration of different levels of modelling. The focus of this thesis lies on 

developing kinetic growth models (grey). This representation displays how kinetic growth models 

are related to other quantitative tools and methods that can be used to assess bioprocesses. 
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1.6 Objectives of the study  

This work aims to increase the understanding of biological hydrogen production 

and specific critical aspects of the process, by developing mathematical kinetic 

models. The long-term goal is to reach an economical and sustainable 

biohydrogen production process using dark fermentation that can take part in the 

transformation from fossil fuels to renewable fuels, and thus contributes to the 

combat of climate change. 

The aims are summarized in the following objectives: 

• To develop computational tools for increased understanding of 

biohydrogen produced through dark fermentation (overall objective). 

 

• To increase the understanding of how Caldicellulosiruptor species 

behave in the presence of multiple sugars in biohydrogen production 

process (diauxic-like behaviour) (Paper I).  

 

• To assess whether a higher tolerance for osmolarity can be 

quantitatively described in biohydrogen production by 

Caldicellulosiruptor species (Paper II).   
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2 Dark fermentation: critical aspects   

“Fermentation and civilization are inseparable.” – John Ciardi 

Dark fermentation is a process where hydrogen is produced by fermenting 

microorganisms. There are several critical aspects when designing the process, 

among which, tolerance to high substrate and end-product concentrations and the 

ability to utilize several different carbon sources simultaneously, are studied here. 

2.1 Dark fermentation 

In dark fermentation, hydrogen is produced through anaerobic breakdown of 

carbohydrate-rich substrates by a range of different heterotrophic microbes 

(Hallenbeck & Ghosh, 2009). In heterotrophic organisms, the anaerobic mode of 

growth poses challenges for the cell with respect to the disposition of electrons 

from energy-yielding oxidation reaction. The electrons need to be disposed of to 

maintain electrical neutrality. Various kinds of specific controls are necessary to 

regulate electron flow in the metabolism of anaerobes. One of these is reflected 

by the ability of many such organisms to dispose of “excess” electrons in the form 

of molecular hydrogen (H2) through the activity of enzymes (Das & Veziroǧlu, 

2001). In the hydrogen fermentation process the microorganisms convert glucose 

to pyruvate via their glycolytic pathways, and subsequently pyruvate is oxidized 

to acetyl-CoA that is further converted to acetyl phosphate resulting in the 

generation of ATP and the formation of acetate (Figure 5). Also other products 

like ethanol, butanol and butyric acid can be formed depending on the 

microorganism (Das & Veziroglu, 2008). 

Hydrogen-producing enzymes are fundamental for generation of biohydrogen. 

However, the enzymes themselves are quite intricate with complex metallo-

clusters as active sites and synthesized through a complex process involving 

additional enzymes and protein maturation steps. Nitrogenase, Fe-hydrogenase 

and NiFe hydrogenase are currently the three known enzymes able to carry out 

the reaction of hydrogen production (Hallenbeck & Benemann, 2002). In dark 

fermentation, hydrogen can be formed in three different ways (Figure 5), either 

from formate via an Ech (NiFe) hydrogenase in Enterobacterial-type 
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fermentation (right-hand side), from reduced ferredoxin (Fd) via an FeFe 

hydrogenase in Clostridia-type fermentation or from NADH via an NADH-

dependent FeFe hydrogenase (left-hand side) (Hallenbeck & Ghosh, 2009).  

 

 

 

Figure 5. Schematic illustration of dark fermentation. In dark fermentation, hydrogen and various 

other fermentation products like acetate and ethanol are generated from carbohydrate-rich 

substrates. Hydrogen can be generated from i) formate via an Ech (NiFe) hydrogenase, ii) reduced 

ferredoxin (Fd) via a FeFe hydrogenase and iii) NADH via an NADH-dependent FeFe hydrogenase. 

Adapted from (Hallenbeck & Ghosh, 2009). 
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As mentioned previously, in addition to hydrogen, the fermenting microbes 

generates other products as well to satisfy their metabolic needs. These products 

include acetate, which permits ATP synthesis, and for example ethanol and 

butanol, which permit the re-oxidation of NADH, which is necessary for 

continuing glycolysis. Conditions like pH and the hydrogen partial pressure in 

the process, as well as type of organism and the oxidation state of the substrate 

are variables that affect the types and proportions of products formed from the 

fermentation (Hallenbeck & Ghosh, 2009). 

There is a limitation in how much hydrogen that can be produced in dark 

fermentation depending on the type of microbes. Enteric bacterial type mixed 

acid fermentation is limited to produce 2 H2/glucose and Clostridia-type 

fermentations are limited to produce 4 H2/glucose at low hydrogen partial 

pressures (Hallenbeck, 2005). Consequently, the hydrogen yields are low and 

about two-thirds of the carbon and protons in the substrate are excreted as other 

products, mainly acetate (van Niel, 2016). The production of reduced compounds, 

other than H2, is the main factor that limits H2 yield in fermentative hydrogen 

production since their accumulation diverts electron equivalents away from H2 

(Lee et al., 2008). The low yields have been limiting when seeking industrial 

application since they are not competitive with other biofuels, like bioethanol or 

biomethane. These biofuels are derived from the same starting material but have 

a higher energy conversion. Also, the side products produced (acids and alcohols) 

need to be disposed of or used in some way. However, metabolic engineering to 

try and achieve a near stoichiometric conversion (Maeda et al., 2008) or various 

two-stage process approaches have been considered to overcome these issues 

(Byrne et al., 2018; Willquist et al., 2012). In the two-stage process, the dark 

fermentation producing hydrogen occurs in the first stage. In the second stage, 

there are different possibilities of converting the by-products from the dark 

fermentation to energy: conversion to H2 by employing energy in the form of 

either light or electricity (van Niel, 2016) or reduction to CH4 through anaerobic 

digestion (Pawar et al., 2013).  

2.1.1 Caldicellulosiruptor as a hydrogen producer 

Caldicellulosiruptor is a thermophilic gram-positive bacterium able to utilise 

lignocellulosic biomass for hydrogen production (Rainey et al., 1994; van Niel et 

al., 2002). It has the ability to produce hydrogen at the theoretical maximum of 4 

mol H2/mol hexose (Zeidan & van Niel, 2010) and its main fermentation products 

are acetate, lactate and ethanol (Rainey et al., 1994). To date, there are 14 

different known species of Caldicellulosiruptor (Byrne, 2019). 

Caldicellulosiruptor can be cultivated with (Willquist & van Niel, 2010) or 

without (e.g., Paper I and Paper II) yeast extract in the supplemented medium. 
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In Paper I Caldicellulosiruptor saccharolyticus is studied for its behaviour when 

exposed to various different sugars both in a clean and defined substrate but also 

in an industrial substrate, i.e., wheat straw hydrolysate. In Paper II 

Caldicellulosiruptor owensensis is evaluated with regards to tolerance to an 

increasing osmolarity. 

2.2 Substrate and end-product inhibition 

An attractive trait for H2-producing microorganisms is to possess an adequate 

tolerance to high concentrations of substrate and end-products (Pawar & van Niel, 

2013). An increase in substrate concentration leads to an increase in cell mass, 

however, only up to a certain level where the substrate instead starts to inhibit 

growth, i.e., substrate inhibition (Azimian et al., 2019). Another similar 

phenomenon is product inhibition. This occurs when accumulation of end-

products in the medium lead to a suppression of the metabolic activity 

(Mulchandani & Luong, 1989). Both these aspects are of importance when 

considering industrial application. A tolerance to high substrate and end-product 

concentrations can have effect on e.g. the sizing of the bioreactor and hence the 

economy of the process.  

A high substrate load and subsequent end-products lead to increased 

concentrations of solutes in the medium and thus high osmolarity. In addition, 

this may cause substrate and end-product inhibition which implicate a repressed 

microbial growth, a metabolic shift towards other metabolites and an incomplete 

substrate conversion (Nicolaou et al., 2010). To give an example, the nonpolar 

undissociated form of an organic acid can enter the cell and release protons in the 

cytoplasm. This interferes with the proton motive force and raises the cellular 

maintenance energy (Jones & Woods, 1986). In contrast, the polar dissociated 

form leads to higher ionic strength in the solution which can affect the microbial 

growth and in worst case cause cell lysis (van Niel et al., 2003). 

It is desirable to have a high load of substrate into the process since this can lead 

to high hydrogen productivities (Willquist et al., 2010). Hence 

Caldicellulosiruptor species need to be adapted to higher osmolarities. This also 

means lower requirement of water in the process and lower input of energy 

needed for heating (Ljunggren & Zacchi, 2010). In Paper II we studied the 

behaviour of osmotolerant strains of Caldicellulosiruptor species in medium with 

higher osmolarities and quantified a critical osmolarity parameter which alters 

when the microorganism is exposed to increasing sugar concentrations. 

Also, hydrogen itself is inhibiting growth and its own production, and therefore, 

a low hydrogen partial pressure in the fermentation reactor is needed. This can be 
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made possible by stripping the reactor with an inert gas like N2. However, C. 

saccharolyticus can produce hydrogen still at high hydrogen partial pressures, up 

to 67 kPa. A possible explanation for this is that the hydrogen-producing enzyme, 

(see Chapter 2.1) is still functioning at elevated hydrogen concentrations 

(Willquist et al., 2011). In addition, in Thermoanaerobacter tengcongensis the 

Fd-dependent hydrogenase was expressed independently of the hydrogen partial 

pressure (Soboh et al., 2004). 

2.3 Diauxic growth         

Monod coined the expression of diauxie based on the biphasic growth he 

observed in Bacillus subtilis in the early 1940s (Monod, 1941). However, this 

biological phenomenon was actually described much earlier. In 1900, Diénert 

observed how cells of Saccharomyces cerevisiae originally adapted to galactose 

lost their adaption when they were exposed to glucose or fructose (Diénert, 1900). 

This phenomenon became known as the “glucose effect”. Monod later explained 

this as diauxic growth where two carbon sources are simultaneously added but 

there is a preference for the one allowing a faster growth rate. Before the second 

carbon source is utilized there is a lag phase or a phase of adaption and then 

growth resumes (Figure 6). He furthermore described that each organism has a 

hierarchy of preferred carbon sources where glucose is usually at the top. More 

studies followed and it was found that, as long as the preferred carbon source was 

present in sufficient amounts, the enzymes needed for transport and metabolism 

of the second carbon source were repressed. The phenomenon was therefore 

named carbon catabolite repression (CCR) (Contesse et al., 1970).  
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For regulated sequential uptake of different substrates to occur, there are three 

requirements needed. First and foremost, there must be a competition between 

the substrates. Secondly, the uptake needs to be capacity limited. And lastly, a 

quality difference between the substrates is needed (Chu, 2015). Still, even when 

these requirements are met, regulated uptake will not always evolve. Diauxic 

growth can be perceived as a strategy to maximize biomass production in an 

environment where more than one carbon source is available. However, the 

growth dynamics in such an environment can be inefficient, i.e., the growth rate 

is increased at the expense of the yield as discussed in (Chu, 2015).     

 

Having a broad preference for different carbon sources is an attractive trait in 

microorganisms considered for biofuel production from lignocellulosic 

substrates. According to van de Werken et al (2008) and VanFossen et al (2009), 

C. saccharolyticus is unaffected by CCR. Apparently, a xylose-specific ABC-

type transporter was upregulated when growing separately on glucose and xylose 

as well as when growing on both. This indicated co-fermentation as these sugars 

seem to be taken up by the same uptake system (van de Werken et al., 2008). This 

was further examined by VanFossen et al (2009) which showed that C. 

saccharolyticus simultaneously consumed all monosaccharides present in the 

mixture, although not to the same extent; fructose > xylose/arabinose > 

mannose/glucose/galactose  (VanFossen et al., 2009).  
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Figure 6. Illustration of diauxic growth. The preferred substrate, S1, is used 

first, then follows a lag phase before the second substrate, S2, is used. 



17 

2.3.1 Transport systems and diauxic growth 

ATP-binding cassette transporters (ABC transporters) are primary active 

transporters that use energy released during ATP hydrolysis to move substances 

against a concentration gradient without modifying them. ABC transporters are 

uniporters, i.e. they transport a single molecule across the membrane. ABC 

transporters utilize substrate-binding proteins that bind the molecule to be 

transported, e.g. glucose. The substrate-protein complex then interacts with the 

ABC transporter to move the substrate into the cell (Willey et al., 2013).  

 

Group translocation is another type of transport system that is characterized by 

the chemically modification of the molecule being transported into the cell. The 

phosphoenolpyruvate: sugar phosphotransferase system (PTS) is an example of 

group translocation system. The PTS is common in many bacteria and it 

transports various kinds of sugars while phosphorylating them, using 

phosphoenolpyruvate (PEP) as the phosphate donor. PEP can be used to 

synthesize ATP, the cell’s energy currency, however, in this case PEP is used to 

energize uptake and not ATP synthesis (Willey et al., 2013). 

 

In diauxic growth, the PTS uptake system plays a major role due to its link to 

catabolite repression control (Deutscher, 2008). Yet, C. saccharolyticus to our 

current knowledge only has ABC transport systems for all sugars except for 

fructose that is transported into the cell with a PTS system (van de Werken et al., 

2008). However, there are other mechanisms related to diauxic growth apart from 

PTS. For example a catabolite repression control (Crc) protein in Pseudomonas 

putida or via glucokinase (Glk) in Streptomycetes (Deutscher, 2008) and hence 

this could also be the case in Caldicellulosiruptor.    

2.3.2 “Diauxic-like” behaviour in Caldicellulosiruptor? 

In Paper I we studied how lignocellulosic feedstock that contains various kinds 

of sugars, i.e., wheat straw hydrolysate containing hexose and pentose sugars, can 

affect the production process. Here we hypothesize that the uptake of the sugars 

occurs in two phases (Figure 7). In the first phase xylose and glucose are taken 

up by the same transport system, however, with a greater affinity for xylose, 

meaning that xylose uptake is faster. When xylose is depleted this transport 

system is downregulated and we enter the second phase. In phase II another 

transport system is upregulated and mediates the uptake of glucose but with an 

altered rate compared to glucose uptake in phase I. This could be described as a 

diauxic-like behaviour in C. saccharolyticus and it is clearly expressed in the 

hydrogen and carbon dioxide productivity profile (Figure 2 in Paper I). It should 

be mentioned that in all studies in Paper I, we did not add yeast extract in the 
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medium. This omission could be a contribution to a diauxic-like behaviour being 

exposed, as the presence of yeast extract could have masked this phenomenon.  

 

 
Figure 7. Illustration of diauxic-like behaviour in Caldicellulosiruptor. Phase I. a) The transporter 

is only upregulated on xylose. It can let glucose through but with a lower affinity, i.e. higher KS 

value b) In the presence of xylose the transporter is repressed. Phase II. c) In the absence of xylose, 

the transporter is repressed. d) The transporter becomes active and is upregulated on glucose alone, 

with an altered affinity and hence an altered rate.  
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3 Modelling as a tool in bioprocess 

understanding and development 

“Remember that all models are wrong; the practical question is how wrong 

they have to be to not be useful.” - George Box. 

Mathematical kinetic models can be used to increase the understanding of a 

bioprocess, to predict future behaviour and to optimize the configuration of the 

bioreactor system. In addition, both time and resources can be saved if valid 

models are constructed and used to discover and evaluate improvement strategies 

in silico. However, there are many challenges associated with it, e.g. sufficient 

amount of information and data are needed for construction and validation of such 

models (Almquist et al., 2014). Though, in the long-term perspective, 

mathematical kinetic models have a great potential in acting as a driving force for 

reaching industrial application of bioprocesses. 

3.1 Construction of a model 

There are several steps to take when constructing a model (Figure 8). First and 

foremost, it is important to consider the objectives of the model. What 

problem/need does the model address? What is expected from it in terms of 

results? To answer these, it is vital to have sufficient knowledge about the process 

to be modelled, both qualitative and quantitative information. The next step is to 

develop the model, e.g. to choose the appropriate kinetic rate expressions and 

moreover to implement the model in a suitable software. Further on, the 

parameters of the model are evaluated and estimated. The last steps consist of 

validating the model and interpreting the results. 
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3.2 Model selection 

3.2.1 Kinetic models in anaerobic bioprocesses 

Growth rate and substrate utilization rate are the two fundamental relationships 

that biological growth kinetics are based on (Pavlostathis & Giraldo-Gomez, 

1991). Various mathematical models have been set up to describe the effect of 

the growth-limiting substrate concentration on the rate of microbial growth 

(Table 1). 

Table 1. Kinetic rate equations used in anaerobic bioprocess modelling. 

 Kinetic model, rate equation Ref 

First order 𝜇 =  
𝐾𝑆,𝑚𝑎𝑥 ∙ 𝑆

𝑆0 − 𝑆
− 𝑏   

(Pavlostathis & Giraldo-Gomez, 
1991) 

Monod 𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆

𝑆 + 𝐾𝑆
− 𝑏   

(Monod, 1941) 

Contois 𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆

𝑆 + 𝐾𝑋 ∙ 𝑋
− 𝑏 

(Contois, 1959) 

Grau 𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆

𝑆0
− 𝑏 

(Grau et al., 1975) 

Chen & Hashimoto 𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆

𝑆(1 − 𝐾) + 𝐾 ∙ 𝑆0
− 𝑏 

(Chen & Hashimoto, 1980) 

Figure 8. The different stages of model development. Figure adapted from (Donoso-Bravo et 

al., 2011). 
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Where 𝜇 is the growth rate (h-1), 𝜇𝑚𝑎𝑥 is the maximum specific growth rate (h-1) 

𝑆 is the substrate concentration (M), 𝑆0 is the initial concentration of the limiting 

substrate (M), X is the biomass concentration (M), 𝐾𝑆 is the affinity constant (M), 

KX is a growth parameter that is constant under defined conditions (Msubstrate·M-

1
biomass), K is a dimensionless kinetic parameter and b is the biomass decay rate 

(h-1). 

3.2.2 Anaerobic Digestion Model No. 1 

To reach a conformity among many of the anaerobic digestion models that have 

been developed and to be able to compare the results, the International Water 

Association (IWA) assigned a task group to develop a model platform for 

anaerobic digestion. In 2002, this resulted in the Anaerobic Digestion Model No. 

1 (ADM1) (Batstone et al., 2002). The model includes disintegration and 

hydrolysis, acidogenesis, acetogenesis and methanogenesis steps. Disintegration 

and hydrolysis are described by first order kinetics while the other biochemical 

reactions are built on a substrate-based Monod-type kinetics. Various kinds of 

inhibition functions are included in the model, such as pH, free ammonia and 

hydrogen. In addition, acid-base reactions and liquid-to-gas mass transfer are 

modelled (Batstone et al., 2002). Since the ADM1 was published extensive 

research have been carried out in its context. Both by utilizing the model for 

various applications as well as to extend and develop it further (Bornhöft et al., 

2013; Fezzani & Cheikh, 2009; Nordlander et al., 2017) and many more. The 

ADM1 is a broad and extensive model which can, if implemented correctly, give 

good predictions of performance. However, one of the challenges with the model 

is the large number of parameters, of which the implications are further discussed 

in Chapter 3.3.4. 

3.2.3 Modelling of dark fermentation 

Modelling of dark fermentation has been conducted by several research groups 

(Alexandropoulou et al., 2018; Lin et al., 2007; Trad et al., 2016). Thermotoga 

maritima was evaluated as a hydrogen producer through model development. The 

model was able to predict the hydrogen productivity profile, however, it was 

limited and only valid under certain process conditions (Auria et al., 2016) as 

many models tend to be. Ljunggren et al (2011) developed a kinetic growth model 

for Caldicellulosiruptor saccharolyticus to be used to assess substrate 

concentration and stripping rate for determining optimal operating conditions for 

H2 production (Ljunggren et al., 2011). This model is further developed in Paper 

I in this thesis where the substrate is divided into its specific sugar concentrations 

to understand the different uptake rates of pentose and hexose sugars. The model 
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is also further developed in Paper II where the critical osmolarity parameter is 

assessed.  

3.2.4 Modelling of batch and continuous processes 

In batch processes there is no change in mass to the system, everything is added 

in the beginning, and hence no input or output to the system with time (Eq. 1), 

except for the gas stream.  

 

  (1) 

 

Equation 1 describes the change in substrate concentration over time, where qin 

is the inflow to the reactor, Sin and S is the inflow concentration of substrate and 

the substrate concentration in the reactor respectively. ρS is the kinetic rate 

equation of substrate uptake. In a batch process, qin and Sin are both 0. 

Batch experiments are quite quick in time compared to continuous experiments. 

However, the lack of input excitation to a batch system can result in a lack of 

parameter sensitivity. This needs to be considered when modelling batch 

experiments and can be alleviated by varying the initial conditions (Flotats et al., 

2003). This was done in Paper I by doing separate experiments with individual 

sugars, a mixture of sugars and a mixture of sugars in an industrial substrate, i.e., 

wheat straw hydrolysate. In Paper II, several experiments with different initial 

sugar concentration, 10, 30 and 80 g/L respectively, were conducted.  

In continuous operation spent medium or digestate is replaced with fresh medium 

(substrate). Continuous experiments are in general more time consuming than 

batch experiments and there is also a risk of wash-out of the microbial population. 

However, continuous experiments can serve as a platform for kinetic analysis as 

long as a series of experiments at different dilution rates can be carried out 

(Donoso-Bravo et al., 2011). 

3.3 Model development 

Many bioprocesses, for example the batch processes studied herein, are dynamic 

(non-stationary) and these systems are characterized by their dependence on time. 

Dynamic systems like this are often described by mathematical expressions for 

the biochemical reaction rates. Mass balance equations are then formed using the 

reaction kinetics (Almquist et al., 2014). The mass balances describe the time-

 𝑆

  
=

   

    
 𝑆  − 𝑆 −  𝑆

= 0 if batch process
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based behaviour of all biochemical species present in the modelled system. 

Ordinary differential equations (ODE) are used to describe the rates of change of 

a specific state variable in the modelled system but do not describe the actual 

value of the variable. Instead, numerical integration is used to solve the ODEs. 

The solutions typically consist of the predicted profiles of each state variable 

plotted against time (Mata-Alvarez & Mitchell, 2009) (Figure 9).   

 

The level of detail in which the biological mechanisms of the cell are described 

in models can vary. In unstructured models the cell is considered a black box 

where substrates are utilised, and products are formed, whilst in structured 

models the cell is considered a multicomponent chemical system (Mata-Alvarez 

& Mitchell, 2009). The models in both Paper 1 and Paper II are unstructured 

according to this classification. 

3.3.1 Model development for Caldicellulosiruptor’s hydrogen 

production 

The model in Paper I is based on Monod-type kinetics (Eq. 2), using a substrate-

uptake instead of a growth-based approach, similar to the ADM1 model as 

described in chapter 3.2.2 (Batstone et al., 2002).  

 

 

Figure 9. The application of an ODE model to a bioprocess. Figure adapted from (Mata-Alvarez 

& Mitchell, 2009) 
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 =  𝑘𝑚 ∙
𝑆

𝑆+𝐾𝑆
  (2) 

 

where km is the maximum specific substrate uptake rate (h-1), KS the affinity 

constant (M), S the substrate concentration (M) and ρ is the substrate uptake rate 

(h-1). 

In Caldicellulosiruptor, the substrate, i.e., sugars are transported into the cell with 

a specific rate ρ and products like acetate, aqueous hydrogen and aqueous carbon 

dioxide are produced (Figure 10). The products are transported out of the cell and 

via gas-liquid mass transfer and with consideration to thermodynamic properties 

hydrogen and carbon dioxide enters the gas phase (dark blue in Figure 10). Via 

sparging, the gases in the liquid phase are then transported to the gas phase in the 

head space. 

 

3.3.2 Substrate and end-product inhibition  

Competitive, non-competitive and uncompetitive inhibition (Eq. 3-5) are 

examples of reversible inhibition, i.e., the inhibition can be reversed if the 

inhibitor is removed. Competitive inhibitors compete with the substrate for the 

Figure 10. Mass transfer in Caldicellulosiruptor. The dark blue ovals represent the volume of gas 

in the liquid. For explanation of the state variables and parameters in this figure see the 

Nomenclature chapter. 
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active site on the enzyme. This type of inhibition increases the KS-values which 

gives a slower uptake or growth rate and hence implies less affinity for the 

substrate. Non-competitive and uncompetitive inhibitors have separate binding 

sites on the enzyme, where the former can also bind the enzyme when substrate 

is not bound, which is not true for the latter. Non-competitive inhibitors decrease 

µmax while uncompetitive inhibitors affect both µmax and KS (Saboury, 2009). 

 

𝑝𝑗 =
𝑘𝑚∙𝑋∙𝑆

𝐾𝑆(1+
𝑆𝐼
𝐾𝐼

)+𝑆
  competitive   (3) 

 

𝐼 =  
1

1+𝑆𝐼/𝐾𝐼
  non-competitive  (4) 

 

𝑝𝑗 =
𝑘𝑚∙𝑋∙𝑆

𝐾𝑆+𝑆(1+
𝐾𝐼
𝑆𝐼

)
 uncompetitive  (5) 

 

where KI is the inhibition constant and SI is the substrate or product that causes 

the inhibition.  

A substrate-enzyme binding complex can also be described with the Hill equation 

(Eq. 6). The Hill equation has a different graphical appearance compared to the 

Monod equation where the former gives an S-shaped curve, i.e., for lower 

substrate values the Hill equation appears with logarithmic and not a linear 

pattern (Frank, 2013).   

𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆𝑘

𝑆𝑘+𝐾𝑆
𝑘 (6) 

 

where k is the Hill coefficient which is a measure of how steep the response curve 

is. Hill coefficients can be used to express the level of inhibition. 

As described in Chapter 2.2, osmolarity is a cause of inhibition. 

Stoichiometrically, in hydrogen production by Caldicellulosiruptor, for every 

molecule of glucose, two molecules of acetate and carbon dioxide are produced, 

contributing to an increase in solute concentration. A metabolic shift towards 

lactate can also occur in Caldicellulosiruptor (Eq. 7-8). 

C6H12O6 + 2H2O → 2C2H4O2 + 2CO2 + 4H2  (7) 

C6H12O6 → 2C3H6O3 (lactate)    (8) 

This contributes to an osmolarity that can be calculated as follows (Eq. 9):  

OSM = Glu + 2·Ac + 2·CO2,sol + 2·Lac + 0.1 (9) 
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The stochiometric factor 2 indicates that for every mole acid produced, one mole 

of NaOH is added to maintain the pH, which leads to an increase in osmolarity 

(Ljunggren et al., 2011). In Paper II, CO2,sol was excluded from the calculation 

since it was not measured experimentally, and according to the model CO2,sol was 

less than 2% of the total osmolarity. 

Non-competitive inhibition with a Hill coefficient is applied in the growth 

inhibition equation in Paper II. Inhibition due to osmolarity and aqueous 

hydrogen are included and expressed (Eq. 10-11): 

 

𝐼𝑜𝑠𝑚 = 1 − (
𝑂𝑆𝑀

𝑂𝑆𝑀𝑐𝑟𝑖𝑡
) 𝜇    (10) 

 

𝐼𝐻2,𝑎𝑞
= 1 − (

𝐻2,𝑎𝑞

𝐻2,𝑎𝑞,𝑐𝑟𝑖𝑡
) 𝐻2    (11) 

 

where OSMcrit and H2,aq,crit are the critical concentration of osmolarity and 

aqueous hydrogen, respectively. nµ and nH2 are parameters describing the level of 

inhibition. As displayed in Figure 6 in Paper II, Iosm is the most significant 

inhibition factor of the two, since IH2,aq was close to or equal to 1, i.e., no or 

minimal inhibition. 

There are several other kinetic inhibition expressions developed for substrate and 

end-product inhibition (Aiba et al., 2000; Andrews, 1968; Edwards, 1970) but are 

not further elaborated herein.  

3.3.3 Diauxic growth 

To quantitatively describe the phenomenon of diauxic growth a framework for 

modelling of this microbial regulatory process was constructed by Kompala et al 

(1986) and called cybernetic models (Kompala et al., 1984; Ramkrishna, 1983). 

The models include specific cybernetic variables that indicate an upregulation of 

a specific enzyme (Eq. 12) and a fractional allocation of resources for the 

synthesis of the enzyme (Eq. 13) (Kompala et al., 1986).  

 

𝑣 =
𝜌𝑖

𝑚𝑎𝑥𝑗(𝑟𝑗)
  (12) 

 

𝑢 =
𝜌𝑖

∑ 𝑟𝑗𝑗
  (13) 

 



27 

where    is the kinetic rate equation for substrate i. 𝑢  describes the fractional 

allocation of a critical resource for the synthesis of specific enzymes (𝐸 ) required 

for the utilization of the substrate 𝑆 . 𝑣  controls the activity of the enzymes (𝐸 ), 
0<𝑣 <1, and maximum substrate uptake and subsequent biomass growth will 

occur when 𝑣  is equal to 1 (Kompala et al., 1986).  

3.3.4 Variables and parameters 

All the entities that give a description of the system at a specific instant are called 

state variables. These include for example substrate, product and biomass 

concentration. Time, on the other hand, is an independent variable of the system. 

Operating variables can represent inputs to the system, e.g. stirrer speed or rate 

of feed to the system if the process is continuous. Parameters are inherent 

properties of the systems, e.g. rate and affinity values and mass transfer 

coefficients. A parameter is a numerical value that defines a system or sets the 

conditions for its operation. Parameters can be determined from knowledge 

acquired in laboratory experiments specifically designed for determination of the 

parameter or from literature. Another approach is to use estimation, i.e., to use 

data from experimental trials of the system under investigation, see Chapter 3.6. 

This is done by tuning the model parameters so that the model behaves similar to 

the experimental observations. When setting up a model there is a trade-off 

between constructing a minimal, simpler, model with fewer parameters and a 

more extensive model with many parameters. The ADM1, described in Chapter 

3.2.2, is an example of the latter. The choice between a minimal and more 

extensive model is of course dependent on the purpose of usage, i.e., a simpler 

model could be used as a first estimate and point in one direction or another. A 

model with many parameters could potentially give more accurate results if the 

parameters can be correctly estimated. However, determining parameter values 

can be a challenge. And even if the parameters are determined experimentally, 

when pieced together, the model predictions can differ from the in vivo 

experiments due to e.g. accumulated uncertainty (Almquist et al., 2014).  

3.4 Model implementation 

When a model structure has been set up, which often consists of a system of non-

linear differential equations including several unknown parameters, the model 

can be implemented in a suitable software. The models developed in Paper I and 

II are both constructed in the simulation software MATLAB® and consist of 

several different scripts connected to each other (Figure 11). This includes, a 

model function with ODEs, input and parameter values, a parameter estimation 
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script (lsqcurvefit further described in Chapter 3.6), numerical integration in a 

solver script containing an ODE solver (e.g., ode15s) and output result often in 

the form of graphical plots. 

When the values of the state variables were close to zero, I encountered problems 

with imaginary numbers in the model solution. Mostly in the modelling in Paper 

I. The measure taken to counteract this was to include if-statements that gave the 

state variable a specific value if its original value was too small. 

3.5 Parameter sensitivity analysis 

The purpose of a parameter sensitivity analysis is to see how a change in model 

parameters, initial conditions or stoichiometry can affect the model output. There 

are both local and global methods for this purpose, but the most common ones 

applied on anaerobic bioprocesses so far, are local methods (Donoso-Bravo et al., 

2011). Sensitivity analysis can also be used to reduce model complexity, i.e., by 

eliminating insignificant parameters from the model and to identify dominant 

Figure 11. Visualisation of the modelling scripts implemented in MATLAB®. The 

parameter estimation script is depicted in dotted line since it is not needed for running the 

model. 
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parameters, highly correlated to the output (Hamby, 1994). There are two ways 

in which a model can be sensitive to the parameters i) the variability or 

uncertainty of a parameter can be propagated through the model leading to a large 

overall output variability ii) a specific parameter can be tightly correlated to the 

model result which means that small changes in the parameter can have 

significant impact on the output (Hamby, 1994).  

One very fundamental way of conducting sensitivity analysis is by varying one 

parameter at a time, by a given percentage (Eq. 14), and see the effect on the 

output.  

 

𝛤 ,𝑗 =
(𝑦𝑖(𝜃𝑗)−𝑦𝑖(𝜃𝑗+𝛿∙𝜃𝑗))/𝑦𝑖(𝜃𝑗)

𝛿
 (14) 

 

where 𝛤 ,𝑗 is the sensitivity value with respect to state variable i and model 

parameter j. And 𝑦 (𝜃𝑗) is the value of state variable i in regard to parameter j 

and 𝑦 (𝜃𝑗 + 𝛿 ∙ 𝜃𝑗) is the new value of the state variable when the parameter has 

been altered with a factor 𝛿 (Barrera et al., 2015). This is a local sensitivity 

method and can quite easily give a sensitivity ranking of the parameters and can 

also be useful for understanding reaction paths and to select parameters that 

require additional research (Saltelli et al., 2005). In Paper I, the one factor at a 

time method was applied. The parameters were changed 1% and the effect on the 

result was observed. The sensitivity analysis pointed in the direction towards 

which parameters had an impact on the output result of the state variables and 

hence are important to have a good estimated value of. Therefore, the sensitivity 

analysis served as a basis for the subsequent parameter estimation.  

However, the one factor at a time method, only addresses sensitivity relative to a 

specific point in the parameter space and hence does not explore the entire 

parameter space and the complete view of the relationship between the 

parameters could be missing. In contrast, global methods explore the parameter 

space or the subspace where the real parameter value is contained, e.g., variance-

based methods. In addition, a third class of sensitivity methods are screening 

methods which tries to select the most important parameters when the complexity 

of the models is high. When the most important parameters have been identified 

more computationally expensive methods can be applied, e.g., the Morris’ 

method (Degasperi, 2007). In regards of the sensitivity analysis conducted in 

Paper I, more emphasis can be put on this part. There are now more advanced 

methods to apply apart from the standard one factor at a time which is limited in 

its result. For upcoming research within modelling of dark fermentation, global 

and/or screening methods should be applied to get more extensive information 

about parameter sensitivity. 
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3.6 Parameter estimation 

To fit the proposed model to experimental data, the parameters need to be 

estimated. This can be done by applying a cost function, and the most common 

used in modelling of anaerobic bioprocesses are the sum of least squares 

(Donoso-Bravo et al., 2011). The real system output and the model output are 

compared, and the deviation is calculated. Least square minimizes the sum of the 

squared residuals, where the residual is the difference between the observed value 

and the model value (Almquist et al., 2014).  

A function for this purpose in MATLAB® is called lsqcurvefit which seeks the 

sum of least square and finds coefficient x that solves the problem in Eq. 15. 

min
𝑥

‖𝐹(𝑥, 𝑥 𝑎 𝑎) − 𝑦 𝑎 𝑎‖2
2 = min

𝑥
∑ (𝐹(𝑥, 𝑥 𝑎 𝑎 ) − 𝑦 𝑎 𝑎 )

2
  (15) 

where F(x, xdata) represents the model and xdata being the model input and ydata 

the experimental data. lsqcurvefit starts at an initial parameter value x0 and then 

finds a coefficient x (i.e., the parameter value) which best fit the nonlinear 

function F in the least square sense (Eq. 16). 

𝑥 = 𝑙𝑠 𝑐𝑢𝑟𝑣𝑒𝑓𝑖 (𝐹, 𝑥0, 𝑥 𝑎 𝑎, 𝑦 𝑎 𝑎)   (16) 

Both in Paper I and II the lsqcurvefit function were used to estimate the 

parameters of greatest importance. It was discovered that the starting value, x0, in 

the parameter estimation needed to be chosen carefully since there is a risk to end 

up in local minima when choosing the starting value of the parameter wrongly. 

This, furthermore, gives a bad fit to the experimental data and a parameter of no 

significance. To counteract this, one can choose a variety of different starting 

values and in this way investigate a larger part of the parameter space (Donoso-

Bravo et al., 2011). This method was applied in Paper I and Paper II.  

In biological models, the parameters often have some physical meaning to explain 

observed mechanisms and default values can be found in literature, for example 

in (Batstone et al., 2002). Therefore, it is important not to “overcalibrate” a 

model. Such a model would give a good fit to the experimental data but would 

have lost the underlying meaning of the parameters and its predictive capability 

(Donoso-Bravo et al., 2011).           

Confidence intervals can provide a view of the model’s uncertainty and hence 

also tell something about the validity of the model. The associated confidence 

interval quantifies how likely it is that a parameter lies within the intervals. A 

common confidence level is 95% and was used to estimate parameter uncertainty 

both in Paper I and II. The confidence intervals in both Paper I and II for the 

estimated parameters were ±10% or less. Some of the parameters in Paper I and 

II were not estimated numerically, but instead graphically estimated often with a 
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value found in literature as a starting point for the estimation. The reason behind 

not estimating some parameters numerically were their dependence on each 

other, i.e., parameters like km and KS are closely linked and estimating them 

simultaneously are difficult. In addition, a more extensive experimental data set 

and data in several different starting concentration values could potentially have 

allowed for all parameters to be estimated with the cost function, lsqcurvefit. 

3.7 Validation 

When the parameters have been set it is important to assess the predictability of 

the model and the accuracy of the parameters. There are two steps in validation, 

i.e., direct validation and cross validation.  

3.7.1 Direct validation 

Direct validation is when the model is used to reproduce the experimental data 

that was used to identify the parameters. This can be done by visual inspection. 

This is also a way to see if the model smooths off, i.e., a model that reproduce 

noise for example is most likely an overparametrized model and the model will 

probably fail in the cross-validation test later on (Donoso-Bravo et al., 2011).  

Apart from visual inspection, mathematically based methods can be used for 

validation, for example the coefficient of determination, R2, used in (Flotats et 

al., 2006; Palatsi et al., 2010). This provides a measure on how well the model 

can replicate the experimental data (Figure 12), where 1 is a perfect fit. In 

addition, the curve slope value k in the equation y = k·x also indicates the fit 

between model and experimental data. k <1 and k >1 indicate that the model 

underestimates or overestimates the experimental data, respectively. Both the R2 

value and the curve slope value k were applied as validation methods in Paper II. 
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3.7.2 Cross validation 

The model may very well give a good fit to the data in the direct validation, which 

is often the same data that was used in the parameter identification. However, to 

make sure that the model can reproduce the behaviour of the system a cross 

validation is needed. To perform a cross validation there is a requirement for 

enough data that can be divided into two subsets. One of the subsets are used for 

the parameter estimation and direct validation and the other one for the cross 

validation (Donoso-Bravo et al., 2011). This procedure, with two separate data 

sets for direct validation and cross validation, has been applied to check the 

validity when complex models, such as the ADM1, were used (Ozkan‐Yucel & 

Gökçay, 2010). 

Cross validation was not conducted neither in Paper I nor in Paper II. In fact, this 

is often a great challenge when doing modelling work. This research project has 

focused on modelling and hence there has been a dependence on acquiring data 

from elsewhere which has limited the data available for cross validation.  
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Figure 12. Model validation by R2 and curve slope values. Example of direct validation by 

calculating the coefficient of determination, R2 (0.9938 and 0.9917) and the curve slope value, k 

(0.9878 and 1.0829). Data and model from Paper I. 
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3.8 Interpretation of results and quantification of 

critical aspects  

3.8.1 C. saccharolyticus displays diauxic-like behaviour  

Cybernetic variables were applied in Paper I; the implementation can be found in 

Table 3 in Paper I, to describe the diauxic-like behaviour of Caldicellulosiruptor 

saccharolyticus. We also tried to simplify the model by applying if-statements, 

instead of cybernetic variables, to regulate the substrate uptake, but this meant 

that the physiological meaning of the model is dispersed and hence, we focused 

on the cybernetic approach. The cybernetic variables are used as a way to describe 

which transport system that is active (Figure 13), and this is connected to the 

preference of sugars. v1 is associated to the first transport system when xylose is 

still present in phase I. v2 is associated with the second transport system, phase 

II, that is activated when xylose is depleted but glucose still remains (see also 

Figure 7). These two variables vary between 0 and 1 depending on which 

transport system and consequently which substrate is preferred. When xylose is 

decreasing and on its way to depletion the cybernetic variable v1 approaches 0 

and vice versa for v2. u describes the fractional allocation of resources for the 

second transport system, favouring glucose, and is upregulated when xylose is 

depleted.  

The effect of the diauxic-like behaviour is clearly visible in the hydrogen 

productivity profiles where a second peak in productivity is detected. This was 

more pronounced when using wheat straw hydrolysate as substrate (Figure 4 in 

Paper I). The diauxic-like model developed in Paper I was successful in 

describing the biphasic behaviour (Figure 3 and 4 in Paper I). The set of 

parameters used in the model differed between the different substrates; the 

mixture of sugars and the wheat straw hydrolysate respectively. The main 

difference could be found in the KS,glu-value which was substantially higher in the 

wheat straw case. Apart from a greater affinity for xylose in phase I, this could 

also be explained by unknown inhibiting compounds present in the wheat straw 

hydrolysate.  
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3.8.2 Osmotolerance in C. owensensis adapted cells 

Previous results have shown that C. saccharolyticus is mainly inhibited by 

hydrogen and osmolarity (Ljunggren et al., 2011). In Paper II the adapted model 

was used to quantify the inhibitions factors of adapted cells of C. owensensis that 

had undergone adaptive laboratory evolution to sustain a higher tolerance to 

osmolarity. As displayed in Figure 6 in Paper II, Iosm is the most significant 

inhibition factor of the two, since IH2,aq was close to or equal to 1, i.e., no or 

minimal inhibition at the specific conditions used. The model developed in Paper 

II were able to describe the behaviour of growth when C. owensensis was exposed 

to 10 and 30 g/L of glucose in the feed. The model could also fairly well describe 

the growth when 80 g/L of glucose where added in the feed, however, with a 

slight overestimation of the biomass and hydrogen production. Critical 

osmolarity parameters, OSMcrit, were determined and gave almost a fourfold 

increase in value with an increasing sugar concentration from 10 g/L (0.23 M) to 

80 g/L (0.78 M) (green, Figure 14). The OSMcrit parameters were linearly related 

to the sugar concentrations added. And furthermore, closely related to the 

Figure 13. Illustration of cybernetic variables in the model. When xylose is present v1 is equal to 

or close to 1 meaning that the enzyme related to the first transport system is very active. When 

xylose is depleted v2 approaches 1 indicating that the second transport system is more active. u is 

related to the synthesis of the enzymes needed for uptake of glucose when xylose is depleted. This 

value approaches 1 as v1 approaches 0.  
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maximal osmolarity achieved which was calculated from the experimental data 

(blue, Figure 14). 

 

By using the model, it was also possible to quantify how well the laboratory 

evolutionary engineering strategy worked in respect to robust fermentation 

pattern. At 30 g/L two of three replicates could be described by one model while 

the fitting of the model to the third replicate required an alteration in some of the 

parameters. This indicated that although the strategy was successful in increasing 

the critical osmolarity there is a possibility that the population was not completely 

homogenous.  

  

Figure 14. Modelling of osmotolerance. Maximal osmolarity achieved, calculated from the 

experimental data (blue; excluding CO2,sol) and critical osmolarity parameter from the model 

(green). 
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4 Conclusions 

Hydrogen as a future energy carrier has many desirable traits and biological 

production routes have great potential. Caldicellulosiruptor is potentially up for 

the task and the research has already showed its capabilities. However, further 

research is needed and in silico quantification is one suitable tool to facilitate this. 

It was previously known that Caldicellulosiruptor saccharolyticus co-consumes 

different sugars but with a preference for some sugars. Here we show that xylose 

is preferred over glucose and this is displayed in a diauxic-like behaviour where 

xylose is first consumed together with glucose. When xylose is depleted glucose 

is further consumed but with an altered rate. This might suggest different 

transport systems being involved. This observation was quantitatively described 

in a mathematical model using cybernetic variables.   

The ability to cope with a high substrate concentration is crucial for the future 

development of biohydrogen production by Caldicellulosiruptor. This research 

showed that quantification of a critical osmolarity parameter is possible and we 

were able to replicate the process in silico, displaying the behaviour of growth 

when exposed to increasing sugar concentrations.  

Modelling can and is very suitable to be used as a tool in bioprocess assessment 

and development. In this research the emphasis has been on understanding the 

process with specific focus on substrate, i.e. utilization of multiple sugars and the 

subsequent diauxic-like behaviour and increasing sugar concentration in the feed 

and quantification of the behaviour. The next step should be to further develop 

the models to reach a stage where they can be used as predictors for further 

progress of the process. As an example, more extensive data sets for conducting 

a non-dependent cross-validation of the models would be desirable. 
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5 Future outlook 

“If we knew what it was we were doing, it would not be called research, would it?” 
- Albert Einstein 

 

The global concerns associated with the use of fossil-based fuels and chemicals 

incentivises accelerated research on alternative renewable fuels and chemicals. 

Hydrogen produced by biological means, especially through fermentation, is an 

interesting future biofuel and green chemical for the industry. There are still many 

challenges to address, and the status of biological hydrogen production is still far 

from its full potential.  

The last two decades there has been a substantial increase in research in the 

biohydrogen and dark fermentation area (Figure 15). A continuation on this path 

would benefit the development of the process.  

 

Figure 15. Publications in Scopus in the field. Key words dark fermentation, biohydrogen, 

Caldicellulosiruptor and model + biohydrogen. 
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Dark fermentation has reached some maturity on small scale although there are 

areas that still need to be addressed. Larger scale trials, i.e. pilot and 

demonstration scale, are to my knowledge scarce. In comparison to other ways of 

generating energy, e.g., solar, wind etc., biohydrogen is, as of today, not 

economically competitive enough (Bastidas-Oyanedel et al., 2019). Sharma et al 

(2015) points out several technological barriers to be resolved before moving 

from a carbon-based energy system to a hydrogen-based economy. The most 

critical point is towards the cost of sustainable hydrogen production and delivery 

which needs to be reduced (Sharma & Ghoshal, 2015). The cost of the feedstock 

can be a limiting factor in getting economy in the process. Lignocellulosic 

biohydrogen production using e.g., agricultural waste streams like wheat straw 

(Paper I) as a feedstock is a more low-cost option. Optimistic projections state 

that hydrogen production will rise from 4.6 EJ in 2030 to 43.8 EJ in 2050. 

Compared to the projected total primary energy production in 2050, hydrogen 

constitutes 5% of it (Moriarty & Honnery, 2009). For hydrogen to become widely 

available for merchant consumption efforts need to be directed towards cost 

efficiency of the hydrogen production technologies (Bakenne et al., 2016).    

In dark fermentation, products, like hydrogen, acetic acid and butyric acid, are 

produced. Hence, the focus does not solely lie on applying hydrogen as a biofuel 

or green chemical but considering dark fermentation as a core bioprocess in the 

biorefinery concept where also various biochemicals are valued products.  

Hydrogen is also interesting in new applications. The steel industry contributes 

substantially to CO2 emissions to the atmosphere, still there are actions taken in 

the fossil-free direction. In Sweden, a project called HYBRIT, which is a joint 

effort involving SSAB, LKAB and Vattenfall, aims to replace coking coal, which 

traditionally is needed for ore-based steel making, with hydrogen. If this succeed, 

it will reduce Sweden’s CO2 emissions by 10% (HYBRIT, 2019). 

Constructing models for bioprocess assessment and hence conducting in silico 

experiments is of great importance. Being able to test different conditions in a 

process and predict future performance with the help of modelling could relieve 

the cost for developing novel bioprocesses. In the future, design of industrial 

processes might be dependent on a model-driven approach, where in particular 

kinetic models can be a strong driving force for advancement of bioprocesses. In 

silico experiments do not require as extensive resources as experiments in the 

laboratory and this is in alignment with the strive towards a less resource intense 

society.  

In relation to stochiometric models that focus on proportions of reactants and 

products, kinetic models can tell you when and to what extent reactions take 

place. However, there are several challenges to overcome. One is the need for an 

extensive amount of information to setup up high-quality kinetic models that can 
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be used for predictive purposes. Another is insecurity in parameter values and a 

lack of data for validation. Both quantitative and qualitative information are very 

important, and this needs further consideration. Another aspect is the ability to 

utilize the model as a support for deciding which additional experimental data is 

needed rather than settling with the data that is available and utilize it for model 

development. In regards of the studied process herein this could merit from 

further reflection.   

As mentioned in Chapter 1, the forecasts indicate that the demand for energy will 

continue to increase, which means that sustainable ways of producing it is 

desirable. However, I would like to conclude by highlighting the very important 

issue of consumption. In many cases it does not matter how efficient we can make 

a process because that efficiency is eaten up by an increase in consumption 

instead. In my point of view more efforts should be made striving towards a 

lowered overall consumption whether it comes to fuels, materials or any 

resources.  
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saccharolyticus for diauxic-like consumption
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Abstract

Background: Caldicellulosiruptor saccharolyticus is an attractive hydrogen producer suitable for growth on various 

lignocellulosic substrates. The aim of this study was to quantify uptake of pentose and hexose monosaccharides in an

industrial substrate and to present a kinetic growth model of C. saccharolyticus that includes sugar uptake on defined 

and industrial media. The model is based on Monod and Hill kinetics extended with gas-to-liquid mass transfer and a 

cybernetic approach to describe diauxic-like growth.

Results: Mathematical expressions were developed to describe hydrogen production by C. saccharolyticus con-

suming glucose, xylose, and arabinose. The model parameters were calibrated against batch fermentation data. The 

experimental data included four different cases: glucose, xylose, sugar mixture, and wheat straw hydrolysate (WSH) 

fermentations. The fermentations were performed without yeast extract. The substrate uptake rate of C. saccharo-

lyticus on single sugar-defined media was higher on glucose compared to xylose. In contrast, in the defined sugar 

mixture and WSH, the pentoses were consumed faster than glucose. Subsequently, the cultures entered a lag phase 

when all pentoses were consumed after which glucose uptake rate increased. This phenomenon suggested a diauxic-

like behavior as was deduced from the successive appearance of two peaks in the hydrogen and carbon dioxide 

productivity. The observation could be described with a modified diauxic model including a second enzyme system 

with a higher affinity for glucose being expressed when pentose saccharides are consumed. This behavior was more

pronounced when WSH was used as substrate.

Conclusions: The previously observed co-consumption of glucose and pentoses with a preference for the latter was

herein confirmed. However, once all pentoses were consumed, C. saccharolyticus most probably expressed another 

uptake system to account for the observed increased glucose uptake rate. This phenomenon could be quantitatively 

captured in a kinetic model of the entire diauxic-like growth process. Moreover, the observation indicates a regula-

tion system that has fundamental research relevance, since pentose and glucose uptake in C. saccharolyticus has only

been described with ABC transporters, whereas previously reported diauxic growth phenomena have been correlated

mainly to PTS systems for sugar uptake.
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Background

The need for renewable energy is ever increasing to tackle

the major challenges of global warming, energy demand,

and limited resources. According to statistics published

by the International Energy Agency [1], just over 86% 

of the Total Primary Energy Supply (TPES) in 2014 was 

produced from fossil resources, leaving a modest 14%

originating from renewable energy sources. When put-

ting these numbers in relation with the adopted Paris

Agreement in 2015, targeting to keep the global average 

temperature increase below the 2  °C above pre-indus-

trial levels [2], it is evident that actions need to be taken.

There are, however, positive trends in that the supply 

of renewable energy sources has grown faster, with an

average annual rate of 2.0% since 1990, compared to the 

growth of the world TPES of 1.8% [1].

Hydrogen has the potential of becoming an impor-

tant renewable energy carrier. Currently, hydrogen is 

widely used as a reducing agent in the chemical and food 

industry. However, using hydrogen as an energy car-

rier in sustainable applications is of great interest due

to its potentially high efficiency of conversion to usable

power, its low emissions of pollutants and high energy 

density [3]. Up to 96% of the world’s hydrogen produc-

tion is fossil based, i.e., natural gas, oil, and coal [4]. A

sustainable alternative to the conventional methods for

producing hydrogen is by biological methods, i.e., bio-

hydrogen. There are four major categories in which pro-

duction of biological hydrogen can be classified, namely: 

photofermentation of organic compounds by photosyn-

thetic bacteria, biophotolysis of water using algae and 

cyanobacteria, bioelectrohydrogenesis, and fermenta-

tive hydrogen production, so-called dark fermentation,

from organic wastes or energy crops [5, 6]. The latter is

the focus of this study, where various sugars present in,

e.g., agricultural waste like wheat straw, can be fermented 

by microorganisms for hydrogen production. This also

addresses the challenge of converting lignocellulosic bio-

mass to renewable energy.

Lignocellulosic biomass has been previously described

as “the most abundant organic component of the bio-

sphere” with an annual production of 1–5·1013  kg and, 

therefore, is an attractive substrate for biofuel production 

[7]. Lignocellulosic biomass primarily consists of cellu-

lose (40–60% CDW), hemicellulose (20–40%), and lignin

(10–25%) [8]. Cellulose and hemicellulose can be enzy-

matically hydrolyzed into smaller sugar molecules.

The thermophilic microorganism Caldicellulosiruptor 
saccharolyticus is able to produce hydrogen from ligno-

cellulosic biomass through dark fermentation and has

previously shown the potential of producing hydrogen 

close to the maximum theoretical yield of 4 mol hydrogen 

per mol hexose [9–11]. C. saccharolyticus is cellulolytic 

and can utilize a broad range of di- and monosaccharides

for hydrogen production [12]. Van de Werken et al. [13]

showed that C. saccharolyticus coferments glucose and

xylose as it lacks catabolite repression. VanFossen et  al. 

[14] revealed that although C. saccharolyticus co-utilizes

different sugars, it has a preference for some sugars over

others. Xylose was discussed as a preferred sugar over

glucose and is, therefore, utilized by the microorganism

to a greater extent than glucose. However, the substrate

uptake kinetics was not determined and a yeast extract

(YE)-supplemented medium was used [13].

By developing a mathematical model for a biological

process, it is possible to describe past and predict future 

performances as well as gaining a deeper understanding

of the physiological mechanism behind the process. The

aim of this study is to present a model that describes the

growth of C. saccharolyticus on lignocellulosic sugar mix-

tures and how the uptake rate changes when the sugars

are used simultaneously or individually. Similar kinds

of models have been developed [15, 16]; however, these 

models focus on single sugar uptake. The proposed model

here builds on the one presented by Ljunggren et al. [15]

by adding the consumption rates for each individual 

sugar in the sugar mixtures. Monod [17] first described

the phenomenon of diauxic growth, where a microorgan-

ism is exposed to two substrates and first consumes the

substrate that supports the most efficient growth rate.

Several models have been developed in this area [18, 19]

describing how to capture the subsequent uptake of sug-

ars when multiple sugars are present. This phenomenon 

can be modeled using a cybernetic approach to whether

a particular enzyme, needed for a specific sugar to be

metabolized, is upregulated or not.

This paper describes the development of a substrate-

based uptake model using Monod-type kinetics includ-

ing biomass growth, product formation, liquid-to-gas

mass transfer, and enzyme synthesis with Hill kinetics,

with C. saccharolyticus as model organism. The model 

presented in this paper takes into consideration the usage 

of different sugars, including hexoses, i.e., glucose, and

pentoses, i.e., xylose and arabinose. The model describes

the different sugar uptakes individually, exemplifying the

rate at which each sugar is consumed when C. saccharo-
lyticus grows on the sugar mixtures and on the individual 

sugars, respectively.

Methods

Strains and cultivation medium
Caldicellulosiruptor saccharolyticus DSM 8903 was

obtained from the Deutsche Sammlung von Mikroorgan-

ismen und Zellkulturen (Braunschweig, Germany). Sub-

cultivations were conducted in 250 mL serum flasks with

50 mL modified DSM 640 media [20]. The carbon source 
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of each cultivation corresponded to that of the subse-

quent fermentor cultivation. The 1000× vitamin solution

and modified SL-10 solution were prepared according to 

[20] and [21], respectively.

All bioreactor experiments used a modified DSM 640

medium with the exclusion of yeast extract according

to Willquist and van Niel [20]. To quantify the kinetics

of xylose and glucose uptake and the effect of when the 

sugars were mixed in pure and industrial medium, the 

growth and hydrogen production was monitored in four

different cases, where the total sugar concentration in 

the medium was fixed to 10 g/L. Cultivations were per-

formed using 10 g/L glucose (Case 1), 10 g/L xylose (Case 

2), a sugar mixture (Case 3), and wheat straw hydrolysate

(Case 4). In Case 4, a 9% solution of wheat straw hydro-

lysate was used corresponding to approximately 10  g/L

total sugars. In Case 3, the sugar mixture contained 

pure sugars with the same concentration as the wheat 

straw hydrolysate (6.75 g/L glucose, 3.06 g/L xylose, and

0.173  g/L arabinose). The total sugar concentrations at

the start of the fermentation included the sugar added 

as described above and the additional sugar added from 

the inoculum, which varied slightly in the different con-

ditions. The starting sugar concentration was, there-

fore, as follows: Case 1, 12.11±0.09 g/L glucose; Case 2,

10.96±0.20  g/L xylose; Case 3, 8.69±0.12  g/L glucose,

3.38±0.19  g/L xylose, and 0.38±0.01  g/L arabinose; 

Case 4, 7.31±0.07  g/L glucose, 3.36±0.06  g/L xylose, 

and 0.34±0.00 g/L arabinose.

Fermentor setup
Batch cultivations were performed in a jacketed, 3-L

fermentor equipped with ADI 1025 Bio-Console and

ADI 1010 Bio-Controller (Applikon, Schiedam, The 

Netherlands). A working volume of 1  L was used for 

cultivations and the pH was maintained at optimal con-

ditions  6.5±0.1 at 70  °C by automatic titration with 

4  M NaOH. The temperature was thermostatically kept

at 70±1  °C. Stirring was maintained at 250  rpm and 

nitrogen was sparged through the medium at a rate of 

6  L/h. Sparging was initiated 4  h after inoculation and

was continued throughout the cultivation. A condenser 

cooled with water at 4 °C was utilized to prevent evapo-

ration of the medium. Samples were collected at regular

time intervals for monitoring of the optical density. The

supernatant from each culture was collected and stored 

at −20 °C for further quantification of various sugars and

organic acids. Gas samples were collected from the fer-

mentor’s headspace to quantify H2 and CO2. The sugar

mixture and wheat straw hydrolysate experiments were

done in triplicate. The individual sugar fermentations

were done in biological duplicate.

A defined medium was autoclaved in each fermen-

tor, while anoxic solutions of cysteine HCl·H2O (1 g/L), 

MgCl2·6H2O (0.4  g/L), and carbon source(s) were pre-

pared separately and were added to the fermentor before

inoculation. Just after inoculation, the fermentor was

closed for 4  h to allow buildup of CO2 as previously 

described [20] necessary to initiate growth.

Analytical methods
Optical density was determined using an Ultraspec 2100

pro spectrophotometer (Amersham Biosciences) at

620  nm. Sugars, organic acids, hydroxymethyl furfural 

(HMF), and furfural were detected using HPLC (Waters, 

Milford, MA, USA). For the quantification of organic

acids, an HPLC equipped with an Aminex HPX-87H

ion-exchange column (Bio-Rad, Hercules, USA) at 60 °C

and 5  mM H2SO4 as mobile phase was used at a flow 

rate of 0.6 mL/min. Glucose, xylose, and arabinose quan-

tification was conducted using an HPLC with a Shodex

SP-0810 Column (Shodex, Japan) with water as a mobile

phase at a flow rate of 0.6  mL/min. CO2 and H2 were

quantified with a dual channel Micro-GC (CP-4900; Var-

ian, Micro-gas chromatography, Middelburg, The Neth-

erlands), as previously described [21].

Mathematical model description
The model developed for C. saccharolyticus in this study 

takes into account the kinetics of biomass growth, con-

sumption of glucose, xylose and arabinose, and for-

mation of the products acetate, hydrogen, and carbon

dioxide. Furthermore, the model includes liquid-to-gas

mass transfer of hydrogen and carbon dioxide as well as

the equilibrium between carbon dioxide, bicarbonate

(HCO3
−) and carbonate (CO3

2−). The model is developed 

on a cmol basis. The formation of lactate was excluded to

reduce the complexity of the model, as it constituted to 

less than 5% of the total product in the sugar mixture fer-

mentations. In addition, inhibition due to high aqueous 

H2 concentration and high osmolarity was not included

in the model to reduce the number of unknown param-

eters. This is motivated by the fact that the focus of this

study is mainly on the consumption behavior of C. sac-
charolyticus on the different sugars.

The model is constructed with a similar nomencla-

ture and setup as in the anaerobic digestion model no 1

(ADM1) described by Batstone et al. [22] and was imple-

mented in MATLAB R2015b (Mathworks, USA). The fol-

lowing biochemical degradation reactions are the basis

for the model (Eqs. 1, 2).

Biomass formation from sugar [23]:
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Reaction 1 is not balanced, since there were elements in

the fermentation medium that were not included in the 

model, i.e., cysteine. The value of the yield factor YXYY  is X
calculated from the data of the batch fermentations. It 

is assumed that nitrogen, sulfur, and phosphorus are in 

excess in the media and, therefore, are not included as

separate entities in the mathematical model.

Sugar degradation to product formation by C. saccha-
rolyticus in cmol: 

(1)Sugar
ρ1
→YXCH1.62O0.46N0.23S0.0052P0.0071.

(2)
CH2O + 1

/
3H2O

ρ2
→ 2

/
3CH2O + 1

/
3CO2 + 2

/
3H2.

Model inputs and initial conditions
The model requires a range of input variables. The lag

time was determined by calculating the intersection point 

between the lag phase and the exponential phase when

taking the natural logarithm of the biomass concentra-

tion over time, as illustrated by Swinnen et al. [24]. Since 

the lag phase is dependent on the culture status before

the fermentation, which was not addressed in this study,

it was excluded from the experimental data when the lat-

ter were compared to model data and for initial input val-

ues for the model. The start values of the unknown state

variables are listed in Table 1. The constants used in the

model are presented in Table 2.

Table 1 Start data of the unknown state variables in the model

State 
variable

Description Case 1
Glucose 
fermentation

Case 2
Xylose
fermentation

Case 3
Sugar mix 
fermentation

Case 4
Wheat straw
hydrolysate 
fermentation

Unit

Glu Glucose concentration 0.40 – 0.28 0.26 cmol/L

Xyl Xylose concentration – 0.36 0.10 0.11 cmol/L

Ara Arabinose concentration – – 0.012 0.014 cmol/L

X (Biomass)X Biomass concentration 0.0013 0.00071 0.0016 0.0058 cmol/L

Ac Acetate concentration 0.0012 0 0.0039 0.021 cmol/L

H2,aq H2 concentration (liquid phase) 0 0 0 0 M

CO2,aq CO2 concentration (liquid phase) 0 0 0 0 cmol/L

CO2,sol Concentration of all CO2 ionic species 

(HCO3− and CO3
2−)

0 0 0 0 cmol/L

H2,g H2 concentration (gas phase) 0 0 0 0 M

CO2,g CO2 concentration (gas phase) 0 0 0 0 cmol/L

E2 Enzyme concentration – – 1e−7 1e−7 cmol/L

Table 2 Constants used in the model

a  The acid–base reaction is considered to be in equilibrium at all times, which means that the reactions have infinitely fast reaction rates

Constant Value Unit Refs

VliqVV , liquid volume 1 L

VgasVV , gas volume 0.05 L [15]

pH 6.5 –

kABk , acid base rate constanta 1e4 –

T, temperatureTT 343.15 K

R, ideal gas constant 0.08206 L atm/K/mol

KHH2, Henry’s constant H2 7.4e−9 mol/L/Pa

KHCO2
, Henry’s constant CO2 2.7e−7 mol/L/Pa

kLaCO2
, volumetric mass transfer coefficient for carbon dioxide 5.85·(N2/6)0.46 h−1 [15]

pK1, dissociation constant of reaction forming bicarbonate 6.3 –

pK2KK , dissociation constant of reaction forming carbonate 10.25 –

β, enzyme decay rate 0.05 h−1 [18]

N2, stripping rate 6 L/h
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Mass balances for biomass growth, substrate consumption,
and product formation in the liquid phase
The stoichiometric relationships and mass balances of the

reactants and products present in the model are displayed 

in Table 3. The model is supplemented with an enzyme, 

E2, and cybernetic variables v and u as in [18], where the 

former controls the activity of the enzyme and the latter

is the fractional allocation of a critical resource for the

synthesis of the enzyme. We hypothesize that initially, 

there is a first enzyme system present aiding the subse-

quent uptake of both hexose and pentose sugars, but with

a preference for the pentoses (phase I). This transporter

is only available as long as pentoses are present. After 

depletion of the pentoses, a second enzyme system, E2, is

synthesized allowing for uptake of the remaining hexose

sugars by a second transporter (phase II). For the sake of 

convenience, we simplify the enzyme system, consisting 

of multiple proteins, using the word enzyme and using

this abstraction also in the kinetic model.

The mass balance for the biomass, X, is dependent XX
on the rate of substrate consumption ρ, with Monod-

type kinetics, and on the biomass decay rate, which is 

described with first-order kinetics, where rcdr (h−1) is the

cell death rate and YxYY  (cmol/cmol) is the yield of biomass

from total sugar (Table 3). A second glucose rate equa-

tion (ρGlu, 2) is added to describe the diauxic-like growth

appearance in the sugar mixture. The rate of the glucose 

consumption, when the pentose sugars are depleted, is

dependent on enzyme E2. The rate of the enzyme syn-

thesis, ρE, is based on Hill kinetics, as in [19], the decay 

rate of the enzyme is first-order kinetics, and the third 

term, −1·E2·ρGlu, 2, represents the dilution of the specific 

enzyme level as is described with kinetics similar to Hill,

i.e., E22. The parameters kmkk  and km,2kk (h−1) are the maxi-

mal uptake rates in phase I and phase II, respectively, and

Ks,gluKK , Ks,glu,2KK , Ks,xylKK , Ks,ara,KK  and KsKK ,E2 (cmol/L) are the affin-

ity constants for the uptake of glucose, xylose, arabinose, 

and synthesis of enzyme E2, respectively. Finally, α is the

enzyme synthesis rate (h−1) and β is the enzyme decay 

rate (h−1).

Acetate, hydrogen, and carbon dioxide are produced

in the liquid phase. YacYY  (cmol/cmol), YH2 (mol/cmol) 2

and YCO2 (cmol/cmol) represent the conversion yields of 

acetate, hydrogen, and carbon dioxide, respectively, from

both hexose and pentose sugars. The conversion yields

were fitted with experimental data from the batch fer-

mentations. YXYY  was determined by the slope of the curve:X
total sugar vs biomass; here, only phase I was considered. 

YacYY  and YCO2 were determined by first taking the slope of 

the curves, total sugar vs acetate, and total sugar vs car-

bon dioxide, and then, the actual yields were calculated

according to the following equation:

When YH2 was calculated the same way as in Eq. 3, it

gave a too high conversion yield. To obtain a more accu-

rate yield, the effects of liquid-to-gas mass transport were 

considered andYH2 was instead determined as follows:2

(3)YAc =
YAc, curve slope

1 − YX
.

(4)YH2 =
H2,end − H2,start

Tot sugarstart − Tot sugarend
.

Table 3 Description of the model setup including mass balances for the sugars (glucose, xylose, and arabinose), enzyme 

E2, biomass, acetate, aqueous hydrogen, and aqueous carbon dioxide

At the bottom of the table, the cybernetic variables v and v u are described

Phase I Phase II Process↓
Glu Xyl Ara Ac H2,aq CO2,aq E2 X Rate (ρ, cmol/L/h)

Glu −1 (1−YxYY )xx ·YacYY (1−YxYY )xx ·YH2 (1−YxYY )xx ·YCO2
YxYY ρGlu = km ·

Glu
Glu+Ks,glu

· X · v1

Glu −1 (1−YxYY )xx ·YacYY (1−YxYY )xx ·YH2 (1−YxYY )·YCO2
−1·E2 YxYY ρGlu,2 = km,2 · E2 ·

Glu
Glu+Ks,glu,2

· X · v2

Xyl −1 (1−YxYY )xx ·YacYY (1−YxYY )xx ·YH2 (1−YxYY )xx ·YCO2
YxYY ρXyl = km ·

Xyl
Xyl+Ks,xyl

· X · v1

Ara −1 (1−YxYY )xx ·YacYY (1−YxYY )xx ·YH2 (1−YxYY )xx ·YCO2
YxYY ρAra = km ·

Ara
Ara+Ks,ara

· X · v1

Enzyme, E2 (synthesis) 1 ρE = α ·
Glun

Glun+Kns,E2
· X · u

Enzyme, E2 (decay) −1 ρdec,E2 = β · E2

Biomass (decay) Biomass (decay) −1 ρdec,X = rcd · X

v1 =
ρXyl

max (ρXyl; ρGlu,2)

v2 =
ρGlu,2

max (ρXyl; ρGlu,2)

u =
ρGlu,2

sum (ρXyl; ρGlu,2)
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Acid–base reactions
The acid–base reaction considered in the model is that 

of carbon dioxide, bicarbonate, and carbonate forma-

tion. ρAB,CO2
 in Table 4 describes the rate of formation of 

bicarbonate and carbonate.

CO2,sol is the sum of the ionic species, HCO−

3  and

CO3
2− and Eq. 5 gives the differential equation for

CO2,sol:

Liquid-to-gas mass transfer and mass balances for product 
formation
Hydrogen and carbon dioxide are produced in the liquid 

phase and then transferred to the gas phase via liquid-to-

gas mass transport. ρt,H2 describes the mass transfer rate 2

of hydrogen and ρt,CO2 is the mass transfer rate of car2 -

bon dioxide (Table  5). pgas,H2
 and pgas,CO2

 (in atm then 

converted to Pa) are the partial pressures of H2 and CO2,

respectively.

The expression for the mass balances describing the 

gaseous products can be described as in Eqs. 6, 7, where

qgas (L/h) is the total gas flow, and VliqVV  and q VgasVV  (L) are the

liquid and the gas volumes, respectively:

Sensitivity analysis
A sensitivity analysis can identify parameters that have

great effect on the model output. The sensitivity analysis 

(5)
dCO2,sol

dt
= ρAB,CO2

.

(6)
dH2,g

dt
=

Vliq

Vgas
· ρt,H2 +

(
−H2,g ·

qgas

Vgas

)

dCO2,g

dt
=

Vliq

Vgas
· ρt,CO2 +

(
−CO2,g ·

qgas

Vgas

)
.

was done based on the OFAT approach, i.e., one-factor-

at-at-time [25]. The chosen parameter was altered with

a factor δ, as described in [δ 26], to see the effect on the

different state variable output result, as in the following 

equation:

where Γi,jΓΓ  is the sensitivity of state variablej i with respect

to model parameter j in each timepoint of the Matlabj
simulation. Furthermore, yi(θjθ ) is the value of state vari-

able i in regard to parameter j and j yi
(
θj + δ · θj

)
 is the 

value of state variable i when parameter j has been altered j
with a factor δ. The parameters that were included in the 

sensitivity analysis were kmkk , km,2kk , Ks,gluKK , Ks,glu,2KK , Ks,xylKK , Ks,araKK ,

Ks,E2KK , α, n, rcd,r  and kLkk aH2 and the state variables that were

considered were Glu, Xyl, Ara, Ac, X, and H2. The pre-

sented sensitivity data of one parameter in regards to a

specific state variable were calculated as the average of 

Γi,jΓΓ .

Model calibration
To get a better fit to the experimental data, the model

parameters were calibrated using the knowledge that was

revealed in the sensitivity analysis. This was done with

the function lsqcurvefit in MATLAB which uses a least t
square method to find the right parameter value for a

non-linear curve fitting by seeking to find coefficients x
that solve the problem in the following equation:

given the input data xdata and the observed output

ydata, where xdata and ydata are matrices or vectors and

(8)Γi,j =

(
yi

(
θj

)
− yi

(
θj + δ · θj

))
/yi(θj)

δ
,

(9)

min
x

∥∥F(x, xdata) − ydata
∥∥2
2

= min
x

∑

i

(
F(x, xdatai) − ydatai

)2

Table 4 Kinetic rate equation for the acid–base reaction

Process↓
CO2,sol CO2,aq Rate (ρt,j, cmol/L/h)jj

CO2 acid–base 1 −1
ρAB,CO2

= kAB · (CO2,aq ·

(
10−pK1

10−pH + 10−pK1 ·
10−pK2

(10−pH)
2

)
− CO2,sol

Table 5 Liquid-to-gas mass transfer processes

Process↓
H2,g CO2,g H2,aq CO2,aq Rate (ρt,j, cmol/L/h)jj

H2 transfer 1 −1 ρt ,H2 = kLaH2 · (H2,aq − pgas,H2
· KHH2 )

CO2 transfer 1 −1 ρt ,CO2
= kLaCO2

· (CO2,aq − pgas,CO2
· KHCO2

)
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F(x,xdata)a  is a matrix-valued or vector-valued function of 

the same size as ydata.

The lsqcurvefit function starts att x0 and finds coeffi-

cient, i.e., parameter x, to best fit the non-linear function 

fun(x,xdata)a  to the data ydata:

The uncertainties of the calibrated parameters were

assessed by calculating the confidence interval. This was

done with the function nlparci in MATLAB which com-

putes the 95% confidence intervals for the non-linear 

least square parameters estimated.

Results and discussion

Growth profiles on the various sugars
The growth profiles of the single sugar experiments (glu-

cose; Case 1 and xylose; Case 2), sugar mixture experi-

ments (Case 3) and wheat straw hydrolysate experiments 

(Case 4) are presented in Fig. 1a–d. Glucose is consumed 

approx. two times faster when used as sole substrate 

(10)x = lsqcurvefit(fun, x0, xdata, ydata).

(Case 1) than in the sugar mixtures (Cases 3 and 4).

Xylose, on the other hand, is consumed approx. two

times slower when used as sole substrate and is com-

pletely consumed after approx. 60 h compared to around 

20 h when co-fermented with other sugars (Cases 3 and

4; Fig. 1c, d). The highest production rate of acetate and

hydrogen occurred around 20  h both in the sugar mix-

ture and in the wheat straw hydrolysate fermentations.

Lactate was formed just after 20 (Case 3) and 30 h (Case

4) reaching in total 0.015 and 0.014 cmol/L, respectively.

The calculated lag phases differed for each experi-

ment. The lag phases of the sugar mixture experi-

ments ranged from 9 to 11 h, whereas the lag phase of 

the wheat straw hydrolysate experiment was 4  h. This 

observation could be correlated to the richer nutrient

content of wheat straw than the defined sugar mixture

medium. A similar observation was found by Pawar

et  al. [27]. The lag phase with glucose alone was 4  h, 

but there was no lag phase with xylose alone. It is worth

noticing though that it took more effort to initiate
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Fig. 1 Fermentation profiles of Cases 1–4: a glucose experiment, b xylose experiment, c sugar mixture experiment, and d wheat straw hydrolysate 

experiments. The error bars indicate the standard deviation. Glu glucose, Xyl xylose, l Ara arabinose, Ac acetate,c Lac lactate, c X biomassX
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growth on xylose than on glucose as two out of four 

replicates failed, where none of the other experiments

(Cases 1, 3, and 4) failed. This is due to that precautions

are needed to start a culture on xylose in the absence of 

yeast extract, such as no sparging for several hours.

The profiles of the mixed sugars indicate a biphasic

growth, where the uptake of glucose decreased after 

xylose was depleted, but then increased again (Fig. 1c, 

d). The two-phased sugar uptake was more pronounced 

in the wheat straw hydrolysate fermentations. The 

behavior can be further illustrated by the hydrogen 

productivity and CO2 productivity (Fig. 2a, b). This

observation has, to our knowledge, not been reported

for Caldicellulosiruptor previously, although the tranr -

scriptomics of multiple sugar uptake have been exten-

sively studied [13, 14]. One possible reason for this 

could be that many multi-sugar experimental studies 

on this genus have been performed on a yeast extract-

supplemented medium [3]. Because yeast extract itself 

partly supports growth [20], it possibly masks biphasic

behavior. Moreover, the initial ratio of pentose/hexose

sugars was higher in those studies [14] than in the WSH 

used in this study. Thus, after xylose was consumed, the 

culture adapted to a hexose-only medium, which initi-

ated a second phase of growth.

The emerging pattern resembles a diauxic growth 

behavior, which was first described by Monod [17], and is 

characterized by two growth phases often separated with

a lag period. This normally occurs in the presence of two 

carbon sources, where the preferred one is consumed

first by the microorganism followed by the second after 

a lag period [28–30]. However, in the case of C. saccha-
rolyticus, both pentose and hexose sugars are consumed

simultaneously, albeit with a slight preference for the for-

mer. When the pentose sugars are depleted hexose con-

sumption continues, but in Case 4 that happened with an 

increased rate (Table 8).

To quantify this behavior and investigate whether

the theory of diauxic growth could be used to explain

the observations, a kinetic model was developed con-

sisting of two phases. In the phase I, glucose was con-

sumed simultaneously with xylose and arabinose. Van 

de Werken et al. [13] concluded that growth on glucose 

and xylose mixtures as well as growth on the individual

sugars all trigger transcription of the genes encoding a 

xylose-specific ABC transport system. This supports our

hypothesis that glucose, xylose, and arabinose were ini-

tially transported by the same uptake system. However,

when xylose was depleted, phase II starts with a new 

uptake system being expressed that had a higher affinity 

for glucose, transporting glucose at an altered rate. It is

relevant to observe, however, that diauxic growth behav-

ior is generally considered to be related to PTS systems 

[31–33]. However, according to current knowledge, C. 
saccharolyticus only possesses ABC transport systems

[13, 14]. Still, it has been described that other transport 

systems can generate this diauxic growth profile. For

example, in Streptomyces coelicolor and related species,r
the genes involved in carbon catabolite repression are

PTS independent, and instead, glucose kinase is the main

controlling enzyme [33].

Determination of conversion yields
The calculated conversion yields from the batch experi-

ments differ from the stoichiometric yields (Table 6). To

begin with, the single sugar fermentations the calculated

yields are lower than the corresponding stoichiomet-

ric yields. This is in contrast to the yields calculated for

the sugar mixture experiments, except for YacYY  that was

slightly lower. The lower yield for acetate could be due

to that part of the acetate, or rather acetyl-CoA, which

is used as a building block for cell mass production [34].

The carbon balances attained in the model were 90 and

102% with start data from the sugar mixture experiments
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and the WSH experiments, respectively, which are equal

or close to the values calculated from the experimental 

data, 90 and 107%, respectively, Table 6. The higher val-

ues in the carbon balance, i.e., > 100%, for the WSH fer-

mentations, could be due to that other carbon sources 

may be present, such as oligosaccharides, that are also

converted to products giving a higher carbon and elec-

tron output.

Sensitivity analysis
Dynamic simulations using benchmark parameter val-

ues [15] showed discrepancies between the experimental 

results and the model predictions. To further improve the 

dynamic simulations, a sensitivity analysis was conducted 

to determine the most important parameters. This was

done with start values both from the sugar mixture fer-

mentations as well as from the wheat straw hydrolysate 

fermentations. The change, δ, in the parameter value wasδδ
set to 1% as in [35].

The sensitivity analysis allowed ranking of the param-

eters, which was useful for the model calibration. The 

most sensitive parameters, i.e., with a sensitivity value

of > 1%, in regard to each of the state variables are listed

in Table 7. The state variables that were affected the 

most by a change in parameter value were Glu and Xyl.

The sensitivities of the other parameters for the differ-

ent state variables were less than 1%.

Parameter calibration
The sensitivity analysis served as a basis for the param-

eter calibration. The model was calibrated with data

from the four different batch experiments, Cases 1–4.

Start values of the state variables were taken from the

experimental data (Table 1), and initial parameter val-

ues, i.e., benchmark values, were taken from the litera-

ture [15] or guesstimated, e.g., by manually fitting the

curves of the data points. The calibrated parameters

together with a confidence interval of 95% are given in

Table 8. Some of the parameters were graphically cali-

brated and, therefore, are without a confidence interval.

The simulations with start data from the single glucose

and xylose fermentations were carried out without the

diauxic-like growth additions; thus, only phase I was

applied.

The kmkk  values for Cases 3 and 4 describe the maximal 

simultaneous uptake rates of glucose, xylose, and ara-

binose (Table 8), and they are modeled with the same 

value for all the sugars in phase I. However, the KsKK  val-

ues for glucose in phase I, Ks,gluKK , are higher than the KsKK
values for xylose, Ks,xylKK , which indicates a lower affin-

ity for glucose in phase I, since xylose is present and

preferred. Moreover, Ks,gluKK  in Case 4 is 18 times higher

compared to Ks,glu,2KK  and compared to Ks,gluKK  in Case 3.

One explanation is the greater affinity for xylose in

phase I and another possible explanation is that Ks,gluKK
in Case 4 also includes an inhibition term due to the 

characteristics of the wheat straw hydrolysate media, 

e.g., Eq. 11:

(11)Ks,glu = Ks,glu, real · I ,

Table 6 Calculated carbon and redox balances plus the calculated yields of the four different experiments and their 

corresponding stoichiometric yields

YXYY  (cmol/cmol)X YacYY  (cmol/cmol) YH2
 (mol/cmol) YCO2

 (cmol/cmol) Carbon
balance

Redox balance

Yield, biomass 
formation 
from sugar

Yield, acetate 
formation
from sugar

Yield, hydrogen
formation
from sugar

Yield, carbon dioxide
formation from sugar

(%) (%)

Glucose experiments (Case 1) 0.20 0.51 0.45 0.30 82 87

Xylose experiments (Case 2) 0.12 0.50 0.47 0.31 80 81

Sugar mix experiments (Case 3) 0.21 0.62 0.53 0.38 90 100

Wheat straw hydrolysate 

experiments (Case 4)

0.18 0.68 0.67 0.44 107 90

Stoichiometrically – 0.67 0.67 0.33 – –

Table 7 Most sensitive parameters, i.e., sensitivity value 

> 1%, listed in descending order for each state variable 

that was evaluated

State variable Case 3
Sugar mixture

Case 4
Wheat straw hydrolysate

Glu km,2, α, km, rcdr , kLaH2, Ks,glu,2KK kLaH2, α, km,2, rcdr , km, Ks,glu,2KK

Xyl kLaH2, km, Ks,araKK , Ks,xylKK kLaH2, km, Ks,xylKK , Ks,araKK , Ks,KK E2

Ara Ks,araKK , km, kLaH2 Ks,araKK

Ac – –

X – –

H2 – km,2, α
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where I represents a competitive inhibition, Eq.I 12:

with SIS  the concentration of the inhibitor andI KIK  the inhiI -

bition parameter. This is possibly due to unknown inhib-

iting compounds in the wheat straw hydrolysate or other

factors that inhibit glucose uptake in phase I in Case 4. 

The reason behind the competitive inhibition has not 

been identified, but we hypothesize the presence of oligo-

saccharides that might be preferably taken up instead of 

glucose. However, these sugars were not quantified in the 

HPLC analysis of WSH.

The km,2kk  value for Case 4 is 50% lower than the cor-

responding value for the glucose uptake rate in Case 1.

One explanation for this is that the enzymes involved in

the sugar uptake in Case 4 take some time to be synthe-

sized making glucose consumption slower in the WSH 

compared to the single glucose fermentation. Again, the 

presence of inhibiting compounds or competitive oligo-

saccharides could further slow down the glucose uptake

rate.

Furthermore, the results show that on single sugars

and mineral medium, glucose uptake is approximately 

(12)I = 1 +
SI

KI

35% faster than xylose uptake (Table 8). Moreover, 

growth of C. saccharolyticus on glucose is approx. 40%

faster than on xylose (Table 9). This outcome contra-

dicts the previous results on these two sugars in media

supplemented with yeast extract (YE), where growth is

faster on xylose than on glucose [13, 14]. An explana-

tion for this observation could be that C. saccharolyti-
cus needs other sugars (present in YE) to grow optimal 

on xylose. Indeed, when both sugars are present the

growth on xylose is stimulated by the co-uptake of 

glucose. The stoichiometric relationship of glucose-to-

xylose uptake rate ρ(Glucose):ρ(Xylose) was affected 

by the media used and is approximately 0.7 and 0.3 in

phase I for growth on defined sugar mixture and wheat

Table 8 Parameters calibrated to experimental data

Confidence interval 95% (CI, 95%) is given for those parameters which have been fitted numerically

n.c. not calibrated, but the values calculated from the experimental data were used (Table 6)
a  Graphically calibrated
b  This value possibly also includes an inhibition factor I

Parameter Benchmark value
derived from [15]

Case 1 Case 2 Case 3 Case 4

Glucose simulation Xylose simulation Sugar mixture simulation Wheat straw 
hydrolysate 
simulation

km, maximal uptake rate (h−1) 0.35 – 1.58 (±0.042) 0.54 (±0.012) 0.44 (±0.023)

km,2, maximal uptake rate when 

xylose=0 (h−1)

0.35 2.4 (±0.15) – 0.54 (±0.018) 1.26 (±0.11)

Ks,gluKK , affinity constant, glucose 

(cmol/L)

0.00029 0.01a – 0.01a 0.18 (±0.043)b

Ks,glu,2KK , affinity constant 2, glucose 

(cmol/L)

– – – 0.01a 0.01a

Ks,xylKK , affinity constant, xylose 

(cmol/L)

– – 0.0002a 0.0002a 0.0002a

Ks,araKK , affinity constant, arabinose 

(cmol/L)

– – – 0.026 (±0.004) 0.034 (±0.0077)

Ks,KK E2, affinity constant enzyme, E2

(cmol/L)

– – – 0.001a 0.001a

α, enzyme synthesis rate (h−1) – – – 0.6a 0.64 (±0.085)

n, Hill coefficient – – – 2a 2a

rcdr , cell death rate (h−1) 0.014 0.0027a 0.0027a 0.027a 0.027 (±0.0039)

kLaH2 , volumetric mass transfer 

coefficient for hydrogen (h−1)

0.26 0.44a 0.44a 0.44 (±0.085) 0.44a

YH2 , yield, hydrogenformationfromsugar n.c. n.c. 0.58 n.c.

Table 9 Maximal specific growth rates, μmax, calculated

from km, km,2, and YxYY  valuesx

Maximal specific growth rate (μmax, h−1) Phase I Phase II

Glucose (Case 1) 0.22 –

Xylose (Case 2) 0.13 –

Sugar mixture (Case 3) 0.33 0.11

Wheat straw hydrolysate (Case 4) 0.24 0.23
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straw medium, respectively (data used from Fig. 1). 

Until xylose is depleted, the total glucose, xylose, and

arabinose conversion rates, i.e., 0.54·3  h−1, are similar

to that of xylose conversion in the absence of glucose, 

i.e., 1.58  h−1. This observation is supported by other

studies with C. saccharolyticus using different sugar 

mixtures both with and without YE, e.g. in Willquist

[36]. Xylose uptake increases if a small concentration of 

glucose is present or if either the fermentor is sparged

with CO2 instead of N2 gas or closed, to allow buildup 

of HCO3
− in the reactor.

Model prediction
Comparison between the model and experimental results

for the combined sugars is depicted in Table 10, and 

Figs. 3 and 4. The results show that a diauxic-like behav-

ior model simulates well the experimental data of C. sac-
charolyticus when grown on mixtures of pentose and 

hexose sugars. Without the addition of a second enzyme

equation as well as cybernetic variables controlling the

upregulation of the enzyme, the experimental data could

not be simulated.

Table 10 shows the fitting between the experimental

data and the model simulation displaying the regression

analysis values. It is clear that the model is well able to

describe the consumption of the different sugars as well 

as biomass growth, acetate formation, and accumula-

tion of hydrogen in Cases 3 and 4. The model, without 

the diauxic-like additions, was better at describing the 

individual xylose fermentations (Case 2), rather than the

individual glucose fermentations (Case 1) when it comes

to biomass growth and hydrogen production (Table 10).

The model only predicts a small second peak in 

hydrogen productivity compared to the data of the

defined sugar mixture fermentations (Fig. 3g). How-

ever, the model succeeds in describing the diauxic-like

behavior of the hydrogen productivity profile in the

wheat straw hydrolysate fermentations (Fig. 4g). The

uptake of the three sugars as well as the formation of 

acetate is well described by the model, both for Cases 3 

and 4 (Figs. 3a–d, 4a–d).

According to the simulation, the enzyme (used to

describe the diauxic behavior) concentration is very 

low, close to zero, in the beginning, and when phase I

ends, the enzyme synthesis starts and the concentra-

tion increases up to a peak, where it begins decreasing

just before t = 60  h in Case 3 and somewhat earlier in 

Case 4 (Figs. 3f, 4f ). The enzyme synthesis is depend-

ent on the biomass concentration, which is why it fol-

lows the behavior of the latter. The two biomass growth

phases are clearly displayed in Case 4 and expressed

by the model (Fig. 4e), where a first growth phase

takes place between 0 and 20  h and a second growth

phase between 20 and 45  h. The phenomenon with

two growth phases is characteristic for diauxic growth

behavior as described in various literatures on the topic

[18, 28, 37].

The hydrogen productivity profile, both in Cases 3

and 4, is a bit delayed in the model (Figs. 3g, 4g). This 

could be due to a slight underestimation of the kLaH2

value. The benchmark kLaH2 value used, from Ljun-

ggren et al. [15], was later on calibrated against experi-

mental data resulting in a higher value (Table 8). Still,

the mass transfer seems to be less efficient in the model

not being able to fully describe the experimental data.

Table 10 R2 values to describe the fit between experimental data and model simulation

State variable Glucose (Case 1) Xylose (Case 2) Sugar mixture (Case 3) Wheat straw 
hydrolysate (Case 
4)

Glu 0.96 – 0.99 0.97

Xyl – 0.98 0.99 0.99

Ara – – 0.99 0.95

X 0.46 0.86 0.92 0.90

Ac 0.91 0.99 0.99 0.99

H2 accumulated 0.74 0.99 0.99 0.98

(See figure on next page.)

Fig. 3 Sugar mixture experimental data and model simulation. a Glucose (cmol/L) data and model; b xylose data and model (cmol/L); c arabinose 

(cmol/L) data and model; d acetate (cmol/L) data and model; e biomass (cmol/L) data and model; f enzyme,f E2 (cmol/L) data and model; g
hydrogen productivity (L/h/L) data and model; and h hydrogen accumulated (mol/L) data and model. Exp. data E28 experimental data E28, Exp. data 

E29 experimental data E29, and 9 Exp. data E30 experimental data E30
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Conclusions

The outcome of this study revealed that in batch mode, 

C. saccharolyticus ferments (un)defined sugar mixtures

via different growth phases in a diauxic-like manner. This

behavior could be successfully simulated with a kinetic

growth model with substrate-based Monod-type kinet-

ics and enzyme synthesis using Hill kinetics together

with cybernetic variables to control the upregulation of 

the enzyme. The model was able to predict the behavior

of growth on sugar mixtures both in a defined medium 

and in wheat straw hydrolysate medium. The model sup-

ported the following sequence: xylose is the preferred

substrate, but glucose is taken up simultaneously, pos-

sibly with the same transporter. After xylose is depleted,

glucose is further taken up with a newly induced trans-

porter system, leading to a second hydrogen productiv-

ity peak. We further conjecture that this diauxic-like

pattern might appear in defined media not containing

complex nutrient mixtures, such as yeast extract, as the 

latter might reduce the edge of the transition point from

dominant xylose uptake to dominant glucose uptake by 

C. saccharolyticus. Future studies should aim at investi-

gating how the various uptake mechanisms in C. saccha-
rolyticus act and contribute to the phenomena described

in this study. In addition, a further developed model, ver-

ifying the values of several kinetic parameters, including

separate maximal uptake rates for the different sugars in 

the sugar mixture as well as inhibition functions, would 

improve the applicability of this model for industrial 

processes.
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Abstract 

Background 

The members of the genus Caldicellulosiruptor have the potential for future 

integration into a biorefinery system due to their capacity to generate hydrogen 

close to the theoretical limit of 4 mol H2 /mol hexose, use a wide range of sugars 

and can grow on numerous lignocellulose hydrolysates. However, members of this 

genus are unable to survive in high osmolarity conditions, limiting their ability to 

grow on more concentrated hydrolysates, thereby hindering their industrial 

applicability. In this study five members of this genus, C. owensensis, C. 

kronotskyensis, C. bescii, C. acetigenus and C. kristjanssonii, were developed to 

tolerate higher osmolarities through an adaptive laboratory evolution process. The 

developed strain C. owensensis CO80 was further studied accompanied by the 

development of a kinetic model based on Monod kinetics.  

Results 

Osmotolerant strains of Caldicellulosiruptor were obtained with C. owensensis 

adapted to grow up to 80 g/L glucose; other strains in particular C. kristjanssonii 

demonstrated a greater limitation to adaptation. C. owensensis CO80 was further 

studied and demonstrated the ability to grow in glucose concentrations up to 80 

g/L glucose but with reduced volumetric hydrogen productivities (QH2) and 

incomplete sugar conversion at elevated glucose concentrations. In addition, the 

carbon yield decreased with elevated concentrations of glucose. The ability of C. 

owensensis CO80 to grow in high glucose concentrations was further described 

with a kinetic growth model, which revealed that the critical osmolarity of the cells 

increased fourfold when cultivated at higher osmolarity.  

Conclusions 

The adaptation of members of the Caldicellulosiruptor genus to higher osmolarity 

established that the ability to develop improved strains via ALE is species 

dependent, with C. owensensis adapted to grow on 80 g/L, whereas C. 

kristjanssonii could only be adapted to 30 g/L glucose. Although, C. owensensis 

CO80 was adapted to a higher osmolarity medium, the strain demonstrated reduced 

QH2 with elevated glucose concentrations. This would indicate that while ALE 

permits adaptation to elevated osmolarities, this approach does not result in 

improved fermentation performances at these higher osmolarities. 
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Background 

The current reliance on fossil fuels as the main source of global energy production 

is both unsustainable and environmentally damaging. Biofuels derived from 

renewable sources are an extensively researched alternative for the production of 

energy, however, it is of great importance these fuels do not compete with food 

production in terms of land usage (Sims et al. 2008). Within the European Union, 

current legislation restricts dedicated biofuel production to 7% of total land use 

(European Parliament and Council 2015). Lignocellulose is a potential substrate 

for biofuel production due to its wide availability with 1-5 billion tonnes yielded 

annually (Claassen et al. 1999). Currently, over 40 million tonnes of this material 

is generated as a by-product of agriculture and forestry (Sanderson 2011), and is 

ideally suited for biofuel production as lignocellulose obtained from waste streams 

does not affect land usage or food production.  

Biologically derived hydrogen (biohydrogen) has the potential to be an alternative 

energy carrier as it can be produced from renewable sources such as lignocellulose 

and only generates water vapour as a by-product when used as a fuel (Azwar et al. 

2014). Caldicellulosiruptor is a genus of thermophilic hydrogen producing 

bacteria capable of producing hydrogen close to the maximum stoichiometric yield 

of 4 mol H2/mol hexose (Rainey et al. 1994, Schleifer 2009). Notably, most 

members of this genus can metabolize a wide range of carbon sources including 

an array of mono-, oligo- and polysaccharides (Schleifer 2009). Species such as C. 

saccharolyticus and C. owensensis display the capacity to simultaneously consume 

hexoses and pentoses without catabolite repression and therefore are beneficial to 

an industrial process as both the cellulose and hemicellulose fractions of 

lignocellulose can be consumed together (Björkmalm et al. 2018, VanFossen et al. 

2009, Zeidan & van Niel 2010). Additionally, Caldicellulosiruptor has been 

previously utilised to generate hydrogen from a variety of lignocellulosic material 

(Byrne et al. 2018, de Vrije et al. 2009, Pawar et al. 2013).  

Although a promising candidate for industrial biohydrogen production, 

Caldicellulosiruptor experiences several key limitations including the ability to 

grow in high osmotic conditions (Byrne et al. 2018, Ljunggren et al. 2011, Pawar 

et al. 2013). In its natural environment Caldicellulosiruptor does not experience a 

high degree of osmotic stress and has thus adapted to low osmolalities, maximally 

of 0.4 to 0.425 Osmol/L, with a critical osmolarity of 0.27 to 0.29 Osmol/L (van 

Niel et al. 2003, Willquist et al. 2009). This osmosensitivity limits the industrial 

potential of Caldicellulosiruptor as it precludes cultivation in concentrated 

lignocellulose hydrolysates. Concentrated hydrolysates are essential for 

environmentally efficient production of thermophilic H2 as higher substrate 

concentrations reduce the requirement for water addition and energy input for 

heating (Byrne et al. 2018, Foglia et al. 2010, Ljunggren & Zacchi 2010).   
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Mathematical modelling can be implemented as a powerful tool to assess how the 

key physical and biological phenomena in a process function. Inhibition arising 

from osmosensitivity can be one such phenomenon and is further addressed in this 

paper. This modelling of quantitative description of substrate inhibition and 

inhibition due to a high degree of osmotic stress have previously been studied using 

different types of growth kinetic equations (Azimian et al. 2019, Ciranna et al. 

2014, Dötsch et al. 2008, van Niel et al. 2003). A non-competitive equation (Eq. 

1) is commonly used to describe growth inhibition due to substrate or soluble end 

products (Ciranna et al. 2014, van Niel et al. 2003). 

𝑟 = 𝑟𝑚𝑎𝑥 ∙ (1 − 𝐶/𝐶𝑐𝑟𝑖𝑡)𝑛 ∙ 𝑆/(𝑆 + 𝐾𝑆)   (1) 

where r is the specific growth rate (h-1), rmax is the maximum specific growth rate 

(h-1), C is the concentration of the inhibiting compound (M), Ccrit is the critical 

concentration of the inhibiting compound (M), KS is the affinity constant for the 

substrate (M), S is the concentration of the substrate (M) and n is the degree of 

inhibition.  

Strain improvement can be accomplished through a process known as adaptive 

laboratory evolution (ALE). In this process an organism is repeatedly subcultivated 

under defined conditions enabling a controlled adaptation to these conditions and 

hence a favourable phenotype change can develop (Dragosits & Mattanovich 

2013). In this study several osmotolerant strains of Caldicellulosiruptor, i.e., C. 

owensensis, C. kronotsyensis, C. bescii, C. acetigenus and C. kristjanssonii were 

developed through sequential ALE at incrementally increasing glucose 

concentrations. The adapted osmotolerant strain C. owensensis (CO80) was 

cultivated in controlled batch and exposed to a high concentration of glucose, up 

to 80 g/L. To quantify the success of strain development, this process was modelled 

using a growth kinetic equation based on Monod with a set of inhibition equations. 

Further evaluation of the co-culture of osmotolerant strains, C. owensensis CO80 

and C. saccharolyticus G5, on lignocellulosic hydrolysate (Byrne et al. 2018) was 

also performed. 

Results 

Strain development  

To assess the ability of different strains of the Caldicellulosiruptor genus to adapt 

to higher osmolarity and to select an osmotolerant strain for further development, 

ALE was undertaken on five species of Caldicellulosiruptor. The respective 

increase in viability at higher osmolarity was determined during sequential 

batches, whereby increased sugar concentration was used as a selective pressure.  
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Figure 1 illustrates the critical concentration for viability of each 

Caldicellulosiruptor strain. The ALE design replicated a previous study that 

achieved the selection of a C. saccharolyticus strain with the capacity to grow on 

100 g/L glucose (Pawar 2014). Out of the five selected strains, only C. owensensis 

was successfully adapted to grow on a glucose concentration of 80 g/L over the 

course of approximately 250 generations. This adapted culture (CO80) was 

selected for further analysis. The adaptation of C. kronotskyensis demonstrated 

viability in solutions up to 60 g/L glucose but at 70 g/L it did not reach the 

threshold value of OD620 0.4 and therefore was not selected for further analysis. In 

contrast, the adaptation strategy of C. kristjanssonii, C. bescii and C. acetigenus 

was unsuccessful. Even with repeated cultivation at lower sugar concentrations a 

loss of viability occurred. C. kristjanssonii was particularly sensitive to adaptation 

and exhibited poor viability in glucose concentrations as low as 20 g/L. Overall, 

C. owensensis had a greater ability to adapt to higher osmolarity medium than any 

other strain. Adaptation of C. owensensis to 100 g/L glucose was attempted, 

however, strains adapted to 90 and 100 g/L displayed poor growth and a loss of 

viability after several rounds of cultivation.  

Similar to C. saccharolyticus (Willquist et al. 2009), C. owensensis lacks key 

metabolic pathways for the synthesis of compatible solutes for high osmotic 

conditions. C. owensensis lacks synthetic pathways for the osmoprotectants 

glycine betaine, ectoine and trehalose. C. owensensis also lacks pathways 

associated with the synthesis of compatible solutes in thermophiles such as the di‐
myo‐inositol phosphate pathway (Gonçalves et al. 2012, Martins & Santos 1995) 

and the synthesis pathway for 2-O-(β)-mannosylglycerate in Thermus 

thermophilus (Nunes et al. 1995). In addition, no homology between the C. 

owensensis genome and 2-(O-β-d-mannosyl)-di-myo-inositol-1,3′-phosphate 

synthase (TM0359) in Thermotoga maritima (Rodrigues et al. 2009) could be 

found. However, C. owensensis can produce glutamate and has the full synthetic 

pathway of proline. 

Figure 1. Development of osmotolerant strains of C. owensensis, C. kronotskyensis, C. bescii, C. acetigenus and C. 
kristjanssonii. Values in green indicate osmotolerant adaptation steps were completed on stated concentrations of 
glucose. Values in yellow indicate the final osmotolerant development step and therefore the highest concentration 
of glucose that the strains can be grown. 

C. owensensis

C. 
kronotskyensis

C. bescii

C. acetigenus

C. 
kristjanssonii

10 g/L 20 g/l 30 g/l 40 g/l 50 g/l 60 g/l 70 g/l 80 g/l 90 g/l 100 g/l

10 g/L 20 g/l 30 g/l 40 g/l 50 g/l 60 g/l 70 g/l 80 g/l 90 g/l 100 g/l

10 g/L 20 g/l 30 g/l 40 g/l 50 g/l 60 g/l 70 g/l 80 g/l 90 g/l 100 g/l

10 g/L 20 g/l 30 g/l 40 g/l 50 g/l 60 g/l 70 g/l 80 g/l 90 g/l 100 g/l

10 g/L 20 g/l 30 g/l 40 g/l 50 g/l 60 g/l 70 g/l 80 g/l 90 g/l 100 g/l
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Performance and quantification of CO80 at higher sugar 

concentrations  

C. owensensis CO80 was successfully cultivated on 10, 30 and 80 g/L using a 

controlled batch reactor. The trends of sugar consumption, growth and product 

generation in CO80 when cultivated on these different sugar concentrations, are 

shown in Figures 2-4.  

The behaviour of CO80 at increasing glucose concentrations was quantified using 

dynamic simulations. In these simulations, the model and parameters derived from 

the wild-type strain of C. saccharolyticus were used as a benchmark (Ljunggren et 

al. 2011). However, this model was not able to describe the experimental data. One 

reason for this is that the benchmark value of the parameter OSMcrit taken from 

Ljunggren et al. (2011) was set too low for the higher sugar concentration. In 

addition, the benchmark values for parameters of maximum specific growth rate 

(µmax), affinity constant for the sugar (Ks) and the rate of death (rcd) required 

alteration since the growth was slower and the cell death rate was faster than 

predicted by the original model.   

Therefore, the model was calibrated with data from the three batch experiments in 

duplicates or triplicates supplemented with 10 g/L, 30 g/L and 80 g/L glucose. The 

calibrated parameters µmax, OSMcrit and KS, together with additional parameters are 

summarized in Table 1. Comparison between the model and the experimental 

results are graphically shown in Figure 2-4.  

Table 1. Parameters calibrated to experimental data in comparison to the benchmark parameter values from 
Ljunggren et al 2011. Confidence interval 95% is given for those parameters which have been fitted numerically.  

Parameter Benchmark 
values Ljunggren 

et al. (2011) 

10 g/L 30 g/L1 30 g/L2 80 g/L 

µmax (h-1) 0.28 0.33 ± 0 0.31 ± 0.082 0.31 ± 0.082 0.29 ± 0.02 

KS (M) 4.8·10-5 4.8·10-3 9.8·10-2 ± 

1.5·10-4 

4.8·10-5, 5 0.49 ± 0.064 

OSMcrit (M) 0.28 0.23 ± 0.0002 0.39 ± 0.002 0.39 ± 0.002 0.78 ± 0.024 

rcd (h-1) 0.014 0.031 ± 0.0001 0.031 ± 0.0065 0.020 ± 0.00015 0.0313 

YS,H2 
(mol/mol) 

4.77 3.5 ± 0.38 3.5 ± 0.12 3.5 ± 0.12 2.563 

YS,X 

(cmol/mol) 
4.78 0.794 0.804 0.804 0.723 

nH2 4.5 5.37 ± 0.00005 5.373 5.373 4.55 

nµ. 4.68 4.685 4.685 4.685 4.685 

1First model for the 30 g/L cultures 
2Second model for the 30 g/L cultures 
3Graphically calibrated 
4Calculated from experimental data 
5Same value as in Ljunggren et al. (2011) 
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The maximum hydrogen productivity from the experimental data was 10.55 ± 

0.04, 11.45 ± 0.00 and 3.35 ± 0.00 mmol/L/h for 10, 30 and 80 g/L sugar, 

respectively. This observation at 10 and 30 g/L is comparable to 15 mmol/L/h 

described in wild type C. owensensis grown on 10 g/L glucose supplemented with 

1 g/L yeast extract (Zeidan & van Niel 2010). The model underestimated the 

hydrogen productivity slightly in the case of 10 and 30 g/L but overestimated 

productivity compared to experimental data of 80 g/L cultures. Similar 

overestimation was observed with respect to the cell growth on 80 g/L. 

Nevertheless, the model was able to predict well the experimental data.   

The accuracy of the model in describing experimental data was assessed and 

displayed in Table 2. The R2 values describes how well the model could predict 

the trend over time and the curve slope values of the linear regression (i.e. k in 

y=k·x) are indicating over- or underestimations. For a perfect fit they should both 

be 1. With respect to most variables, the prediction error was less than 30% 

indicating good accuracy. The model was also able to accurately predict the trend 

of the assessed variables with a R2 value close to 1 in all cases. However, analysis 

revealed overestimation of cell growth as well as acetate and lactate production on 

30 g/L (Table 2). 

Table 2. R2 values and curve slope values to describe the fit between average experimental data and simulated 
data from the models at the same time points. 

R2 

values/curve 
slope values 
(k) 

10 g/L 30 g/L 80 g/L 

State 
variable 

Model KS 
model 

Model 
1 

Model 
2 

KS 
model 

Model KS 
model 

Glucose 0.94/ 
0.95 

0.67/ 
0.93 

0.91/ 
0.96 

0.89/ 
0.95 

0.83/ 
1.0 

0.87/ 
0.99 

0.85/ 
0.98 

Biomass 0.82/ 
0.96 

0.77/ 
1.0 

0.50/ 
6.0 

0.28/ 
6.8 

0.82/ 
4.2 

0.96/ 
0.43 

0.94/ 
0.43 

Acetate 0.97/ 
0.97 

0.75/ 
1.2 

0.94/ 
1.1 

0.96/ 
1.1 

0.77/ 
0.85 

0.99/ 
0.54 

0.99/ 
0.55 

Lactate 0.95/ 
1.4 

0.60/ 
1.5 

0.97/ 
2.0 

0.92/ 
2.1 

0.83/ 
1.4 

0.97/ 
0.54 

0.98/ 
0.54 

H2 

accumulated 

0.94/ 
0.92 

0.51/ 
1.1 

0.94/ 
0.88 

0.96/ 
0.98 

0.76/ 
0.71 

0.99/ 
0.72 

0.98/ 
0.74 

OSM 0.97/ 
0.98 

0.57/ 
1.0 

0.94/ 
1.0 

0.97/ 
1.0 

0.75/ 
0.96 

0.91/ 
0.40* 

0.92/ 
0.40* 

*The linear regression does not intersect (0,0). 

Inhibition kinetics 

The effect of sugar concentration on the apparent half-saturation constant, KS, and 

critical osmolarity, OSMcrit, is shown in Figure 5. The apparent KS increased with 

an elevated sugar concentration in an almost linear fashion reaching a value four 

orders of magnitude higher in the 80 g/L culture. As Sivakumar et al. (1994) 

demonstrated, extraordinarily high KS values can be an indicator that the growth 

kinetics used are insufficient in describing the process due to substrate inhibition, 
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hence, an extended model was constructed. In the constructed “KS-model”, the KS 

in the original model (Eq. 8 in Material and Methods) was replaced with the 

equation from the linear regression in Figure 5 (Eq. 2):  

𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝐺𝑙𝑢

𝐺𝑙𝑢+(1.32∙𝐺𝑙𝑢−0.09)
∙ 𝐼𝑜𝑠𝑚 ∙ 𝐼𝐻2,𝑎𝑞

   (2) 

where µ is the specific growth rate (h-1), µmax the maximum specific growth rate 

(h-1), Glu is the glucose concentration (M), Iosm is the inhibition due to osmolarity 

and IH2,aq is the inhibition due to aqueous hydrogen. The simulation using the “KS-

model” is illustrated in Figure 2-4 as a thin dashed line. The KS-model was well 

able to describe the experimental data (Table 2) for 30 g/L and 80 g/L (Figure 3-

4). However, for 10 g/L, the KS-model could not sufficiently describe the data 

(Figure 2). This may be due to the greater glucose consumption at 10 g/L compared 

to the higher concentrations, thereby altering the KS-model equation to a greater 

extent as this model is dependent on the glucose concentration. 

 

Figure 5. Comparison of the calibrated parameters OSMcrit (orange) and Ks (grey). 

 

In addition to the KS parameter, the parameter OSMcrit is linearly increasing at 

rising sugar concentration (Figure 5), which would indicate a higher tolerance of 

CO80 when exposed to a higher sugar concentration and higher osmolarity. This 

behaviour became more apparent when the inhibition kinetics of the fermentation 

was simulated in the different cases. The model describes two different types of 
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inhibition, i.e. inhibition by osmolarity (Iosm) and by the dissolved hydrogen 

concentration (IH2,aq) (Eq. 7 and Eq. 8 in Materials and Methods). The simulation 

of these are shown in Figure 6. A value around 1 means no inhibition, a lower 

value means that the process is inhibited. Figure 6 clearly shows that osmolarity is 

the crucial inhibition factor, i.e. an Iosm value <1. IH2,aq is of less importance since, 

the simulated values were 0.98<IH2,aq<1, which means almost no inhibition. 

Though, the KS model for 10 g/L gave values of 0.11<IH2,aq<1, this rather indicates 

that the model is not a good fit to the experimental data, which is also shown in 

Figure 2. Interestingly, the simulation of Iosm illustrates that although all 

fermentations were severely affected by osmolarity, the strains grown on 80 g/L 

glucose reached complete inhibition after 80 h while the cultivation on 10 g/L 

reached complete inhibition after 20 h, although the initial osmolarity in this 

condition was lower. This would indicate that although C. owensensis CO80 is 

adapted to higher osmolarities it does not display the phenotype unless stressed 

with a medium with a high osmolarity. 

It was also noted that at high levels of sugar (80 g/L), significant browning of the 

media occurred indicating the presence of Maillard products. This observation 

could not be quantified and described by the model. 

Reproducibility of CO80 

The model was also used to illustrate the reproducibility of growth of CO80 at 

increasing sugar concentrations. Three replicates were made for the 30 g/L 

experiments, as compared to two for the 10 g/L and 80 g/L due to a high degree of 

variation in one of the replicates. Several attempts at inoculating C. owensensis 

CO80 to a culture medium containing 80 g/L glucose failed, as C. owensensis 

CO80 did not grow when noticeable browning of the media due to Maillard 

reactions occurred.  As illustrated in Figure 3, one of the three replicates (30b) 

from the 30 g/L experiments differ with respect to hydrogen productivity and 

accumulation but discrepancies could also be seen in the biomass growth. For this 

reason, a second model (Model 2) with a slight difference in parameter values 

(Table 1) was constructed for the 30 g/L experiments. However, both Model 1 and 

Model 2 have low R2 values and high curve slope values for the biomass (Table 

2). One of the three replicates could be simulated with respect to OSMcrit and 

apparent saturation constant (KS; Figure 3) whereas the other two could be fitted 

better with the model where the parameters were much closer to those of the 10 

g/L culture. This result might indicate that the adaptation was incomplete, possibly 

due to the presence of subpopulations possessing different degrees of adaptation 

to higher osmolality (Peabody et al. 2016).  
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                    Figure 6. Simulated values of Iosm and IH2,aq for the different models. 
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Continuous culture of CO80 and G5  

The results of the batch cultivations indicate that C. owensensis CO80 was adapted 

to increased substrate concentrations but did not grow optimally at these 

conditions. In an attempt to further increase the performance, a strategy involving 

the co-cultivation with an adapted C. saccharolyticus  G5 culture as well as using 

wheat straw hydrolysis was evaluated (Byrne et al. 2018). Indeed, co-cultivations 

on wheat straw hydrolysate displayed higher hydrogen productivity and sugar 

consumption rates than the base medium with a sugar concentration corresponding 

to the wheat straw hydrolysate (Table 3). 

Table 3. Volumetric productivity of of co-cultures of C. owensensis CO80 and C. saccharolyticus G5 (data adapted 
from Byrne et al. (2018))  

 Wheat straw 
hydrolysate with EB-1 

Defined medium with 
EB-1 

Defined medium Modified DSM 
640 

Qglucose 1.88 ± 0.02 0.18 ± 0.16 0.09 ± 0.13 
Qxylose 2.64 ± 0.39 1.26 ±0.07 1.49 ± 0.25 

Qarabinose 0.18 ± 0.00 0.20 ± 0.00 0.16 ± 0.00 
Qacetate 4.74 ± 0.00 2.37 ± 0.37 2.63 ± 0.38 

QH2 6.71 ± 0.06 2.47 ± 0.55 3.71 ± 0.42 

 

Population dynamics 

Population dynamics of co-cultures presented in Byrne et al. (2018) were analysed 

to determine the stability of the co-cultures of C. saccharolyticus G5 and C. 

owensensis CO80. As illustrated in Table 4, only a minute proportion of the co-

culture consisted of C. owensensis CO80 in each case, thus C. saccharolyticus G5 

dominated by far in the co-culture. However, a brief interruption of pH control 

during the co-culture on modified DSM 640 resulted in the population of CO80 

exceeding 85% of the total population before returning to less than 1% after 2 

volume changes. Although, low population numbers of CO80 were observed, a 

large quantity of biofilm occurred in all continuous cultivations particularly at the 

gas-liquid interface. 

Table 4. Population of C80 and G5 in continuous cultures 

 Proportion CO80 Proportion G5 

Wheat straw hydrolysate 99.76 ± 0.43% 0.24 ± 0.43% 

Defined medium EB-1 99.91 ± 0.01 % 0.09 ± 0.01% 
Defined medium DSM 640 98.45 ± 3.06 % 1.58 ± 3.17% 
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Discussion 

In this study we successfully implemented ALE as a way to improve the survival 

of C. owensensis in osmostress conditions. Next to C. saccharolyticus (Pawar, 

2014), this is the second Caldicellulosiruptor strain we have improved with ALE. 

C. owensensis was successfully adapted to survive in 80 g/L glucose. However, 

not all Caldicellulosiruptor strains were as easily adaptable in our study. There 

were significant limitations in the adaptation of C. bescii, C. acetigenus and C. 

kristjanssonii to higher sugar concentrations. C. kristjanssonii displayed a 

particular limitation to adaptation to higher osmolarities in glucose concentrations 

as low as 20 g/L. Previously, a transcriptional analysis demonstrated that 

adaptation in C. saccharolyticus was a result of increased transposon activity as 

well as upregulation of proteins related to sugar transport (Pawar et al, unpublished 

results).  

Although ALE increased osmotolerance, C. owensensis CO80 exhibits incomplete 

sugar consumption at elevated sugar concentrations. This phenomenon has been 

previously observed in wild-type C. saccharolyticus. In addition, when cultivated 

on 80 g/L glucose, a significantly reduced volumetric hydrogen productivity was 

obtained compared to 10 and 30 g/L. Additionally, the substrate uptake capacity 

was negatively affected, indicating that although C. owensensis is capable of 

surviving at 80 g/L, a significant loss of growth and hydrogen productivity is 

observed.  

The model was shown to be a useful tool to quantify the experimental observations. 

A high value of the OSMcrit parameter in the model would indicate a higher 

tolerance to osmolarity. However, the sugar uptake, mainly in 30 g/L and 80 g/L 

batches is not complete, which is possibly due to inhibition of sugar uptake. 

According to the model for the 80 g/L case, the KS is four orders of magnitude 

higher compared to the KS of the cells in the 10 g/L culture. The growth kinetic 

equation with inhibition terms used in the model (Eq. 8 in Material and Methods) 

has previously been used (Ciranna et al. 2014, Ljunggren et al. 2011, van Niel et 

al. 2003) but in this case it might not be sufficient to describe a process with such 

a high sugar input. The calibrated KS for the 80 g/L case is an “apparent KS” which 

most probably constitutes of the “real KS” multiplied by an inhibition factor. To 

counteract such a high KS value, a second model, where KS was a function of 

glucose, was used instead (Eq. 2). This model gave a similar fit to the data for the 

30 g/L and 80 g/L cultures. Furthermore, the inhibition due to osmolarity had a 

higher significance than inhibition due to aqueous hydrogen. This viewpoint is also 

strengthen in Figure 6 where it can be seen that Iosm rather than IH2,aq are the cause 

of the inhibitions. 
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When calibrating the parameters in the model to get a good fit to the experimental 

data, an initial guess value of the parameter needs to be given as an input. These 

values are of great importance for the end result as a poorly chosen initial value 

could result in a local minimum in the parameter estimation procedure, leading to 

a bad fit of the model to the experimental data and a faulty estimated parameter. 

To counteract this, the guess values were initially chosen in proximity to the 

benchmark value from Ljunggren et al. (2011). When these values did not give the 

right fit to the experimental data, several new initial guess values were tested as 

input in the lsqcurvefit function in MATLAB. 

The reduction in QH2 observed in batch fermentations is consistent with the data 

derived from Byrne et al. (2018) establishing that utilizing osmotolerant strains 

facilitated use of more concentrated hydrolysates albeit at the expense of QH2. In 

that study the QH2 of the co-culture (6.71 ± 0.06 mmol/L/h) was lower than that 

observed for the wild-type C. saccharolyticus grown on an approximately 3-fold 

less concentrated WSH containing 11 g/L monosaccharides (8.69 mmol/L/h)  

(Pawar et al. 2013). However, the QH2 obtained with the defined DSM 640 medium 

was similar to that of wild-type C. saccharolyticus (4.2 mmol/L/h) (de Vrije et al. 

2007). Furthermore, the co-culture grown on WSH displayed a higher QH2 when 

cultivated on wheat straw hydrolysate compared to a defined medium. This 

confirms previous observations that Caldicellulosiruptor possesses a higher QH2 

when cultivated on wheat straw hydrolysate than on pure sugar (Pawar et al. 2013). 

This may be due to the presence of additional nutrients found in the wheat straw 

compared to that of the defined medium. The reduction of QH2 compared to the 

wild-type C. saccharolyticus could be due to the presence of higher concentrations 

of inhibitory compounds that may reduce hydrogen productivity. C. 

saccharolyticus strain is sensitive to HMF and furfural concentrations above 1 and 

2 g/L, respectively (de Vrije et al. 2009, Panagiotopoulos et al. 2010). Even though 

higher hydrolysate concentrations were used in the present study, only trace 

amounts of HMF and furfural were detected. The presence of, yet unknown, 

compounds in the hydrolysate could have resulted in the inhibition of 

Caldicellulosiruptor. It was also noted throughout this study that higher 

concentrations of sugar intensified the occurrence of Maillard reactions. A 

concentration of 80 g/L glucose led to significant browning of the cultivation 

media and resulted in failure of growth when arising before inoculation and was 

presumably responsible for inconsistencies during cultivation at 30 g/L. Maillard 

products are known to inhibit the growth of other thermophilic bacterial species 

such as Thermotoga and Thermoanaerobacter (de Vrije et al. 2009, Tomás et al. 

2013). The presence of Maillard-based products will reduce the efficiency of any 

large-scale fermentation. The obvious choice for mitigating such reactions would 

be the omission of cysteine from the cultivation medium.  
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Additionally, the co-cultivation of C. owensensis CO80 and C. saccharolyticus G5 

resulted in a predominantly C. saccharolyticus G5 population, with detection of 

only small quantities of C. owensensis CO80. Although, this could indicate cell 

mass washout of C. owensensis CO80, a large quantity of biofilm was observed in 

the bioreactors after termination of each cultivation. C. owensensis is known for 

its ability to form biofilm (Peintner et al. 2010) and could indicate that C. 

owensensis CO80 was present in the fermentations but was primarily located in 

the biofilm.  

Conclusions 

The adaptation of Caldicellulosiruptor by ALE to higher osmotic conditions 

permitted survival at higher sugar concentrations, however, the developed strain 

C. owensensis CO80 displayed lower QH2 when cultivated at 80 g/L. 

Implementation of co-cultures of C. owensensis CO80 and C. saccharolyticus G5 

facilitated cultivation in higher hydrolysate concentrations than previously 

reported, although, with a reduction of QH2 compared to C. saccharolyticus on 

more dilute hydrolysate. The kinetic models developed herein, were able to predict 

the behaviour of growth of CO80 when exposed to 10 and 30 g/L of glucose 

respectively. At 80 g/L of glucose there was a slight overestimation in the models 

and the growth kinetics used, this could merit from further development. 

Although possible with C. saccharolyticus (Pawar et al. 2013), C. owensensis 

cannot be cultivated without cysteine, as this species lacks the sulfur assimilation 

pathway (Pawar & van Niel 2014). Therefore, co-cultivations of these two species 

in the absence of cysteine, but with sulfate as the sole sulfur source, could be of 

interest. In addition, co-cultivation of wild-type strains of C. saccharolyticus and 

C. owensensis could also stimulate biofilm formation (Pawar et al. 2015). 

However, in this study it was demonstrated that C. saccharolyticus G5 strain 

completely overtook the C. owensensis CO80 strain in the co-cultivations. 

Although this observation can be considered discouraging, large quantities of 

biofilm occurred indicating the presence of C. owensensis CO80. Therefore, 

alternative reactor systems could be implemented to enhance biofilm formation, 

hence, improving cell mass retention.  

Material and Methods  

Strains and cultivation medium  

The wild-type strains of Caldicellulosiruptor owensensis DSM 13100, 

Caldicellulosiruptor kronotskyensis DSM 18902, Caldicellulosiruptor bescii 
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DSM 6725, Caldicellulosiruptor acetigenus DSM 7040 and Caldicellulosiruptor 

kristjanssonii DSM 12137 were obtained from the Deutsche Sammlung von 

Mikroorganismen und Zellkulturen (DSMZ; Braunschweig, Germany). 

Subcultivations were conducted in 250 mL serum flasks with 50 mL modified 

DSM 640 media (Willquist et al. 2009) with the addition of 50 mM HEPES and 

10 g/L glucose, unless otherwise state. A 1000x vitamin solution was prepared as 

Zeidan and van Niel (2010) and a modified SL-10 solution was prepared described 

previously (Pawar & van Niel 2014). 

Adaptation of species to higher osmolarity 

Adaptation of C. owensensis, C. kronotsyensis, C. bescii, C. acetigenus and C. 

kristjanssonii to higher osmolarity was performed through adaptive laboratory 

evolution that initially involved repeated sub-cultivation of each strain in a 

modified DSM 640 medium containing 10 g/L of glucose. The glucose 

concentration was increased with 10 g/L increments when generation time for each 

strain was less than 0.4 h-1 and OD was above 0.3. This sequential increase of 

glucose concentration was continued until no growth in higher glucose 

concentrations was observed (Pawar 2014). The current status is that an 

osmotolerant strain of C. owensensis has been achieved capable of growing at a 

glucose concentration of 100 g/L.  

Fermentor set up 

Batch cultivations were performed in a jacketed, 3-L fermentor equipped with an 

ADI 1025 Bio-Console and ADI 1010 Bio-Controller (Applikon, Schiedam, The 

Netherlands). A working volume of 1L was used in all batch cultivations and the 

pH was maintained at 6.5 ± 0.1 by automatic titration with 4 M NaOH. The 

temperature was thermostatically kept at 70 ± 1°C. Stirring was maintained at 250 

rpm and nitrogen was sparged through the medium at a rate of 6 L/h. A water-

cooled condenser was utilised (4°C) to prevent the evaporation of the medium. 

During each cultivation, samples were collected at regular intervals to monitor of 

the optical density and HPLC. The supernatant from each sample was collected 

and stored at -20°C for further quantification of sugars, organic acids, furfural and 

HMF. Gas samples were collected from the fermentor’s headspace to quantify H2 

and CO2. Analysis of osmotolerant C. owensensis CO80 was performed using both 

batch cultivations with the addition of 10, 30 and 80 g/L of glucose. Each of the 

batch cultivation was conducted in duplicate except for 30 g/L which was 

performed in triplicate.  

Analytical methods 

Optical density was determined using an Ultraspec 2100 pro spectrophotometer 

(Amersham Biosciences) at 620 nm.  
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Sugars and organic acids were detected using HPLC (Waters, Milford, MA, USA). 

For the quantification of organic acids, HMF and furfural, a HPLC equipped with 

an Aminex HPX-87H ion exchange column (Bio-Rad, Hercules, USA) at 60°C 

and 5 mM H2SO4 as mobile phase was used at a flow rate of 0.6 mL/min. Glucose, 

xylose and arabinose quantification was conducted using a HPLC with two Shodex 

SP-0810 Columns (Shodex Japan) in series with water as a mobile phase at a flow 

rate of 0.6 mL/min. 

H2 and CO2 concentrations were quantified with an Agilent 7890B Series GC 

(Agilent GC 7890, Santa Clara, CA) equipped with a TCD detector and a 

ShinCarbon ST 50/80 UM (2m x 1/16 x 1mm) column. He carrier gas was 

employed, at a flow rate of 10 mL/min. During operation, an initial oven 

temperature of 80°C was maintained for 1 min followed by a temperature ramp of 

20°C/min for 4 min with a subsequent by a 2 min hold time.   

Determination of population dynamics  

DNA extraction from 2 mL of frozen cell pellets from the fermentations, were 

carried out as per protocol given with the Genejet kit (Thermofisher). qPCR was 

carried out by amplification of genomic DNA with primers (Table 5) amplifying 

single copy non-homogenous regions of C. saccharolyticus and C. owensensis 

obtained by multiple sequence alignment (Darling et al. 2004). PCR reactions were 

set up with DreamTaq DNA polymerase (Thermofisher) and EvaGreen (Biotium, 

Fremont, CA). The PCR conditions were as follows: Initial denaturation at 95°C 

for 7 min followed by 32 cycles of denaturation at 95°C for 30 sec, annealing at 

54°C and 56°C for C. owensensis and C saccharolyticus, respectively for 30 sec 

and extension at 70°C for 20 sec with plate read at the end of each cycle. A melt 

curve profile was also obtained for each PCR run. All qPCR’s were carried out in 

a BioRad CFX96 Realtime PCR machine with copy numbers obtained in relation 

to defined standard concentrations obtained from Genomic DNA of pure cultures. 

The sum of calculated copy number values was used to determine the relative 

population of the different species. 

Table 5: PCR primers for C. saccharolyticus and C. owensensis differentiation  

Species Primer Seqeunce 

C. owensensis Cowen_F1 5’ - GGCAAGTGGGAAGAAGATGA – 3’ 
C. owensensis Cowen_R1 5’ - CTCCGCAAGACTTGAACACA – 3’ 
C. saccharolyticus  Csacc_F1 5’ - TATTATGGGGATTGGGACGA – 3’ 
C. saccharolyticus  Csacc_R1 5’ - CTGGCGCACCAAAGATAAAT – 3’ 
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Mathematical modelling 

To quantify and evaluate the effect of the osmotolerant strains, a kinetic 

mathematical model was adapted from Ljunggren et al. (2011) and run in 

MATLAB R2017a (Mathworks, USA). The model was set up on a molar basis 

containing mathematical expressions for microbial growth, substrate consumption, 

product formation and gas to liquid mass transfer. The model was used with a few 

alterations to the mass balance equations. The mass balances of the gaseous 

compounds hydrogen and carbon dioxide are expressed as a change in 

concentration [M] over time instead of a change in flow over time. This is similar 

to what has been described in (Björkmalm et al. 2018) and given as Eq. 3-4: 

 
𝑑𝐻2,𝑔

𝑑𝑡
=  

𝑉𝑙𝑖𝑞

𝑉𝑔𝑎𝑠
∗ 𝜌𝑡,𝐻2

+ (−𝐻2,𝑔 ∙
𝑞𝑔𝑎𝑠

𝑉𝑔𝑎𝑠
 )   (3)

  
𝑑𝐶𝑂2,𝑔

𝑑𝑡
=  

𝑉𝑙𝑖𝑞

𝑉𝑔𝑎𝑠
∗ 𝜌𝑡,𝐶𝑂2

+ (−𝐶𝑂2,𝑔 ∙
𝑞𝑔𝑎𝑠

𝑉𝑔𝑎𝑠
 )   (4)

  

 

where Vliq and Vgas are the liquid and the gas volumes respectively (L), qgas is the 

total gas flow (L/h), H2,g
 is gaseous hydrogen (M), CO2 is gaseous carbon dioxide 

(M), ρt,H2 and ρt,CO2 are the mass transfer rate of hydrogen and carbon dioxide 

respectively (mol/L/h). 

The osmolarity expression (Eq. 5), is calculated in the same way as in Ljunggren 

et al. (2011), except that CO2,sol, i.e. the CO2 ionic species (bicarbonate and 

carbonate), is excluded since it was not measured experimentally. This is further 

motivated by the fact that, according to model calculations in the current study, 

CO2,sol constituted to less than 2% of the total osmolarity. 

 

𝑂𝑆𝑀 = 𝐺𝑙𝑢 + 2 ∙ 𝐴𝑐 + 2 ∙ 𝐿𝑎𝑐 + 0.08    (5) 

 

where Glu, Ac and Lac are the molar concentrations of glucose, acetate and lactate, 

respectively. 0.08 is the estimated background osmolarity in the medium and it is 

adjusted slightly in comparison to the benchmark value from Ljunggren et al. 

(2011). The background osmolarity has not been experimentally measured in this 

case. The stochiometric factor 2 implies that for each mole of acid produced, one 

mole of NaOH is included that was added to maintain the pH. 

The inhibition due to osmolarity and dissolved hydrogen concentration is 

expressed as Eq. 6-7 (Ljunggren et al. 2011):  
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𝐼𝑜𝑠𝑚 = 1 − (
𝑂𝑆𝑀

𝑂𝑆𝑀𝑐𝑟𝑖𝑡
)𝑛𝜇    (6)

  

𝐼𝐻2,𝑎𝑞
= 1 − (

𝐻2,𝑎𝑞

𝐻2,𝑎𝑞,𝑐𝑟𝑖𝑡
)

𝑛𝐻2

    (7)

  

which are implemented in the growth kinetic expression (Eq. 8): 

𝜇 =  𝜇𝑚𝑎𝑥 ∙
𝑆

𝑆+𝐾𝑠
∙ 𝐼𝑜𝑠𝑚 ∙ 𝐼𝐻2,𝑎𝑞

   (8) 

 

where nµ and nH2 are exponential parameters describing the degree of inhibition 

and OSMcrit (M) and H2,aq,crit (M) are the critical osmolarity and critical dissolved 

hydrogen concentration, respectively. OSMcrit is central in this context where a 

high value of OSMcrit indicates a high tolerance for osmolarity. µ (h-1) is the 

specific growth rate, µmax (h-1) is the maximum specific growth rate, KS (M) is the 

affinity constant for glucose and S (M) is the concentration of glucose. 

The model was evaluated against different batch experimental data. To fit the 

model to experimental data a parameter calibration was conducted using the 

function lsqcurvefit in MATLAB. This function solves the nonlinear curve-fitting 

problem using the least-square method. The parameters considered to be of 

greatest importance were µmax, OSMcrit, rcd (cell death rate, h-1), YS,H2 (H2 yield 

coefficient, mol H2/mol sugar), nµ and nH2. The MATLAB function nlparci was 

used to calculate the 95% confidence interval for the calibrated parameters to 

assess their uncertainties. 

To assess the accuracy of the model in relation to the experimental data, R2 values 

and curve slope values were calculated. This was done by plotting the simulated 

values against the experimental values followed by a linear regression which gave 

the R2 value as well as the linear equation y = k·x, where k is the curve slope value. 

Both the R2 value and the curve slope value are of importance when evaluating the 

accuracy of the model. 

The biomass yield coefficient YSX (cmol biomass/mol sugar) was calculated using 

the experimental data but altered in the 80 g/L model to fit the experimental data. 

The other yields used in the model, YS,Ac, YS,Lac and YS,CO2, were based on 

stoichiometry according to Eq. 9-10: 

C6H12O6 + 2H2O → 2C2H4O2 + 2CO2 + 4H2  (9)

   

C6H12O6 → 2C3H6O3     (10)
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