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Abstract

Knowledge of dynamics in protein is very important in the description of protein function and molecular recognition.
The thesis investigates protein dynamics on time-scales from milli- to sub-nanosecond, with focus on the latter,
using NMR spin relaxation experiments on two proteins, the 138-residue carbohydrate recognition domain of
galectin-3 (Gal3C) and the 56-residue B1 domain of bacterial protein G (PGB1). Fives studies are presented.

By measuring the exchange contribution to R2-relaxation, as a function of pH, using 13C-CPMG-experiments
directed on the side-chain carbonyls of glutamic and aspartic acid in PGB1, we could determine site specific
protonation rate constants k(on), and deprotonation rate constants k(off). A linear free-energy relationship between
log k(on) and pKa is found, which provides information on the free-energy landscape of the protonation reaction,
showing that the variability among residues in these rates arises from charge stabilization of the deprotonated state.

Dimethyl sulfoxide (DMSO) is often used for dissolving nonpolar ligands in protein-ligand studies. DMSO change
the viscosity, which is proportional to rotational correlation time. The correlation time of PGB1 and Gal3C was
determined for different DMSO-concentrations. Effects of minute additions of DMSO in samples used in spin-
relaxation experiments were examined for the case of 2H-methyl side chain model-free studies. Chemical shift
perturbations studies on apo-Gal3C show uniform changes of chemical shifts, indicating DMSO has a minor impact
on the hydration layer.

15N-backbone and 2H-methyl side chain NMR order parameters (S?) are determined for three Gal3C complexes
using the Lipari-Szabo model-free formalism developed in the 80s. Minor changes in ligand structure generate
differences in the conformational entropy. Specifically, the radial distribution of conformational entropy, with ligand
in the centre reveals how entropy varies between consecutive shells within the protein. The study combines NMR
relaxation with isothermal titration calorimetry (ITC), X-ray crystallography, and computational approaches.

The structure-thermodynamic relationship for halogen bonds C-X (X=F, CI, Br, and |I) between the ligand
substituents and the backbone C=0 of a glycine in Gal3C was studied with NMR, ITC, X-ray crystallography and
computational approaches. The sigma-hole associated with the halogen bond affects the electron density of
surrounding 15N nuclei in amides, and consequently the chemical shift of these nuclei. There is a correlation
between ITC-determined enthalpy of binding vs amide chemical shift.

In Gal3C bound to natural substrate lactose, the chemical shifts changes of the 13C-E1 in histidine side chains are
traced as a function of pH using 1H-13C HSQC-experiments. The experiment helps in determination of the
tautomeric state in the proteins four histidines. The histidine in the binding site is in tautomer ND1, another is in
tautomer NE2 and two are partly charged. Neutron diffraction studies at pH 7.5 confirms the NMR-studies.
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To the one who wants to read...

“We tend to fight the next war in the same way we fought the last one. We are
prisoners of our own experience. Many of the things that we learned that worked
in World War II were not applicable to the war in Vietnam.”

— Samuel V. Wilson!

! From the 18 hours TV-Documentary, The Vietnam War (2017), written by Geoffiey C. Ward
and directed by Ken Burns and Lynn Novick. The highly decorated general Samuel V. Wilson
(1923-2017) coined the word “counter-insurgency”, later known as COIN. In 2002, prior to
the invasion of Iraq, Wilson expressed concern that the United States might repeat its mistakes
from previous wars, now specifically referring to Vietnam.
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Popularvetenskaplig sammanfattning

Att proteiner har med livet att gora dr allmént kint, men exakt pa vilket sétt engagerar en
stor del av virldens naturvetenskapliga forskare. Doktorsavhandling studerar tva aspekter
av forhallandet “liv—proteiner”, ndmligen hur proteiner kommunicerar — sé kallad
molekyldr igenkdnning — och hur proteindynamik kan te sig. Dynamik, till exempel hur
en viss aminosyra i protein ror sig, eller hur proteinet forflyttas i sin helhet genom vitskan,
sammanlinkas ofta med funktion. Vidare dr dynamik en forutséttning for kommunikation
for det gar rimligtvis inte att kommunicera utan att nagot ror sig, typiskt ldppar eller hin-
der vid miansklig kommunikation.

Tvd proteiner — del av ett bakterieprotein och ett sockerbindande protein

Tva proteiner har studerats, galektin-3, ett sockerbindande protein, samt en domén av
protein G, som &r ett bakterieprotein som binder antikroppar. Forskning har bedrivits vid
Lunds Universitet under decennier pa dessa proteiner, sedan 70-talet for protein G.
Avhandlingen dr darmed bara en pusselbit i kartldggningen. Karaktiren pa forskningen
far anses vara sd pass allmidn — grundforskningskaraktir — att man kan hivda att
slutsatserna ar giltiga for i stort sett alla proteiner. Studierna pé galektin-3 &r emellertid
dven inriktade mot medicinsk tillimpning da likemedelsforetag involverats.

NMR-spektroskopi krdver flytande helium

Proteindynamiken har huvudsakligen studerats med NMR-spektroskopi. NMR star for
nuclear magnetic resonance, kirnmagnetisk resonans och for att forstd NMR-métningar
av proteindynamik maste vi kortfattat beskriva metoden.

NMR-experimentet inleds med att provet placeras i ett enormt starkt magnetfélt pa 10—
20 tesla, att jamfora med jordens magnetfilt som &r en miljon génger svagare (30—60
mikrotesla). For att uppna sa starka magnetfélt krdvs supraledning, som i sin tur kriaver
extremt lag temperatur ner mot absoluta nollpunkten (0 K, eller —273,15 °C). Dérfoér om-
sluts magneten av flytande helium med en temperatur kring 4 K. Helium &r en sinande
resurs och det dr av vikt att materialforskning uppfinner material som &r supraledande vid
hogre temperaturer.

Niér proteinprovet placeras i magneten skapas energinivaskillnader (s k Zeeman-effekt)
mellan spinnenergier i atomkarnan. Spinn &r en kvantmekanisk egenskap och liknelsen
sma roterande magnetiska dipoler, eller leksakssnurra brukar anvindas, men lika ofta
papekas att det inte finns nagot som verkligen korresponderar mot spinn i var “’klassiska
varld”. Max Plancks kvanthypotes sager i alla fall att spinnenerginivaskillnaden ska vara
proportionell mot frekvensen, och eftersom det ar sma skillnader (trots enorma
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magnetfilt) bestrdlas NMR-provet med lagfrekvent elektromagnetisk stralning, mer
precist radiovagor i intervallet 50-1000 MHz.

Halvtaligt spinn

Vite som &r den vanligaste atomen i biologisk materia, har en kirna som &r sérskilt rele-
vant for NMR eftersom 99,9% av allt vite har sa kallat halvtaligt kdrnspinn. Typen av
spinn, halv, hel, 3/2 o s v bestdims av sammansittningen av protoner och neutroner. Av
vikt i teorin kring halvtaligt spinn &r att det ger upphov till tva energinivéer.

Andra viktiga biomolekylatomer é&r kol (C), kvdve (N) och syre (O) men bara C och N
har isotoper med halvtaligt kdrnspinn. 13C- och 15N-isotoperna har emellertid bara ca
1% naturlig forekomst. Genom att mata bakterier som producerar galektin och protein G
doménen med néiringsdmnen inmédrkta med 100% 13C och 100% 15N erhélles néstan
100% NMR-aktiva kol- och kvévekdrmor i proteinerna. Metoden for framstéllning av
isotopinmérkta proteiner uppstod pa 90-talet och har revolutionerat proteinforskningen.

Resonanseffekt och kemiskt skift

Magnetfiltet skapar saledes en polarisering, tvd energinivaer for atomkdrnorna i
proteinet, och nu kommer vi till en viktig del av experimentet for vid bestralning med en
radiovéigfrekvens motsvarande spinnenerginivaskillnaden (kvanthypotesen) uppstar
resonansfenomenet som gett NMR-metoden dess namn. Observera att radiovag-
amplituden inte behdver vara stor for att resonansfenomenet ska uppsta, det viktiga ar
frekvensen. Innebdrden av resonans dr just detta, en slags synkronisering av frekvenser,
eller "timing”. Nér radiosignalen stangs av fortsétter kirnspinnen sénda samma frekvens,
som klingar av under loppet av cirka en sekund. Mer korrekt beskrivet dr att kdrnspinnen
sander ut aningen olika frekvens, som séllan skiljer mer &n 100 Hz. Skillnaden forklaras
av att spinnfrekvensen beror pa den kemiska strukturen, elektrontdtheten kring atomen.
Just att frekvensen som méts dr nagot skild frén den frekvens som bestréalar provet ar
komplicerat och inte nagot vi gér in pa i en kort text, men den lilla skillnaden kallas
kemiskt skift eftersom det har med “kemin” att gora. Fysiker kom pa namnet, méjligen da
de inte forstod fenomenet. Tack vare kemiska skiftet har molekyler unika spektra. I
synnerhet stora molekyler som proteiner har remarkabelt unika spektra.

Proteindynamik mdts med kdrnspinnrelaxation

Signalens avklingning anses vara komplicerad att forsta dn skapandet och kréver en nagot
langre utldggning. NMR-spinnrelaxation ér bendmningen pa avklingningsfenomenet som
i en mening ar begripligt eftersom det dr en atergang till jamvikt. Relaxationen &r den
mitbara storhet som ger information om proteindynamik pé atomniva. Avklingning pa
cirka en sekund kan 14ta snabbt men i atomernas varld ar det en ansenlig tidsrymd. Skélet
att det gar langsamt ar att NMR-metoden inte medger spontan eller stimulerad relaxation
fran exciterat till grundtillstand, vilket dr regeln for t ex optisk spektroskopi. Einstein
beskrev detta och forenklat beror avsaknad av den sortens relaxation inom NMR pa
radiovdgornas ldga frekvens. Nej, det som relaxerar kdrnspinnen dr egeninducerade
radiofrekvenser, av samma storleksordning som skapade signalen. Dessa uppstar nir
karnspinnen, som alltsa kan ses som smé magnetiska dipoler och foljaktligen ocksé har
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ett magnetfélt, kommer nira varandra. Dipol-dipol-magnetfélten interagerar stokastiskt,
eller slumpmissigt. Aven hir kommer Einsteins teorier in eftersom han forst forklarade
brownsk rorelse vilken kan ségas beskriva rotationsdiffusionen som leder till dipol-dipol-
fluktuationerna. Rotationsdiffusion kan liknas vid en plastboll som guppar i en bassing,
sma slumpmaéssiga “’storningar” far bollen, sett Gver langre tid, att rotera flera varv, i alla
riktningar.

Alltsa, det bor nu gé att forestilla sig att proteinstorlek har betydelse for fordelningen av
frekvenser som rotationsdiffusionen, via dipol-dipol-fluktuationen, ger upphov till och
déd dr vi nira metodens essens eftersom det uppenbarligen finns samband mellan
kérnspinnrelaxation och proteiners dynamik. Ett annat ord for frekvensfordelning ar
spektraltithet och relaxationskonstanter kan matematiskt skrivas som en serie av
spektraltitheter. Aterigen har “timing” betydelse, for det rikar vara si att givet ett
magnetfilt (och dessa varierar mellan magneter) sa dr det bara en viss protein-storlek som
skapar maximal relaxation. Detta illustreras i avhandlingen men ér ett vélként faktum.

Resultat

En mer ingdende beskrivning, i franvaro av matematik, om kérnspinnrelaxation bor nog
inte goras i en forenklad sammanfattning. Jo en sak bor tilliggas, metoden dr enormt
kraftfull, och avhandlingen kan faktiskt visa pa unika resultat. Till exempel har vi
bestidmt, pa atomniva, hur olika delar av galektin, sarskilt de néra bindningsfickan, ror sig
vid smé dndringar av sockerarten. Detta astadkoms genom att lata galektin binda till tre
snarlika sockerarter och studera dynamikskillnader som da uppstir. Kéarnspinn-
relaxationen har dven mdjliggjort bestimning av hastighetskonstanter for vétejoner som
hoppar av och pa aminosyror i protein G-doménen. Det &r en ny upptéckt och av visst
virde for teoretisk modellering av proteindynamik. I framtiden kommer antagligen
datorsimuleringar dominera proteindynamik-féltet, men experiment behdvs likvil. For
inte vill vil folk ta likemedel som enbart simulerats fram?

Dynamik ldnkas till entropi och termodynamik

Vi har hér beskrivit NMR-metoden och dess tillimpning péa proteinforskning, men
grunden for all fysikalisk kemi dr termodynamik, om vilken Albert Einstein sagt ungefar
(en tredje och sista Einstein-referens): ”Den klassiska termodynamiken &r den enda
fysikaliska teorin vilken jag &r overtygad om att inte kommer kullkastas”. Proteiners
dynamik kan relateras till frihetsgrader och detta begrepp dr sammanlénkat med det
kanske viktigaste begreppet inom termodynamiken — entropin (enhet: energi/temperatur).
Fler frihetsgrader i ett system okar entropin och den fotala entropin stravar alltid efter ett
maximum vid varje kemisk reaktion, foljaktligen i alla livsprocesser. Som en motpol till
entropin finns energin, det som upprétthaller ordningen genom att binda atomer samman
och skapa strukturer. Dualismen entropi—energi ar fundamental inom termodynamiken.

Sammanfattningsvis, avhandlingens specifika bidrag ar en dkad forstaelse om proteiners
dynamik, kommunikation och funktion, men det finns dven ett allmdnt bidrag, av manga
beddmare nog betraktat som forsvinnande litet men likval inte noll, ndmligen ett bidrag
som skapar aningen mer ordning och forstéelse av begreppen energi och entropi.
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Preface

Everything must come to an end. Some say the circle never ends. One day might come
though, when nothing exists, and even the idea of the circle is gone. What we know for
sure is that this small book marks the end of my doctoral studies, which I have enjoyed,
for many reasons.

The book/thesis describes different ways to use nuclear spin relaxation measurements to
get information about protein function and structure. It also describes the method
isothermal titration calorimetry which gives you thermodynamic information from
chemical reactions. These two methods have been used with the specific aim to
characterize two (already quite well-studied) proteins, galectin-3 and the B1 domain of
bacterial protein G. A general aim of my research and thesis can be described as —
contribute with knowledge about biophysical processes in proteins. The following 60+
pages serve to introduce the research, explain the underlying theory, and provide cross-
reference to the research papers which are the actual research contribution.

The supposed reader is a doctoral student in the same or a similar field, or anyone with
interests in the topics. I should not deny that the outline is based on my interests, but the
goal has been to put the research into a broader context. The reader judge if this
succeeded. Three chapters are presented.

Thermodynamics is of the greatest relevance for a physical chemist. Some consider
thermodynamics a supreme ideology in science, one of few that will exist forever: “the
doctrine of energy and entropy” (Miiller, 2007). It is acknowledged that a thorough
understanding and description of biomolecular processes is not possible without
involving thermodynamic concepts, such as free energy landscapes.

Nuclear Magnetic Resonance is the main experimental method during my doctoral
studies. A very fascinating and versatile human invention discovered about 70 years ago
which likely will persist as an analytical tool in chemistry the next 70 years.

Proteins are the models I have studied; without them I would have looked into a solution
of water and salt. Structural biology is the research field that examines proteins (and other
biological macromolecules) on atomic resolution and it contains some of the most
exciting, as well as most complex stories in science. The fantasy of Nature seems to be
endless. Molecular recognition, used in the thesis title, is a subdiscipline in structural
biology and it is related to protein communication. Communication is always difficult.

These chapters can all be covered by the umbrella called biophysical chemistry, a subject
that seems to cover so much of the collected human knowledge.

If you continue from here, I hope you find something interesting. If the topic does not
seem to be fun, maybe you can give the back cover a few seconds? What do you see?
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Thermodynamics

The terminology and concepts of thermodynamics are outlined in the context of
biochemistry and the goal is to present it in a simple shape, based on how it has been
taught the last 120 years. The thermodynamics related to protein chemistry is highlighted,
e.g. protein—ligand interaction. Attention is given to the concept of entropy, due to its
close connection to dynamics.

Two thermodynamic relationships particularly important for the thesis are the following:
1) AG®° = RT In K, where AG® is the standard state Gibbs free energy of binding, K,; the
equilibrium dissociation constant and R the gas constant (8.314 JmolK™).
ii) AS = R ¥ In[(1 — S2,)/(1 — S2,)] explain how the squared NMR order parameters
S2, for N number of residues can be treated as messengers of the conformational entropy
difference (AS) between two protein states A and B. Isothermal titration calorimetry
(ITC), a technique which directly gives thermodynamic information, is presented in this
section and it makes use of equation 1).

The main references for this chapter are physical chemistry textbooks (Chandler, 1987;
Atkins and De Paula, 2006, 2010) and course material (Halle, 2016).

Internal energy and enthalpy

The internal energy E, of a system is the total kinetic and potential energy stored in all
molecules in the system. Everything outside the system is called the surrounding. The
system and the surrounding are sometimes referred to as the total system. E changes either
by transfer of heat q, or work w:

AE=w+gq €))

and the system cannot recognize any difference between heat and work. Heat is defined
as positive if added to the system and work is positive if it is done on the system, i.e.
opposite to the displacement in case of expansion work. The internal energy is a state
function meaning that a change in its value is independent of the path between the two
states. The infinitesimal change of a state function is an exact differential’. The
equation can also be written AE = dw + 8q where § indicates inexact differentials. “For

2 The line integral of an exact differential depends only on the endpoints of the path, but the line
integral of an inexact differential depends on the path.



an isolated system the internal energy is a constant”, this is one version of the first law of
thermodynamics.’

Assuming the system volume to be constant (an isochoric system), we have AE =
qy where subscript V' means constant volume. Heat capacity, C = q/AT, where AT is
change in temperature, is then defined as:

_AE
AT
This is the isochoric heat capacity. Since most chemistry and especially the experiments

related to this thesis, are assumed being done under constant pressure rather than constant
volume, there is a need for reshaping of the concepts, and the enthalpy* H is defined:

Cy 2

H=E+pV 3)

where p is pressure. Studying changes in enthalpy, we get:

AH = AE + pAV  (const.p) 4

The enthalpy is derived from three state functions E,p and V; hence enthalpy is also a
state function, and at constant pressure and when no work is done, we have:

AH = q, %)

If AH > 0 we call the reaction endothermic, and the reverse AH < 0 is called an exothermic
reaction. ITC-experiments referred to in papers III and IV show exothermic reactions.
The isobaric heat capacity is defined as:

AH
C, = AT
Since most processes in biochemistry occur in liquids, the volume changes are very small,
and we can assume AH =~ AE.

(6)

Strength of chemical bonds and protein folding

A chemical bond can be characterized by measuring its bond enthalpies, which can be
thought of as the strength of the bond. Enthalpy changes related to strong covalent bonds
(~300-1000 kJ/mol) rarely occur in biochemistry but protein—ligand interactions and the
molecular recognition processes involve breaking and making of non-covalent bonds.
The energy range for non-covalent bonds range from J/mol for very weak van der Waals
interactions, up to ~200 kJ/mol for strong hydrogen bonds (van Holde, Johnson and Ho,
2006, Miiller, Faeh and Diederich, 2007; CRC Handbook of Chemistry and Physics,
2018). The interaction strength can be compared with the proposed difference between a
native and denatured globular protein under physiological conditions, also called the
conformational stability (relates to AG of the folding process, AG will soon be introduced)

3 The first formulation of equivalence of heat and work is ascribed to Benjamin Thompson (Count
Rumford) in 1798 (Glasstone, 1947).

4 The word enthalpy means ‘heat inside’ in Greek, an old term is Gibbs heat function.



which is 21-63 kJ/mol (Pace, 1990). This must be considered a small value in comparison
with the total potential energy of the thousands of covalent and non-covalent bonds in
proteins. This delicate balance between folded and unfolded state is a fascinating
consequence of the evolution.

As an example, the B1 domain of protein G (PGB1), studied in papers I and 11, has a quite
low conformational stability but considered being a stable protein due to its considerably
high melting temperature (see coming section ‘Protein GB1”). Reasonable is to believe
that the native state represent a local energy minima (“kinetic protein folding hypothesis™)
and not a global minima (“thermodynamic folding hypothesis” (Wetlaufer, 1973; Schulz
and Schirmer, 1979). Many folding processes are also found to involve intermediate states
(Low et al., 2008). Protein stability is also governed by solvent interactions, usually
referred to as hydration-effect.

The ability to fine-tune biological processes, so that specific, but transient binding can be
accomplished, has been important for survival of the organism. Conserved protein
structures have not been an advantage. Protein evolution is indeed very interesting but
not the main topic of this thesis.

Entropy

The concept of entropy is complicated, but still one should be able to explain it3,
especially since it is mentioned about 130 times in paper III. One short description could
be: “Matter and energy tend to disperse”. Thermodynamic concepts can be seen from
macroscopic as well as molecular perspective and the macroscopic interpretation of
entropy can be traced to Rudolf Clausius who in 1865 explained that entropy
maximization is the ultimate goal of the physical universe (Leiter and Leiter, 2003). This
continuous increase in total entropy is the driving force behind spontaneous changes.

“The more disorder® the higher entropy”, is often used to explain entropy, making it
logical that entropy for a pure substance increases in order: solid — liquid — gas.
Considering that there is an increase in ‘degrees of freedom’ accompanied with an
increase in entropy may aid understanding. Entropic penalty in the context of protein—
ligand binding refers to a loss in mobility for either ligand, protein or solvent, which
reduces the affinity.

The entropy concept is even used outside of thermodynamics. In information theory it is
‘missing information’ or ‘uncertainty’. These thoughts were developed by Claude E.
Shannon (“Mathematical theory of communication”, 1948) and Edwin T. Jaynes. He
preferred to see statistical thermodynamics as an inferential method and developed the

5 «...one of the most subtle concepts of theoretical physics, or natural philosophy...” (Miiller,
2007); “Entropy is one of those scientific technical terms, like relativity, the uncertainty
principle, evolution, more recently chaos, that have from time to time captured the literary
imagination.” (Taylor, 2001)

¢ Arieh Ben-Naim has long argued for abandoning the description of entropy as degree of disorder
(Ben-Naim, 2011). Atkins to some extent supports this (Atkins and De Paula, 2006), p 81.



maximum entropy principle for this purpose. “The expression of entropy has a deeper
meaning, quite independent of thermodynamics* (Jaynes, 1957).

Change of entropy

Along any reversible path there exists an integrating factor T, leading to that dS becomes
an exact differential:

— SQrev

ds T

()

Remember §q,.,,, refers to an inexact differential. By integration along a path we get that
the change in entropy of the system, going from state A to B is AS = ff 6qre, /T, Where

T refers to temperature of the surrounding. The subscript rev means the reaction is
reversible, which means there is chemical equilibrium during the reaction. For other

processes, so-called irreversible, we have AS > ff 6q/T.

There are usually two kinds of entropy changes, i) when temperature is changing, ii) phase
transitions. The first is described dq,..,, = C - dT, where C can be either the isochoric (2)
or isobaric (6) heat capacity (and we assume C is independent of temperature) and by this
(7) can be rewritten as:

AS ?cdr Cln 2 (8)
— — n —
LT T,

A higher final temperature (Tj) results in a positive AS. These entropy changes are of
interest in biochemistry but are not studied specifically in this thesis.

We focus on ii), AS upon phase transitions. Phase transitions can be used to explain
protein folding, since the folding process involves a disorder <> order transition (Schulz
and Schirmer, 1979). Melting of ice is a well-known phase transition. Other examples are
the ferromagnetic Ising spin systems (Chandler, 1987), droplet and micelle formation.
Symmetry arguments can describe phase transitions; symmetry is a discontinuous
variable and can only be changed in stepwise fashion.

How do we calculate entropies for (phase) transitions? We start with (7) and look at
changes in the surrounding:

ASg,, = % ©)

The heat here is assumed to arise solely form changes inside the system, i.e. the system
loses heat q, and we set —q = q,,,, we get AS,,, = —q/T. The surrounding has constant
pressure, and we can make the identification g = AH via (6). We then write:

ASgy = —— (10)



H, U and S without subscripts always refer to the system. Appropriate positioning of the
system borders is not trivial.

We are now able to comment on the distinction between work and heat and how they are
appreciated by the surrounding. Work necessarily leads to a translational, ordered motion
of molecules, while transfer of heat stimulates random motions. The intimate relationship
to randomness is one reason entropy often seems abstract.

Gibbs free energy and chemical equilibrium

It is problematic for the chemist that entropy of both the system and the surrounding are
changing, since it is difficult to control events in the surrounding. By using (10) and the
fact the total change of entropy (which we know has to increase) is the sum of the entropy
changes in the system and in the surrounding:

AH
ASior = AS + ASgyy = AS === >0 (11)

at constant T and p. By defining a new state function, Gibbs free energy, G = H — TS,
(henceforth we shorten it Gibbs energy). We multiply (11) with —T to get:

AH —TAS < 0
< (12)
AG <0

In (12) AH is a measure of the average potential energy between molecules, and TAS is a
measure of the correlation between molecules.

From (11) and (12) we also get AG = —TAS;,;. So, the requirement for a spontaneous
process to have an increase in total entropy (always true), can be restated as, there must
be a decrease in Gibbs energy (under constant T and p). An advantage with (12) is that
the system only, without involving the surrounding, provides all information to determine
if the process is spontaneous. Of importance when studying protein interaction is to
remember that changes in fotal entropy drive the reaction.

The reaction Gibbs free energy and the equilibrium constant

The Gibbs energy is extremely useful due to the connection with the equilibrium constant

of a reaction. To explain this we invent the reaction Gibbs energy A,.G, used for studying

changes of the molar Gibbs energy, i.e. the change of chemical potential p; =

(66 /on; _during the course of a reaction. Subscript refers to species j, the reaction
j

coordinate & (units of mole) refers to extent (0-100%) of the reaction. Differential
changes in the reaction, with stochiometric numbers v; is studied. v; is negative for
reactants and positive for products and we have dn; = v;d¢. Using this we write the

differential form of Gibbs energy as:

>p,T.ni¢



dG = VdP — SdT + Z wdn; = (Z vjuj) d¢ (13)
j j

for constant T and p. We define the reaction Gibbs energy as

86 =(5) =D v (14

0¢ oT
Next, we use another (sic) definition of the chemical potential for an ideal solution:
tj =4 +RTIng; (15)

Where u}’ is the standard chemical potential, the chemical potential of pure substances j
at IM and q; is the activity’, which in solutions are concentration of j divided by 1M to
remove units in the natural logarithm. We substitute this into (14):

AGzz v-u‘-’+RTZ In(a’
r jJJ j (1)
v

(16)
= A6+ RTlnl_[ a’
j
The product []; a;./j is commonly known as the reaction quotient Q.
A.G=A.G°+RTInQ a7

At chemical equilibrium the change of Gibbs energy during the reaction should be zero,
since the reaction does not go. The left side of (17) will become zero, and we substitute
Q for the equilibrium constant K :

A,G° = —RTInK (18)

EXAMPLE: Study of mixing to better understand entropy

Reactions for which A,.G° < 0 are called endergonic and (18) is of great interest for
papers III and IV. We analyse this in more detail, by using an example from a review
covering protein—ligand interactions (Homans, 2007). In the review, the case of mixing

Kmix . .
of two substances A and B is studied: A < B, with K,,;;,, = [A]/|B]. The Gibbs energy
for the mixing reaction:

A,.G = RT{x,Inx, + x5 Inxz} 19)

x4 and xg are mole fraction of A and B, we have x, = 1 — x5. The free energy of the
system will contain another part, xz AG° defining the mole fraction of the pure parts of A
and B. We sum these and get:

"With y; as the activity coefficient and x; the molar ratio we have the activity a; = y;x;.
Also a; — xjandy; > 1as x; —0



A,.G = x5A,G° + RT{(1 — x5) In(1 — x5) + x5 Inxz} (20)

A,.G is shown in Figure | as a blue line. The non-mixing and mixing contributions are
indicated. Using derivatives of (20), the equilibrium point is given as:

dA.G
0= =A.G°+ RT{—In(1 — x5) + Inxz}
Xp
=A.G°+ RT In
1-— XB

The logarithm contains K,,;,, hence we have (18). Combining (12) and (18) gives the
relationship used in all of the ITC-experiments:

AH°—TA,S° = —RTInK, 22)

Often the superscripts ° are dropped for convenience, as well as the subscript r after 4.

G —>f-..
A, G (mixing)
)
=
3)
=
3)
o “..ArG (without mixing)
&
17
R
=
&}
Ge
A,G(tot) = 0 © equilibrium
T T T T
0 0.2 0.4 0.6 0.8 1

Mole fraction of B

Figure 1. Entropy of mixing and chemical equilibrium. Blue line shows the change of Gibbs energy over the
reaction for the ideal solution of two mixing substances A and B. “Mole fraction of B” on x-axis could as well be
labelled “¢” for reaction coordinate. The dotted red line shows if mixing would not be considered, the yellow dash-
dotted line shows the mixing. The equilibrium point is given by the equilibrium constant K for the reaction.

For protein—ligand interaction, the association constant K|, is typically substituted for the
dissociation constant K; = 1/K,, adjusting the equation for determining equilibrium
constants with ITC to: 4,H° — TA,5° = RT In K.

Protein—ligand interactions

The thermodynamics will be applied on a simple model — a protein (P) with a single
binding site interacts with a ligand (L) to form a complexed protein (PL):



P+L=PL

The ligand can be anything, except the solvent, that binds to the protein, an ion, a small
molecule, a hydrogen atom, or a protein. The terminology implies that the receptor
molecule is larger than the ligand molecule. Chemical equilibrium is described with:

AG° =RTInkK,; K,= % 23)

The lower the Kj;-concentration, the higher the affinity. More insights into the
dissociation constant is given by making use of the concept of saturation, defined (for the
one-binding site) as 0 < 6 = [PL]/([P] + [PL]) < 1. € can be rearranged:

[L]

ket

24)

[L] refers to free ligand concentraion, and the total ligand concentration is [L];,; = [L] +
[PL]. Using these concepts, we plot the respective concentrations. 8 = 0.5 means [L] =
K, (Figure 2).

Conc (M) «10°®

0 1 2 3 4
Conc (M) x107*

Figure 2 Calculation of saturation curves for a single-site binding equilibrium: P + L = PL. 6 = 0.5 (50%
saturation). The zoom-in picture is identical to a free ligand concentration [L] = K4. The ligands are given the same
Ka (and colours) as for the three Gal3C complexes in paper Ill. Dotted line is [L] and full line is [L]ot.

Huge efforts are made within the scientific community to understand protein—ligand
interactions and their decomposition into enthalpic and entropic components (Perozzo,
Folkers and Scapozza, 2004; Fox et al., 2018). Typically to achieve this is to make a
series of homologous ligands (as in papers III and IV) — with small variation between
them — or make small adjustment on the proteins by mutations (not done in the thesis)
and study AAG®°, AAH® and TAAS®. In ligand-binding the debated concept of enthalpy-
entropy compensation refers to AAH°~TAAS® resulting in no net change in binding
affinity (Chodera and Mobley, 2013). Indication of this is found in papers III and V.



A structure-thermodynamic database, SCORPIO (Olsson et al., 2008), built from
hundreds of ITC-experiments on protein—ligand interaction reveals that the AH® provides
the largest favourable contribution to binding. However, the database also reveals that
apolar surface area burial, seen as an entropic effect, is the feature most correlated with
AG°.

Partitioning of the entropic contributions to binding
We dissect the binding free energy (22) as (Wand and Sharp, 2018):

AG = AH —TAS (25)
=AH — T{ASconf,P + Asconf,L + ASg) + 45, + Asother}

The AH consists of interactions described in section *

Electrostatic interactions’ and is considered straightforward to investigate, though not
saying it is a simple task. Paper V gives a detailed description of hydrogen bond patterns
for Gal3C-ligand interactions.

The separation of the binding entropy is generally seen as a greater challenge, and the
partitioning makes clear that the NMR-experiments (papers II and III) can only measure
a (probably quite small) fraction of AS. NMR order parameters determine AS ., ¢p, the
conformational entropy changes upon binding for the protein. AS ¢ 1s the
corresponding term for the ligand, and is not determined by NMR in this thesis but by
collaborators performing molecular dynamics (MD) simulations (Ignjatovic, 2019). AS,,,;
relates to changes of degrees of freedom for the water molecules attached to L and P
before binding. Desolvation is the process whereby water molecules bound to the proteins
are released. This is studied by collaborators performing MD simulations (paper III) and
neutron crystallography (paper V). 4S,_; relates to rotational and translation degrees of
freedom for L and P before binding, and finally A4S, ,e, is unknown contribution. The
partitioning of entropy as in (25) is one example of many possible ways to partition. (Fox
et al., 2018) presents another example.

Complex binding and cooperativity

Nature shows more complex examples than single site binding. Multiple binding sites are
common (Ma et al., 2002; Bellelli and Carey, 2017) and there can be allosteric effects,
i.e. transfer of signal to remote sites on the protein upon contact with ligand. Cooperativity
refers to communication between different binding sites (for the same ligand) at the
protein. Positive cooperativity means binding at one site increases the affinity at another,
negative means that binding at one site decreases affinity at another.

The first studies of cooperativity are attributed to A. V. Hill® who in 1913 analysed how
gases of Oz2 and CO bind to the protein haemoglobin. Hill could not explain binding curves

8 The Englishman Archibald Vivian Hill (1886-1977) received a Nobel Prize in physiology, "for
his discovery relating to the production of heat in the muscle". During the studies prior to the
prize he used an instrument, “the Blix’s apparatus for thermosensory stimulation” developed



due to the effect of salt and CO2 (Hill, 1913) and included an exponent ny (later named
Hill-coefficient) to (24):

o
o= K v

Ifny > 1 we call it positive binding cooperativity, and ny < 1 refers to negative binding
cooperativity. Hill’s conclusion reveals his ambiguity: “It is shown here that the theory
[using ny] is capable of including all the known facts in relation to CO- and O»-
dissociation curves” (Hill, 1913). ny is an ad hoc assistant, used since it works and this
is how it is applied in paper L.

(26)

pH-titration of acidic side chains

An example of protein—ligand interaction involving a proton as a ligand, is the acid-base
reaction for titratable side chains. In paper I, glutamic acid (Glu) and aspartic acid (Asp)
are titrated to study this equilibrium. In Paper V we titrate histidine (His). The titrations
involve pH-adjustment while at the same time record the NMR chemical shifts.

Knowledge of protonation/deprotonation processes is essential for understanding protein
function and theoretical chemists depend critically on knowledge of the overall protein
charge for their simulations. For example, a theoretical investigation uses the information
about protonation rates to understand protein folding rates processes. The rate of folding
depends on the protonation state of some residues, and the proton-transfer is then a rate-
limiting factor (Mizukami, Sakuma and Maki, 2016).

The acid-base equilibrium is written:

Kq
HASHY + A- 27

ay+ - ay-  [HY][AT]
Aya [HA]
Second equal sign assumes ideal dilute solutions. For an acidic, negatively charged amino

acid, we redefine the saturation explained by (26) as the fraction of charge by using the
definitions pK, = —log;, K, and pH = —log,o[H"]:

K, = (28)

1
Oa= = T3 Tommtka—sm

(29)

Figure 3 plots —8,- vs pH with varying ny (the ratio is identical to the charge).

by prof. Magnus Blix at Lund University (Norrsell, 2000). The instrument measured heat from
contracting muscles. Blix also conducted studies on why humans cannot fly.
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Figure 3. Charge of an amino acid with pKa=5 as a function of pH. Blue line represents a non-cooperative case
(nu = 1), red dotted line is positive cooperativity (n1 > 1) and yellow dashed line is negative cooperativity (nn < 1).

Equation (29) is a modified Henderson-Hasselbalch equation and a physicochemical
interpretation of the Hill-coefficient is as a measure of the reduction of the charge—charge
interaction due to salt screening (Lindman et al., 2006).

NMR is the most suitable method for determination of pK,-values in a solution. However
it is important that the nuclear spins are close to the titrating site (Nielsen, 2008). This
recommendation was followed in paper I, but was more complicated to apply in titration
studies of histidine in paper V. Since protonation events occur in the so-called fast
chemical exchange regime (explained in the NMR-chapter) the observed chemical shift
S,ps 18 the population averaged shift:

Bops = 8a=04= + Sa(1 — 04-) (30)

Titration of Histidine side chains

Histidine is a sophisticated amino acid and plays a critical role in the function of numerous
proteins, much due to the pK,-values of the imidazole ring, which are close to
physiological pH. Because of this, histidine can be both an acid and a base at
physiological conditions, making it an ideal switch or gatekeeper (Pelton et al., 1993).
Histidine is assumed to be involved in ~50% of all protein active sites (Hansen and Kay,
2014). Also, the 'H chemical shift of histidine proton C2 made it suitable for NMR
titration studies since it is far apart (> 8 ppm) from the other, hence well resolved’.
(Bradbury and Scheraga, 1966; Markley, 1975). Paper V study the histidines in Gal3C to
determine the protonation state.

° Could it be that Nature wants to give the scientists “easy access” to certain interesting objects?
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Non-covalent interactions in proteins

Molecular recognition is typically a non-covalent event where the interacting molecules
form a complex without creating covalent bond. Chemical bonding in proteins are
ultimately explained by quantum mechanical calculations, which provide the theoretical
chemist with a complete thermodynamic state of the protein. The experimental methods
used in the thesis — NMR and ITC — usually do not measure and quantify individual bond
energies but give qualitative measure of aggregate values of bond energies.

As mentioned in section ‘Strength of chemical bonds and protein folding’, chemists still
struggle to understand the specific contributions from weak interactions to protein
stability and protein folding. Ferreira de Freitas and Schapira investigated 11000 PDB-
structures of ligand—proteins complexes, representing ca 750000 protein-ligand atomic
interactions, in search for common structural pattern (Ferreira de Freitas and Schapira,
2017). Their aim was to improve understanding of how to optimize drug design. They
found seven common interactions in their data: i) hydrophobic contacts (loosely defined
as apolar---apolar interactions), ii) hydrogen bonds, iii) n-stacking, iv) weak long-range
hydrogen bonds, v) salt bridge, vi) amide n-stacking between the backbone amides and
aromatic rings of ligands, and vii) cation—= interactions. We only describe some of these
in more detail. A comprehensive description of the non-covalent interactions is given in
the main resources used for this section (van Holde, Johnson and Ho, 2006; Halle, 2016).

Electrostatic interactions

The electrostatic interactions can be either intra- or intermolecular, they depend on
distance and on the polarizability, expressed as a permittivity €, which is a measure of the
degree to which the material is permeated by the electric field in which it is immersed.
Coulomb’s law gives the electric potential between to charges Z and z. Ey = Zze? /4mer.
The permittivity is expressed in terms of multiples € = €,.€,, where €, = 8.854 X
107%2C2J7Ym™! and is called vacuum permittivity, and €, is the relative permittivity
(preferred name before the formerly used dielectric constant). r is the separation of the
atomic centres.

Dipole-dipole interactions depends on slight separation of the charge distributions, giving
rise to regions of §+ and §— in the atom, and we call this a dipole moment. We describe
it: Eq_q = (M4, 43) /13, where p; and p, are the two interacting dipole moments and r
is the separation between them. The most important dipole—dipole interaction in biology
is the hydrogen bond, involving H and an electronegative atom, primarily O and N.
Because of its importance it is considered being an interaction type of its own.

The van der Waals interaction'® is an induced dipole—dipole interaction that occur
between atoms without a permanent dipole moment due to fluctuating electric dipoles.
The attraction — also called dispersion attraction or London dispersion force — appears
because atom-1 causes tiny imbalance in charge distribution of atom-2, and is described

10 Johannes Diderik van der Waals (1837-1923). Dutch scientist who received the Nobel Prize in
Physics in 1910 for his equations of states for gases and liquids.
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Eyqwater. = —A/7, where A is derived from quantum mechanical variables, r is the
separation between the centres of the atoms. Adding a repulsive part — a hard sphere
approximation — finally leads to a combined van der Waals interaction potential: E, gy =
—A/r® + B/r'?, where power of 12 is an empirical estimate. The minimum gives the van
der Waals radius ryqw, or the distance between atoms. In biological matter ry,qyy is
estimated to be 1 A for aromatic H; 1.2 A for aliphatic H; 1.5, 1.6 and 1.7 A for O, N and
C respectively. The van der Waals radii of bound halogen atoms to a primary alkyl are
1.4,1.7,1.8 and 2.0 A for F, Cl, Br and I respectively (Bondi, 1964), of the Halogen bond
described in Paper IV. The van der Waals interactions are omnipresent in protein
solutions and exist even between hydrophobic molecules and water (Chandler, 2005).

Hydrogen bonds

As mentioned, the hydrogen bond (HB) is an electrostatic interaction but given a section
of its own due to its importance. Already 70 years ago it became evident it was a main
stabilizer in the secondary structures of helices and sheets in proteins (Pauling, Corey and
Branson, 1951). No person is attributed to the discovery of the mechanism.

How come it is so important? A general answer would be that hydrogen is by far the most
abundant element in the universe. Also, water is built from two hydrogens and one oxygen
and in principle all biology is related to the water medium!!.

A HB is an interaction between a polarized donor (D—H) and a polarized non-bonding
orbital in an acceptor A. When the difference in electronegativity between D and H is so
large that H remains unshielded the HB can form (Jeffrey, 1997). The proteins are often
carrying the donor atom in protein—ligand interactions. The N-H---O is the most common
HB in proteins and the most common acceptors is glycine. The most common donors are
glycine and aspartic acid (Ferreira de Freitas and Schapira, 2017). The B-sheets and a-
helices are formed by intramolecular N-H---O=C interactions in the backbone between
the amide hydrogens and carbonyl oxygens by nearby residues, this formation increases
the -bond character of the peptide C—N bond. “All potential HB donors and acceptors in
proteins are satisfied a significant fraction of the time, either by intramolecular HBs or by
HBs to solvent water.” (Fleming and Rose, 2005).

There are intra-residue HBs between the amide protons and carbonyl oxygens of the same
residue (Newberry and Raines, 2016). HBs in the side chains govern biological functions
by gating mechanism and molecular recognition (Fersht, 1987; Bondar and White, 2012).

Paper I shows how HBs are involved in determination of pK, of acidic side chains, and
paper V is a systematic analysis of HB-network in galectin-complexes using neutron
crystallography, which is a method especially suitable for studies of HBs since the H is
localised directly and not inferred by other atoms as in X-ray crystallography.

T One should not be too afraid of sometimes recapitulating facts (almost) every person knows.
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Hydrophobic interaction and hydration

The HB partly explains the fascinating hydrophobic interaction observed when oily (non-
polar) molecules are mixed into water. Walter Kauzmann first realized its significance in
the 1950s when he hypothesized: “The hydrophobic bond is probably one of the more
important factors involved in stabilizing the folded configuration in many native proteins”
(Kauzmann, 1959). ‘Interaction’ or ‘effect’ is preferred before Kauzmann’s ‘bond’.

Theoretical studies clarified the mechanism and made a distinction between adding small
and large non-polar solutes to water (Chandler, 2005). With small solutes, the water
cavity of radius R does not disrupt the HB network of water molecules — the hydration
layer — to large extent and as a consequence a cavity volume dependence of the Gibbs
energy of solvation (4G,,) appears, and we have AGg, « R3. Small refers to R < 10 A.
On the contrary, for large solutes or large cavity creation, the HB network necessarily is
destroyed and an interface between the non-polar molecules and water molecules appears
with the consequence of a solvated surface dependence of Gibbs energy of solvation:
AGg, < R?. The point, i.e. radius R, where the R3-dependence — R?-dependence is
where the AGg, for the complex is lower than AGg, for the individual components
(Homans, 2007). This is the driving force of the hydrophobic effect.

In the context of protein—ligand interactions, a frequent hydrophobic interaction is when
an aliphatic carbon in the protein and an aromatic carbon in the ligand connect to
minimize the water accessible surface. This we find in Paper III where an alanine connects
to the aromatic ring of the ligand.

Halogen bonds

A recently discovered non-covalent interactions is the halogen bond (Auffinger et al.,
2004), but an “ancestor” was discovered by Hassel already 50 years ago (Hassel, 1970).

Halogen bond, as it is used here, refers to a non-covalent directional C—X---Y interaction
with X=Cl, Br, I and Y=O, N, S. The three heavier halogens adapt the s*pZpip;
configuration, where the z-axis is along the C—X bond. The three unshared electron pairs
cluster around the X, but the outermost region becomes positive when one of the X
valence electrons is pulled into the o-bond. This anisotropic distribution of electron
density around X results in a “polar flattening” or a o-hole (Clark et al., 2007). The
interaction is linear in the direction of the C—X bond. The bonding nucleophile is an
electron-rich O, N or S, most often an oxygen atom (Paulini, Miiller and Diederich, 2005;
Scholfield et al., 2017). F cannot form halogen bonds due to its higher electronegativity
and lack of polarizability.

Paper IV is a combined ITC, NMR, X-ray, and computational study of a series of ligands
forming halogen bonds.
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Thermodynamic fingerprints of protein—ligand
interactions using ITC

Calorimetry is a very old technique for measuring heat in a scientific manner and has been
used for more than 200 years.'> Modern microcalorimeters can titrate volumes of ~1-5
pL into cell volumes ~200 pL to monitor the interactions in the biomolecules.

The principles of ITC

Thermal analysis refers to measurements of time dependence of the sample temperature
when the sample is perturbed (Hemminger and Sarge, 1998). The instrument used in this
thesis, a MicroCal PEAQ-ITC (Malvern Panalytics), perform thermal analysis to achieve
calorimetric data. Measurement is performed indirectly in the sense heat is picked up by
a Peltier device and converted to an electric signal. A precise calibration of this
conversion is vital to get the thermodynamic data correct.

The instrument measures the power (uJ/s) required to maintain a constant temperature
difference between the sample cell and the reference cell. The “injection peak area” is
transformed to enthalpic heat for an assumed reversible reaction. An exothermic reaction
results in negative peaks (less heat is needed for the reference cell), and an endothermic
reaction results in positive peaks. The fitted parameters'® are the AG converted to K-
values and AH. From these A4S is derived according to (22). The ability to decompose the
binding into the three thermodynamic state functions is a unique feature. The limits for
direct determination of affinities are between 10~2 to 10~° M affinities. Complexes in
paper IIT have K;~107 and in paper IV K;~10"7-107°.

Some prefer to explicitly distinguish the thermodynamic state functions given in ITC
measurement from the absolute, by tagging with ‘observed’ as 4G, (Ladbury, Klebe
and Freire, 2010). We do not make this distinction.

Reproducibility and ITC

As always it is of important that data can be reproduced. An interlaboratory study revealed
relative standard deviations of 20%, for the three thermodynamic parameters. This
exceeds the individual precision estimates by a factor of 10 (Myszka et al., 2003). The
study suggested that concentration errors contribute most to the systematic error. Re-
analysis of the data concludes that concentration errors in an ITC-experiment typically

12 Again we credit the spirit in revolutionary France for its contribution to mankind since Antoine
Lavoisier and Pierre Simon Laplace built the first calorimeter around 1780. Using it they
investigated the distinctions between heat and temperature proposed by the Scot Joseph Black.
Another hundred years later another Frenchman, Pierre-Eugene Marcelin Berthelot developed
the first calorimeter which resemble modern instruments (Moncrief, 2000; Knight, 2002).

13 Usually an ITC-measurement involves a series of ~15 injections separated by ~4 minutes.
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are 10%, exceeding expected levels'* and this is not revealed by the least-square analysis
(Tellinghuisen and Chodera, 2011). Own estimations of concentration errors are ~4 % for
the protein and ~1% for the ligand (paper III).

Data fitting has been improved recently and there exists software that is able to attribute
individual errors to the injection peak, using noise-information in the inter-injection
period (Keller et al., 2012; Zhao, Piszczek and Schuck, 2015; Brautigam et al., 2016).

ITC in drug discovery

Due to the unique features of the ITC-method, it has been used much in drug design the
last decade. All kinds of protein interactions can be studied: protein—small molecule,
enzyme—inhibitor, protein—protein, protein-DNA, protein—carbohydrate are some
examples. Ten years ago ITC was suggested being a “hot tip” in drug discovery (Ladbury,
Klebe and Freire, 2010) and “of enormous value in drug design” (Chaires, 2008). Recent
publications emphasize that the output of global enthalpy and entropy parameters are
crude measures at the screening stage, and the community seems to move towards a use
of more theoretical methods, of course along with the established experimental methods
(Geschwindner, Ulander and Johansson, 2015). Figure 4 illustrate the development of
ITC in drug design and there seems to be a decline in interest the last four years.
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Figure 4 Publications per year. Using search phrase “isothermal titration calorimetry drug design” on web of
science database (Clarivate Analytics).

Statistical thermodynamics

To understand one of the core concepts in this thesis — the NMR order parameter S — it
is of great value with some background in statistical thermodynamics, a theory based on
probabilistic argument. Statistical thermodynamics connects the microscopic world of
atoms and the macroscopic world as our senses perceive it. As such it might seem abstract

14 This finding has indirect implication for paper II, since that paper argues that awareness of the
DMSO-concentration is of importance for evaluation of the relaxation experiment.

16



and incomplete in a brief text as this. Motivation for presenting the theory in an
experimental oriented thesis is that theory should guide the experiment.

The reader can skip this section and only consider the last equations, which are used for
linking changes in free energy to NMR order parameters.

Most of the derivation is provided by John Slater' (Slater, 1939), together with few other
books (Nash, 1966; Morowitz, 1978; Chandler, 1987; Atkins and De Paula, 2006).

Ensemble averages, microstates, and phase space

We write the observed value of an arbitrary property X as an ensemble averages:

Xobs = ZPVXV = (X) 3D

where P, is the probability or fraction of time spent in microstate'® v. Ensemble refers to
the assembly (of subsystem) of all possible microstates, which are all states consistent
with the constraint with which we characterize the system macroscopically. More
specifically a microstate can be defined by N coordinates and N momenta (for N/3
particles) and this makes up a 2N-dimensional phase space. There are different
ensembles, based on constraints given to them, we will briefly discuss few ensembles and
the consequences that follows.

We start with the so-called microcanonical ensemble, with constant energy, volume, and
number of molecules for each subsystem in the ensemble. Specifically, we study
ensemble averages in stationary systems, i.e. for which (X) = (X(t)). We provide an
example using a one-dimensional harmonic oscillator with energy gaps € = hw between
each level. Three oscillators a, b and ¢ share energy of 3€, which gives rise to three
different configurations (roman numbers) and ten microstates according to Figure 5.

15 Productive American physicist and MIT-professor. Invented the Slater determinant. The first
sentence of the book reads: “...unfortunate that physics and chemistry ever where separated
[...] A wide range of study is common to both subjects. The sooner we realize the better.”

16 Called “Complexion” by Boltzmann (Sharp and Matschinsky, 2015).
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Figure 5. Graph with the number of configurations (I, Il and Ill) and microstates (6, 3 and 1) for three harmonic
oscillators (letter a, b and c) in a microcanonical ensemble.

P, for each of the ten states in the ensemble is 1/10, however, the degeneracy (1 or none,
3 and 6) gives the probability of the each of the three configurations I, I and I1I as 6/10,
3/10 and 1/10 summing up to 1. The degeneracy is called the weight, or density of states
and given the symbol Q!7. Statistical mechanics postulates that all microstates are equally
probable — with same a priori probability. This cannot be verified in an experiment'®.

The predominant configuration and the statistical entropy

The example is scaled up, from three oscillators to an infinite number (i.e. 6 X 10%3)
leading to huge numbers of energy levels €y, and it turns out that of the immense number
of microstates that appear in a macroscopic sample of molecules, an overwhelming
majority comes from a small set of configurations, centred on and very similar to the
predominant configuration. This configuration gives rise to the average value in (31). In
Figure 5 the configuration I is the predominant. At equilibrium the probability of a
macroscopic state v is determined by the weight and we write B, = 1/Q). Now we
postulate that the entropy of the system can be written:

S = —kZPV -InP, (32)
v

Using B, = 1/Q and the fact ), B, = 1, we get:
S=k-InQ (33)

17 ”Permutabilititmass” by Boltzmann (Sharp and Matschinsky, 2015).

18 1t is interesting that many of the important statements as this, or the hypothesis of a wave
function ¥ in quantum mechanics, cannot be verified. We rely on them because they work.
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which is the famous Boltzmann entropy equation, that can be said to connect Clausius
macroscopic entropy S with the statistical microscopic (2. We know that Clausius entropy
should be maximum at equilibrium and to see if 1 result in this we differentiate (32):

ds = —k 2(1 +InP,)dP, (34)
v

Again using the fact ), P, =1 we get >, dP, = 0 and first term in (34) vanishes;
assuming the probability density is uniform we have that Inp, is independent of v and
we remove it from the summation. We can now use the same arguments as before,
Y., dP, = 0, finally giving dS = 0 i.e. the entropy in (32) does not vary but are on a
maximum, given a uniform probability density.

The canonical ensemble and the partition function

In the previous example all systems in the ensemble have the same energy (N,V and E
are common for the systems). The distribution of largest entropy in such a case, is that in
which the systems are distributed uniformly through phase space. All B,’s of the energy
E, is the same, and all P,’s with energy deviating from E,, are zero. This is not realistic
for a system at thermal equilibrium, where the energy must be allowed to fluctuate —
transferred between systems — and instead we set N,V and T as common for the systems.

The ensemble that represents the possible states of a system in thermal equilibrium with
a heat bath at a fixed temperature is called the canonical ensemble. Mathematically the
following conditions can be formulated:

) ds = —kZlande = 0;

14

ii) d(E) = Z E, dP, = 0; conservation of energy (33)
%

iii) )., dP, = 0; conservation of probabilty;

Equation i) rephrases (34). These conditions must hold simultaneously, and the
optimization problem is solved using Lagrange multipliers. The only way to satisfy 1)—
iii) for arbitrary values of dP, :s, is a linear combination of the coefficients of d P, and this
leads to:

InP, =a—(E, (36)

Substitution of this into the three equations in (35) will prove that we found the solution.
Using ¥, P, = 1 and noting P, = e P, we get @ = —In Z where

Z= Ze“ﬁEV (37)
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is the canonical partition function. What about the interpretation of 8? It is not trivial, but
we set f = 1/kT and assume there is something called a Boltzmann distribution with
probabilities for a state given as:

e_ﬁEv
p== (38)

A preparation of the system according to this gives an ensemble in equilibrium. A
completely random mixture in this system corresponds to f = 0 or T = o and we get
P, = 1/Q, as for the microcanonical ensemble. Using (38) together with the statistical
definition of entropy in (32) gives:

S = —kZln P, dp, = kﬁz E, dP, (39)
v v

Y., E, dP, corresponds to the heat §q. This is perhaps more easily seen if we study a
process slow enough to preserve equilibrium, for which we can differentiate the energy:

d(E) = Z(Ev dp, + p,dE,) (40)

The term Y, p, dE, in (40) is due to a shift of the energy levels, caused by external
perturbation, hence by work dw. Using the first law (1) in combination with (39) we
obtain: Y, E,, dp,, = 8q, or Y, E,, dp, = 84, to be exact. We then see that our definition
of § agrees with dS = §¢,..,,/T, which is the thermodynamic definition of entropy.

The Boltzmann probability distribution in (38) has huge implications for chemistry.

Applications: Helmholtz free energy
Using (38), we can derive the Helmholtz (free) energy, defined as:

A=E-TS (A1)

which we rewrite as:

A= ZPE +kTZPlnP
o—BEy
Z E, +kTZ

= —lenZ

(42)

InZ)

As mentioned in the section ‘Internal energy and enthalpy’ the two forms on free energy
can be equated for normal experimental conditions in life science. In the NMR chapter
we show how this form of energy can be applied, which is the done in paper III.
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Transport phenomena

Transport phenomena refers to transfer of mass, heat and momentum and they have in
common that there is a change of a thermodynamic variables over time. Kinetics is related
to transport processes and is dealt with in paper 1. These non-stationary processes are
harder to treat than processes at equilibrium and they are typically explained in books
with the word ‘Nonequilibrium’ or ‘irreversible’ in the title (Eu, 2004; Demirel, 2014).
The formal treatment using partial differential equations is beyond the scope of the thesis.

A cornerstone is the fluctuation-dissipation theorem developed by Albert Einstein during
his studies of Brownian motion and by Lars Onsager (Onsager, 1931). It was explained
by Callen and Welton in 1951 (Chandler, 1987) and the theorem connects relaxation in a
non-equilibrium system with the spontaneous microscopic dynamics of the equilibrium
system. “The fluctuation-dissipation theorem tells us that wherever there is damping there
must be fluctuations.” (van Kampen, 2007). Small deviation from equilibrium are studied
and the so-called linear response theory' is applied.

The following sections on viscosity and diffusion are, if not otherwise stated, referring to
Ira Levine’s textbook in physical chemistry (Levine, 2009).

Viscosity

Fluids that flow more easily than others are said to have low viscosity, n. Honey is an
example of a fluid with high viscosity under unstressed conditions. In paper II we mixed
DMSO and water and studied with NMR how the DMSO induced viscosity changes had
implications for NMR-parameters. A simple explanation of viscosity starts from a
distribution of velocities in a fluid which gives rise to a transport of momentum.
Assuming a one-dimensional laminar flow in x-direction, a frictional force F, appear:

dv, (43)
Fx = —T]ch,d—y

v, refers to velocity in x-direction. A is the area of an imaginary surface drawn between
parallel sheets with different velocities v, as shown in Figure 6, and 1 is called the
(kinematic) viscosity coefficient. Force per area in this context is the same as shear stress.

19 Linear response theory is a broad term for the study of systems weakly displaced from
equilibrium. “[The response function] relates the general behavior of a non-equilibrium
system in the linear regime to the correlations between spontaneous fluctuations at different
times as they occur in the equilibrium system” (Chandler, 1987)
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Figure 6. Velocity profile of a fluid exemplifying laminar flow in one dimension. Arrows in the profile show speed at
that position. This idealized case holds for Newtonian fluids, i.e. where n independent of shear stress.

When two imaginary adjacent sheet slides against each other, each of them exerts a
frictional resistive force on the other, and this is the viscosity. The frictional force is from
the slower-moving fluid (short arrows) on the faster moving (long arrows). A prerequisite
for (43) to hold is that the velocity is small, otherwise there is turbulent flow.

The SI units for 7 are N m? s or Pas. (43). For a solid sphere of radius R moving in a
fluid, a gradient of speed develops in the fluid surrounding the sphere. Stokes’ found the
force exerted on the flowing sphere is proportional to the speed v. F, = 6émnRv,, where
6mnR is the friction coefficient and symbols have their ordinary meaning.

Brownian motion, diffusion, and Stokes-Einstein equation

Thermally agitated solvent molecules undergo random collisions with any particle
(molecule or colloid) immersed in the solution. In the absence of other forces, these
collisions cause the particle to undergo a random walk called Brownian motion (Figure
7), with a mean-square displacement along all three axis (here exemplified in with x) that
increases linearly with time ¢:

((Ax)?) = 2Dt (44)

D is the translational diffusion coefficient, which for a protein in water at room
temperature is ~1071% m2s~1 (Price, 2009). This relationship was discovered by Einstein
when he studied colloidal particles. He also assumed that each particle has an average
kinetic energy of 1.5 - kT and based on this he concluded: 2

2kTt (45)
Fy
F is the force exerted on the colloidal particles. If the particles are spheres, we reuse the

expression for the force found by Stokes, and get the Stokes-Einstein equation connecting
the viscosity and diffusion coefficients:

((Ax)?) =

20 .after all he was Albert Einstein.



kT
b (46)
6mnR

0t 6t 60t

Figure 7. Simulation of two-dimensional translational Brownian motion for 100 000 particles. At time: 0, 6 t and 60
t; t refers to an arbitrary time step.

The rotational Brownian motion for spheres or ellipsoids, analogous to the translational
Brownian motion in Figure 7, has large implications for NMR since it leads to random
modulation of the magnetic field that drives spin relaxation (Favro, 1960; Woessner,
1962; Hubbard, 1972). The friction coefficient for rotational diffusion is 8TtnR3, resulting
in the rotational diffusion coefficient: D, = kT/8nnR® (Korzhnev et al., 2001). The
isotropic rotational correlation time T, = 1/6D,, and combining the last two equations
we have for a spherical protein:

_nAmR® gV 47)
Y= T3kT T 3kT

R is the effective hydrodynamic radius and, V is the volume which scales linearly with
mass so for proteins . is approximately 1 ns per 2.6 kDa (Rule and Hitchens, 2006).
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NMR

Nuclear Magnetic Resonance is a central experimental method in chemistry, also is called
the central science. The interest and demand for the NMR-method and the NMR-
technology is large in many branches of science. The technique of magnetic resonance in
solids and liquids was discovered?! 1946 by two American research groups led by Purcell
and Bloch, more or less independently, and because of that both received the Nobel prize
(Bloch, Hansen and Packard, 1946; Purcell, Torrey and Pound, 1946). One of the first
reviews on the topic, ten years later concluded:?> “The resonant techniques provide
incisive probes, often to allow a direct question about molecular structure or environment
to be answered in more direct fashion than by other means.” (Wertz, 1955). The main
reason for the success of NMR is exactly this, its unique ability to provide detailed
information about molecular processes and structures at atomic resolution. The close
connection to the theory of quantum mechanics, which underlies all principles of NMR,
is part of the success.

This thesis focuses on protein NMR which involves structural as well as dynamics studies
of proteins. It is considered a demanding NMR-specialisation since proteins are large.

When sources are not cited this presentation of the incredibly large NMR-field is based
on few comprehensive textbooks (Harris, 1983; Hore, 1995; van de Ven, 1995; Rule and
Hitchens, 2006; Cavanagh et al., 2007; Chary and Govil, 2008; Levitt, 2008).

Details on NMR instrumentation and data processing are not presented.

Protein dynamics and NMR — motional regimes

The applications of protein NMR might interest many readers more than the method itself.
In any case it can be fruitful to introduce applications before theory. This is done briefly
with aid of two recent reviews (Charlier, Cousin and Ferrage, 2016; Kovermann, Rogne
and Wolf-Watz, 2016). The didactic must be sacrificed with this approach in the sense
concepts presented in this section will be explained in later sections.

NMR is more universally applicable to motional studies than other techniques in
chemistry and the range of time scales that can be covered is enormous, from picoseconds

21 Isidor Isaac Rabi is credited for the discovery of nuclear magnetic resonance. Using molecular
beams he found that NMR more accurately could determine magnetic moments (Rabi et al.,
1938).

22 Another insightful comment by John Wertz in the 1955-review is: “...[NMR] represents a
worthy challenge to any chemist or physicist...”
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to seconds, and the understanding of protein dynamics and function today would not be
on the same level without the NMR-relaxation studies. The research field protein
dynamics took off around year 1990, much due to the development of triple-resonance
probes and '*C and N isotope labelling of proteins.

Kovermann et al go through important methodological developments and advancements
in technology over the years. Among these are the Lipari-Szabo model-free approach
(1982) and the development of pulse sequences for determination of heteronuclear
relaxation constants by Kay et al (1989), which made global analysis of protein dynamics
achieveable. Introduction of transverse relaxation optimized spectroscopy (TROSY)
(Pervushin et al., 1997) paved the way for NMR studies on larger protein systems (size >
30 kDa). The continuous development of coherence transfer techniques and high field
magnets in the GHz-range along with invention of cryo-probes, of course have been
important for increased sensitivity. Integration of NMR with other methods becomes
more common. Typically, the other methods are MD-simulation and crystallography.
This is also the case for three of the studies presented here (papers I11-V).

Charlier et al emphasize the usefulness of protein-NMR for determination of the
conformational space of a protein (also called ‘energy-landscape’) and explain the theory
behind the use of NMR for studies of reorientational and translational dynamics. The
chemical exchange motional regimes are covered by different NMR-methods, as
exchange spectroscopy also called ZZ-exchange, (kq,=1-50 s!), CPMG-relaxation
dispersion (ko,=10*-10° s™) and relaxation in the rotating frame (k.,=10°-10° s!). A
recent method, chemical exchange saturation transfer (CEST??) investigate low populated
states of the protein indirectly by studying the exchange with visible states (Vallurupalli,
Bouvignies and Kay, 2012). Relaxometry refers to measurement of relaxation rates by
continuous change of the magnetic field (in range of uT to 1T) and the method enables
determination of exchange rates in the time-regime k.,=10°-10% s~! which typically is
difficult to probe in NMR. Exchange rates of internal water molecules in BPTI has been
determined (in Lund) using this method (Persson and Halle, 2008).

Figure 8 gives an overview of some of the protein dynamic time scales and NMR-methods
used for studying them.

NMR vs X-ray crystallography

Within structural biology and studies of proteins, the NMR method is often seen as
complementary to X-ray crystallography and comparisons between them are made. As of
spring 2019 there were 13000 NMR PDB-structures and 140 000 X-ray PDB-structures
(Takeuchi, Baskaran and Arthanari, 2019) and due to the impressing speed and efficiency
with which high-resolution X-ray structures of proteins are produced, one has to
reconsider the role for NMR-methods in protein studies. Takeuchi et al emphasize the
need for NMR to study protein dynamics: “NMR often provides the missing pose that is

23 The so-called saturation transfer methodology used for CEST was developed in Lund 60 year
ago (Forsén and Hoffman, 1963). CEST is useful in MRI and enables imaging of low
concentration compounds.
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critical to tell a whole story. This is especially true for modular or multi-domain proteins,
where orchestrated structural rearrangement is an essential part of the function.”
(Takeuchi, Baskaran and Arthanari, 2019).

Another aspect considered an advantage to NMR is that a large fraction of proteins
appears to be intrinsically disordered proteins (IDPs) or has large unfolded segments.
Since these do not adopt unique three-dimensional structures in solution but fluctuate
rapidly over an ensemble of conformations crystallography cannot provide precise data
(Dyson and Wright, 2001). The IDP-concept challenge the Structure—Function paradigm
and complements this with a Disorder—Function relationship (Habchi et al., 2014).

enzymatic catalysis

bond vibration reIatl\{e
domain
motion ‘ protein folding ‘
chain
rotation ’ ligand binding ‘
10715 10712 1077 1076 1073 10° 103 Time scale (S)
I %
Ry, R,, NOE Rip real time NMR
CPMG-RD
Residual Dipolar Couplings ZZ-exchange

Figure 8. Time scales around room temperature for some of the dynamic processes in proteins (above the arrow)
and NMR-methods (below the arrow) that can sense the respective processes. Adopted from several sources
(McCammon and Harvey, 1987; Palmer, 2004; Halle, 2016; Kovermann, Rogne and Wolf-Watz, 2016). Grey
boxes are methods used in the thesis

Angular momentum and nuclear spin

Magnetic resonance is found in magnetic systems that possess both magnetic moments
and intrinsic angular momentum and the nuclear magnetic resonance phenomenon
appears when the atomic nuclei has either odd number of protons or neutrons or both (e.g.
1H, 2H, 13C, 1N, 31P). If the numbers of protons and neutrons both are even there is
intrinsic angular moment (e.g. 12C, 150). The intrinsic angular momentum in NMR is so
called spin and here denoted /. Spin is often described as a purely quantum mechanical
phenomenon that has no correspondence in the classical world. Malcolm Levitt, who is
an authority in the field of spin dynamics writes:

“Spin is a highly abstract concept, which may never be entirely ‘grasped’ beyond
knowing how to manipulate the quantum mechanical equations. Geometrical arguments
can never tell the whole truth, because the human mind is probably incapable of grasping
the entire content of quantum mechanics” (Levitt, 2008) and we must accept that a system
of nuclei with spin angular momentum / give rise to a magnetic moment i:
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a=vi (48)

The word ‘spin’ in this thesis refers only to nuclear spin. Hat over the symbol refers to
quantum mechanical operators and y is the gyromagnetic ratio that can be written:

_e s
V= Zmpg" I (49)

e is the charge, m, the proton mass, the nuclear magneton and g, the g-factor of the
nucleon. The most important spin-half nuclei in biomolecular NMR with their respective
natural abundance and gyromagnetic ratios in MHz ! are 'H (99.89%, 42.58), *C (1.07%,
10.71) and N (0.36%, 4.31), data from (CRC Handbook of Chemistry and Physics, 2018)

By applying a magnetic field to a nuclear state with spin I the degeneracy is broken into
2[+1 levels. Most nuclei in biomolecular NMR have half-integer spin, hence there are
two energy levels for spin quantum numbers m = +1/2 and m =—1/2. Nuclei with [ > 1/2
are known as quadrupolar nuclei and deuterium (*H with I = 1) is the only example in this
thesis. The energy separation is the scalar product E = —pu - By, where p is the magnetic
moment vector and B, the magnetic field vector. Subscript 0 refers to static time-
independent field. The z-axis of the strong magnetic field is defined to coincide with the
direction of the magnetic field and the energy becomes E = —u,B,. Eq. (48) gives for
spin-1/2: u, = yl,, where I, = mh and Am = +1 and the resonance condition becomes:

AE = hyB, (50)

This splitting of the spin energy levels is called the nuclear Zeeman effect (Figure 9).2

Figure 9 Left: Space quantization of spin 1/2 particle. Right: The sign of the gyromagnetic ratio, y, determines the sense of
precession. Nuclei such as 'H and 3C are said to have clockwise precession while N has counterclockwise precession.
Right-hand side image inspired by ‘Russel39’ [CC BY-SA 4.0 (https://creativecommons.org/licenses/by-sa/4.0)]

24 From Pieter Zeeman (1865-1943), dutch physicist sharing a Nobel prize because he discovered
the phenomena, and interestingly Wertz suggested in the first NMR-review that “Zeeman-
level spectroscopy” would be an appropriate name (Wertz, 1955).
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In the classical view the nuclei are small rotating magnet moments, doing precessional
motions (Figure 9). The precession frequency®® v, of the electromagnetic radiation sent
out from the NMR-sample is:

Vo =—5-© wy=—YB (51)

Almost equal sign could be more right since the magnetic field at the nucleus differs
slightly from the static B,-field due to the local chemistry around the nucleus.

The populations in the two energy levels are distributed according to the Boltzmann
distribution (38) and this results in a tiny spin polarization; hence the energy is also very
low, so low frequency electromagnetic waves are used in NMR-experiments.

For example, for protons placed in a 14.1 T magnet (600 MHz) at 301 K, like conditions
for the experiments in the thesis we have:

ng —AE —hyHBo
— = e KT = e kT
na
(52)
—(1.055-1073%Js)-(267.5-106 T"1s71)-(14.1 T)
e (1.38-10723 JK~1)-(301 K) = 0.9999(0

so there are 9999 spins in state § (m =—1/2, ‘spin down’, high energy) for every 10000
spins in state @ (m = +1/2, ‘spin up’ — low energy) and this difference makes the signal.
This results in a very weak signal in general and the search for acceptable signal to noise
ratio has always been a challenge in NMR. Since the proton has the highest y of all nuclei
and high natural abundance, NMR-experiments involving other isotopes results in an
even worse starting point seen from an experimenter’s perspective.

Nuclear spin interactions and NMR parameters

The NMR-spectrum is an ultimate fingerprint of the molecules under study. All features
of the spectrum, as number of peaks, their interrelationship, the peak shape, and intensities
are explained by the nuclear spin interactions, also called spin couplings. A spin
interaction is defined as something that modifies the energy levels of a spin. In this section
the important interactions — for the thesis — are presented, these are: the chemical shift,
the scalar or J-coupling, the dipolar coupling and the quadrupolar coupling.

Chemical shift

The most central NMR-parameter is the chemical shift giving each nucleus its
characteristic frequency due to the molecular (“chemical”) surrounding and because of
its importance we give it little more attention than the others. The chemical shift is

25 Larmor frequency is another term for precession frequency from the Irish physicist Joseph
Larmor (1857-1942).
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extremely sensitive to the electron density and it is a consequence of the interaction
between the Bj-field and the electrons, and of the electrons with the nuclei. It was
discovered 1950, just few years after the NMR-method was discovered that the '*N-shifts
for the ammonium ion differed depending on counter ion (Proctor and Yu, 1950).

Equation (51) is restated as w;,. = —¥ B, Where loc refers to local angular frequency
(in radians) and local magnetic field. B, = (1 — 0)B,, where o is the shielding constant.
The shielding constant ¢ is not suitable as a measure of the shift since absolute shifts are
rarely needed. Because of this a relative measure of the shielding — the chemical shift —
is invented. This is defined as the dimensionless parameter:

=V_Vref=(1_a)_(1_o-ref)

6
Vref 1- Oref

~ 10° - (O-ref - O') (53)

Almost equal sign is chosen since 0..r<<1, and ref stands for a calibration standard
compound, which is DSS (4,4-dimethyl-4-silapentane-1-sulfonic acid) in aqueous
solution for protein NMR. § is given in ppm (parts per million) and it is a deshielding
constant — it increases with decreasing .

Shielding anisotropy

The general description of the shielding is as a tensor with anisotropic properties and its
time average over all orientations — what is seen in the spectra due to rapid random
tumbling of molecules in liquids — is called the isotropic chemical shift, defined as:

Oxx + Oyy + 0y,
3

The subscripts refer to the tensor diagonal elements and the right-hand side is the average
trace of the shielding tensor. The anisotropy Ac and the asymmetry 7 are defined as:

= (54)

_ (020 + 0yy) = 3(02x — 0yy) (55)

2 ’ 2Ac
Examples of o-tensors, with their respective isotropic shift, anisotropy and asymmetry
are shown in Figure 10. When referring to anisotropy of § we say chemical shift

anisotropy (CSA). The CSA originates from the anisotropic electron density in the
magnetic field. In proteins CSA are ~170 ppm for >N (NH) and ~40 ppm *C (CH).

Ao = gy,
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Figure 10. The ellipsoid for the o-tensor in the principal axis system of the tensor with Zo aligned with the BO-field. The
coordinates {Xo, Yo, Zo} are {1,1,1}; {1,1,2} and {1,3,5} from left to right and the this result in respective isotropic shift,
anisotropy and asymmetry: {1.0, 0, 0} ; {1.33, 1,0} ; {3, 3, -1}.

Contributions to nuclear shielding
A useful decomposition of the shielding constant is (Hore, 1995; Chary and Govil, 2008):

0 =04 + 0, + 0p + Goher (56)

where d represent local diamagnetic, p local paramagnetic and n neighbouring group
anisotropy. ‘Other’ refers to all other sources as electric fields, solvent effects or van der
Waals interactions. In the section ‘pH-titration of acidic side chains’ we explained how
the electric field influence the shielding of the nuclei and how it can be used for
determination of pK-values.

It is a formidable task to make ab initio calculations of the magnetic shielding tensor and
relativistic effects are needed to account for (Kaupp, 2004; Olejniczak et al., 2012).
However, the basic non-relativistic theory holds well for spin-1/2 nuclei involved in
protein NMR studies.

Local diamagnetic and paramagnetic term

Lamb showed that for a single free atom with a spherical symmetric electron density, (i.e.
electrons in S-state only) the shielding factor is (Lamb, 1941):

_ 4me? f‘x’ ()d (57
Jd—3mczorpr r )

where p(r) is the radial electron density, and other symbols have their usual denotation.
The induced magnetic field based on (57) was determined as Bj,q = —0.319 X

4
107*Z3B,, where Z is the mass number, hence for protons, Bj,q =~ 10™* X B,. The
calculations by Lamb explains o,. In a diamagnetic material, the magnetization induced
by the external field (B,) is opposing that field.

gy, of opposite sign to g4, cannot be explained classically, and it corrects for effects from

electrons outside the s-shell, especially the presence of p and d electrons determine the
magnitude of d,.
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Ramsey?® outlined the theory of the chemical shift by combining the effect from o, and
0,: “they [04 and 0] at least partially and perhaps completely explain the chemical effect
that has been reported by various observers in measurements of nuclear moments”
(Ramsey, 1950a, 1950b). The temperature-independent paramagnetic term 1is an
extended name for g, to distinguish it from the temperature-dependent term that results
from unpaired electrons and are of much greater magnitude (Becker, 2000).

Three factors determine a,. i) An inverse relationship with the energy gap < 1/AE >
between ground and excited states; ii) an inverse relationship to the average cube distance
(1/r3) between the nucleus and the orbitals of electrons (Jameson and Gutowsky, 1964);
iii) the asymmetry in distributions of electrons between p-orbitals near the nucleus.

The considerably small chemical shift range of 10 ppm for protons, is explained by the
few electrons — less shielding leading to a small g,;. There is little influence of p-orbitals
and large energy gap between ground and excited states leading to a small g, as well.
The smaller shielding makes proton shifts to an inferior indicator of trends in chemical
shift changes. For larger atoms such as C, N and F, with p- and d-orbitals, the energy gap
is smaller and because of this, the o, creates a larger dispersion, or range of chemical
shifts for these nuclei. The size of the atoms decreases in a period from left to right, and
the inverse cube distance effect leads to higher impact of g,, for atoms to the right in the
periodic system.

The chemical shift ranges are around 200 ppm for '*C and 900 ppm for both !*N and °F.

Neighbouring group anisotropy

The circulation of electrons in a benzene rings in a strong magnetic field will serve as an
example of neighbouring group anisotropy, d,, in (56).

shielding
L

deshielding

deshielding 5
¥

+8

B

induced

shielding
-8

Figure 11. Schematic presentation of shielding and deshielding zones around benzene ring due to ring current of
delocalized mr-electrons (grey circle) when the plane of the benzene molecule is perpendicular to the magnetic
field lines. Ring current induced chemical shift changes are discussed in paper IV.

26 Norman F. Ramsey developed the theory as (the only at that time) graduate student with Isidor
Isaac Rabi at Columbia 1937-49, he moved to Harvard 1949. (Ramsey’s Nobel Lecture 1989)
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When an aromatic compound — for example the ligands used in papers III and IV — is
placed in an external magnetic field (B,), the delocalized m-electrons circulate around the
benzene ring and generate a current. This ring current induces a local secondary magnetic
field with maximum when the plane of the benzene ring is perpendicular to the magnetic
field lines (Figure 11). The induced field opposes B, in the middle of the ring (above and
below) leading to shielded regions, but reinforces B, in the transverse plane, hence
deshielding the aryl protons and neighbouring nuclei.

Intramolecular protons inside extended aromatic compounds (e.g. annulene) has been
shown to have very shielded protons at -3 ppm (Hore, 1995). The magnetic anisotropy
of carbon double bonds has been assumed to be like that of aromatic rings.

Random coil chemical shift of peptides and proteins

Figure 12 shows a two-dimensional 'H-'*N HSQC spectrum of Gal3C. Chemical shifts
in proteins are partitioned into so-called random coil chemical shift and the conformation-
dependent secondary chemical shifts. Random coil shifts are defined as the characteristic
chemical shifts of amino acid residues in short — usually tri- and tetra-peptide, disordered
polymers (Richarz and Wiithrich, 1978; Wishart ef al., 1995).
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Figure 12 'H-"5N-HSQC spectrum of one of the Gal3C-complexes (M-ligand) from paper Ill shows the correlation
peaks of the NH amide bonds.

The secondary chemical shift is the difference between the observed and the random-coil
shifts, these usually have non-covalent structural or dynamic information (Wishart and
Case, 2002). Especially for some isotopes the secondary chemical shift points at specific
protein secondary structure (Spera and Bax, 1991). Since twenty years, backbone torsion
angle can be predicted based on chemical shift (Cornilescu, Delaglio and Bax, 1999).
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Another step was taken when chemical shifts, in conjunction with Monte Carlo assembly-
based structure determination protocol, were used to determine protein structures only
based on the chemical shift data (Shen et al., 2008). In protein—ligand interaction studies,
the small changes of the chemical shift due to different ligands are typically studied, and
it is called chemical shift perturbation (CSP) studies (Williamson, 2013). CSP of 'H-’N
HSQC-spectra is a useful and straightforward tool, used in all the papers in this thesis.

Scalar coupling

The multiplet splitting of peaks in liquid state spectra arise because each spin interacts
with its neighbour through a mechanism called scalar or J-coupling?’. This interaction
between two spins S and I is given by a (scalar product) Hamiltonian: A [, = 2n] s =
2m) (IS, + fyﬁy + I,,S,), which contribute to a splitting of S into 21 + 1 lines and of I to
25 + 1 lines. For spin 1/2-particles this leads to 2 lines. The mechanism is mediated by
bonding electrons. When the J-coupling extends over more than one bond it is called a
long-range coupling. The number of bonds over which the coupling is active is indicated
as a superscript % or 3J. Typical values are 125-250 Hz (**C, 'H); 30-80 Hz (**C, 1*C);
70-110 Hz (*N, 'H); 2-20 Hz (*N, 1*C). The %J and 3] have a magnitude of about —20—
20 Hz, where minus sign refer to few cases of 2/ (van de Ven, 1995). J-couplings are
expressed in Hertz since they are independent of the magnetic field.

The existence of J-couplings is used heavily when magnetization is transferred via NMR
pulse sequences. The weak-coupling limit, which give rise to so-called first-order spectra
refers to the condition |v; —vg|/|J;s| » 1. If v, — vg| = |J;5| the multiplets appear to
lean toward one another. The magnitude of the 3] couplings can also provide information
on the magnitude of torsion angles which provide direct structural information (Karplus,
1959).

Dipolar coupling

The dipolar interaction summarizes the energy relationship between two magnetic
moment. It is also called direct dipole—dipole coupling®® to emphasize it is not mediated
by electrons but instead occurs directly between nuclear spins, it can be described by the
Hamiltonian (in frequency units):

_ al. . 3(I-7) (S 7
Hdd:Z—O'YIYS I-S—( rr)z( r)

e (58)

The vector 7 points from spin I to S and makes an angle 8 with the orientation of B,. The
factor in front of the brackets is the dipolar coupling constant and p, (47 X 107’Hm™1)
is the permeability of free space. The interaction is tensorial in nature, meaning it depends
on the relative spatial orientation of the two dipoles. It turns out that for isotropic fluids

27 Also called indirect coupling or spin-spin coupling

28 Also called through-space dipole—dipole coupling
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the expression in the brackets averages to zero and due to this, the dipolar coupling does
not cause any splitting for NMR-spectra in liquids.

Quadrupolar coupling

The quadrupolar interaction couples the electrical quadrupolar moment of a nucleus with
its nuclear magnetic moment. The theory for this interaction is beyond the scope of the
thesis. Briefly we have no electric energy terms that depend on the orientation or internal
structure of the nucleus, for the spin one half particles, but for deuterons (*H), with spin-
one, used in the methyl spin-relaxation studies in Paper I1I and referred to in Paper II, the
electric energy term appears. The quadrupolar coupling is strong, resulting in heavy
damping of the relaxation rates in these studies.

Spin relaxation

The NMR spectrum is mainly determined by the chemical shift, the J-coupling and
exchange effects. The timescale of the disappearance of the peaks, the processes called
relaxation, also has consequences for the spectrum since it affects the intensity.

Relaxation is caused by microscopic fluctuations in the spin interactions. Therefore, the
relaxation rates have information on the average dynamical behaviour of individual spins
and their surroundings, hence the rates supply knowledge of dynamic processes in
molecules, as well as structure.

A complete outline of protein NMR spin relaxation theory involves stressful quantum
mechanical operator theory at a level above the goal of this presentation. The following
descriptions and reviews on spin relaxation theory are used (Kowalewski, 1990; van de
Ven, 1995; Korzhnev et al., 2001; Luginbuhl and Wiithrich, 2002; Jarymowycz and
Stone, 2006; Cavanagh et al., 2007; Levitt, 2008; Nicholas et al., 2010; Grzesiek, 2017).

Classical description, Bloch equations and rotating frame

The classical picture of NMR starts by studying the equation for the magnetic spinning
top. Let M = M(t) = {Mx(t), M, (t), Mz(t)} be the nuclear magnetization in cartesian
coordinates. The precession of the magnetization (without taking chemical shielding into
account) is described by:

d

EM =yM X B (59)
which according to the nature of the vector product says that the change in magnetization,
dM is perpendicular to the plane spanned by M and B. Because of this “magnetic force”
the spin precess. According to (59) the magnetization keeps precessing forever at
frequency |yB,|. Felix Bloch solved the problem with eternal precession by adding
damping constants R; and R, and he also assumed an initial magnetization M, at thermal
equilibrium (Bloch, 1946):
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d
—M =yM x B—R(M — M,);

dt

R, 0 0 My 8 (60)
R = 0 R2 0 ; MO = Mo‘y = CBO

0 0 R1 MO,Z T

which are the Bloch equations. R, is the longitudinal or spin-lattice relaxation rate
constant and R, is the transverse or spin-spin relaxation rate constant and C = Nuyu/k
is the Curie constant, N the number of spins and other symbols have their usual meaning.

Very often in NMR a rotating reference frame is implemented, by introducing a weak
variable magnetic field B, (t) with frequency w,¢, resulting in change of coordinates to
ones which rotate in the xy plane at offset frequency {2 = w, — w,¢. The rotating frame
is indicated by superscript r in (60), as (d/dt)M"™ = yM" X B". The transformation
might be more easily understood by studying each component:

dM,
dt = —R,M, + (w, — wrf)My
aM
d_ty = _RZMy — (wg — W) M, (61)
am,
= Ry(My — M)

and by introducing M* = M, +iM,, we get the magnetization in the rotating frame

immediately after a 90° y-pulse as M+ = exp{—t(iQ + R,)}. B" is called the effective
field in the rotating frame.

Figure 13. In the rotating frame the static Bo field is reduced to a residual field of size comparable to B1. The
vector sum Be is the effective field in the rotating frame.

The original, real world, coordinate frame, is called the laboratory frame. In the rotating
frame the z-component of the effective field: AB = 2/y = B,- w,/y determines the
offset frequency. This residual static field is comparable to B; when transmitter frequency
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is close to w,. Figure 13 show the relationship between B;, AB and B = +/ Bf + AB?
and Figure 14 shows development of the magnetization with and without an offset.

1 - - 1

0.5 0.5}

E o

Magnetization
o

0
05 05 —M,
- |
y
M
4
-1 . : -1 ) :
0 500 1000 1500 0 500 1000 1500
Time (ms) Time (ms)

Figure 14. Simulation of equations (61) for magnetization after a 90° y-pulse with Ry = 1.25 s~' (green dot-dashed
line) and Rz = 10 s™', (blue line in right image) typical for small to medium sized proteins in the magnetic fields
commonly used. Left picture shows Q = 5 Hz and right shows Q = 0 Hz, i.e. on-resonance with observer at My = 0.

Relaxation processes — T1- and T:-relaxation

The relaxation to thermodynamic equilibrium and the Boltzmann distribution (52) is
called T;-relaxation (T; = 1/R;) and involves energy transfer from excited state to the
surroundings (lattice). By introducing the B,-field we tilt the magnetization from the z-
axis to the xy-plane and when the B; -field is switched off, the tilted magnetization returns
to the original Boltzmann distribution in a process described by a time constant T} .

The T,-relaxation (T, = 1/R,) occurs without any exchange of energy with the
surrounding but is governed by the stochastic movements due to Brownian diffusion in
the liquid. It is a measure of the speed for the frequencies of individual nuclei to get “out
of sync”. T,-relaxation is generally said to consist of three contributions. i)
Inhomogeneous magnetic field results in different precession frequency depending on
sample location. This is a systematic effect. Stochastic molecular movements give rise to
magnetic field fluctuations and these are ii) the magnetic field fluctuations due to the
dipolar coupling between spins, and iii) the fluctuations due to the CSA (Figure 10 and
Figure 11). Of these two stochastic fluctuation contributions to transverse relaxation, the
dipolar is most important. 2°

29 Spin-spin relaxation is a synonym to transverse relaxation because of this.
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Redfield semi-classical relaxation theory

This section describes the relaxation theory for spin-1/2 particles as outlined by Alfred
Redfield in the 1950s*° (Redfield, 1957). His ideas starts with Wangsness-Bloch theory?!
(Wangsness and Bloch, 1953) but Redfield find their method insufficient, especially he
concludes: “if the thermal bath is a complicated thing, like a liquid, it will be impossible
to solve its Hamiltonian.”. Redfield notes that in the famous BPP-paper (Bloembergen,
Purcell and Pound, 1948) the effect of the thermal bath can be estimated from the classical
mean-square size of its interaction, and the rate of the statistical fluctuations of this
interaction caused by magnetic moments of surrounding molecules, and the word Semi-
classical can be traced to this assumption. The surrounding is treated classically and the
spin system with quantum mechanics. Redfield introduces important concepts into
relaxation theory such as density matrix, coherence, correlation time, and spectral
density. The outline here does not carefully describe these concepts. Also, the not so
interested reader can jump the sections ‘Density matrix’ and ‘Liouville-von Neumann
equation’ without losing track of the thesis” message. The motivation for still having these
sections are that they derive the very important relaxation parameters.

The outline is adopted from James Keeler’s simplified compilation (Keeler, 2002) with
aid from other sources (van de Ven, 1995; Cavanagh et al., 2007).

Density matrix

The starting point is the density matrix and the density operator. We use the so-called
Dirac bracket (bra-c-ket) notation. The two-level spin 1/2 system is a superposition of
two basis states, the ket (row vector) is:

) = cqla)+cg|B) (62)

Where a and S represent the basis vectors and ¢ are complex numbers having information
of phase and probability of the basis states. There is a corresponding complex conjugate
bra (column vector). The expectation value, the experimental mean value, of an operator
A — usually a Hamiltonian operator or an angular momentum operator — is:

(A = (p|Aly) = (alcy + Blcp)|A|(cala) + cglB))  (63)

The operator is also a matrix, which is always Hermitian since the eigenvalues must be
real, and we can write it as:

30 The seminal NMR-paper is published in IBM Journal, founded the same year. He worked for
IBM at Watson Research Laboratory studying nuclear and electronic spin magnetic resonance
and low-temperature physics. It is unlikely that companies today accept that their employees
devote themselves to non-profit, basic research as Alfred Redfield did.

31 Redfield theory is also called Bloch-Redfield-Wangsness theory, but there is no consensus since
the name Abragam-Redfield theory is also used (Nodet and Abergel, 2007).
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A:P“@M>(d€mq: Aa A”] (64)
(BlA|e) (BlAlB)] LAsa Ags
Using this the expectation value can also be written as:

N * * (ZIZ

B =lci G| A/m] o] (65)

Removing the matrix A gives the square of the length of s, or the normalization factor:
* * C 2
W) =[5 l[cy] = leal® + [egl = 1 (66)
We define an operator & and a corresponding matrix o2

CaCo cac;;] s )

6= Wyl =[] le =
- I L G RCE CpClh  CpCp
this is the density operator and the density matrix. The dimension of the operators, and
the number of elements in the matrix for a spin 1/2 system with N spins is 4" . The space
is called the Liouville space in contrast to the Hilbert space (dimension 2/) that builds up
the wave function 1. The trace operation of the density matrix times the operator matrix
equals the expectation value:

(A) = Tr(6A) = Tr(Ao) (68)

which holds for a pure quantum state. There is only one initial quantum state described
in (62): [) = cola)+cg |B). A mixed quantum state is a statistical mixture of many wave
function, here exemplified as a combination of two spin quantum states as ¥ = p; [¢;) +
p2|W,). The probabilities p; should not be confused with the ¢, but p; are classical
probabilities (sums to 1) describing the ratio or the weight of the two quantum states. The
ensemble average expectation value (of N expectation values as (65) ) is:

N
D= peld (69)
k

which is simplified (for a two-state system) as:

]

[aticaty] A fle )

= a
A) =Tr(cA) = Tr .
=@ [Cﬁcé‘: pp] " LApa  Agp

which is identical to (68) except for the added overbar, which denotes an ensemble
average. Hereafter the overbar is skipped even though we work with mixed spin states.

32 g here is not related to the shielding tensor. Also, equation (67) is an example of where the
positioning of equality and definition signs is not trivial. QM tend to interweave concepts.
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Coherence

The density matrix helps in explaining one of the most important concepts in NMR, that
of coherence. The diagonal density matrix elements in (67) represent the populations, and
the off-diagonal the coherences. The c’s are complex numbers as: ¢, = |c,|e!®, and
g = |c,; |ei¢ﬁ’ , and we rewrite the off-diagonal elements for the mixed two-state in (70):

(+1):cqcp = lcgl|cp|etPa?p)
(71)
(- 1): G55 = Icgl|egle" @90

(+1) and (-1) stands for coherence order and (+1) comes from Am = (+1/2) —
(=1/2) = +1. For an NMR-experiment that starts from with a 90° RF-pulse on a
longitudinal equilibrium magnetization I,, a phase relationship between the states, |a)
and |B) is created and the ensemble average for the off-diagonal elements in (71) are non-
zero. There is “a coherent superposition between the two states” (Cavanagh et al., 2007).
The goal for a pulse sequence (see section ‘Pulse sequences for two- and
multidimensional NMR”) is to “treat” the density matrix in such a way that this phase
relationship is kept through the sequence, and we end up with some kind of coherence of
interest during the acquisition part. This is not a trivial task, and sometimes the spectra
show only the background noise, absent of any sort of coherence or correlation.

Liouville-von Neumann equation

The density matrix has a central role in the Redfield theory. We can describe the time
derivative of the density operator in units of % (so-called Planck units) as:

dé —~
— _ig A 72
i l[H, a] (72)

This is the Liouville-von Neumann equation. The Hamiltonian H = H, + H, (t) consists
of a static part H, and a random time dependent part H,(t). We have mentioned that
relaxation is due to stochastic fluctuations, hence our interest lies in the random part and
by transforming it to A7 (t) via:

AT (t) = etfot{ (t)e~Hot (73)
we deal only with the random operator:
déT(t)

dt

We call this the inferaction representation. Equation (74) can be solved (Nicholas ef al.,
2010 gives a complete solution) to second order in the perturbation to give:

= —i[A] (t), 67 ()] (74)

daT(t)

f [HT(t) [AT(t-1), GT(t)]] dr (75)

Assumptions behind the derivation of the time-derivative of 7 (t) are:
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e 67(t) and HY (t) are uncorrelated.

e Time scale: 7, Kt K %, where 7. is the correlation time of the stochastic
Hamiltonian driving the relaxation, R is the relaxation rate.

e The replacement 87 (t)> 87 (t) — o,,, where o,, is the equilibrium density
operator, for 67 (t) to not relax to 0, but to the Boltzmann energy distribution.

To make better use of the master equation the H7 (t) is expressed as:
() = ) Fo(e) 40 76)
q

where F9 are random spatial functions. A9 are spin operators, each with a characteristic
frequency wg under the H, expressed as:

iAot Aq,T ,—iHot — iwlt 2q
et"ot A4l e O—Ze P A (77)
p

We give an example of A? in the case of dipolar relaxation for an IS two spin system (e.g.
I 'H and S'). We have the following two-spin operators: I,S,, I=S*, [*S~, ,S*, I*S,
and I*S™, with corresponding wg: 0, wg — w;, W; — W, Wg, w; and w; + wg. Since A7
is Hermitian there are equal numbers of A~9, with a negative frequency according to
w, 7= —a)g . The same holds for the spatial functions F9, which also have a
corresponding F-9.

The two-spin operators are direct products of single-spin spin operators (e.g. [,S, = I, ®
S,) and the product operator methodology for designing pulse sequences is also based on
direct products (Serensen ef al., 1983).

Combining (75) and (77) yields, after extensive calculations (see Cavanagh et al., 2007,
chapter 5) the master equation for calculation of spin relaxation rates:

dé’(t) 1

dt 2

Zbeelae

!
i(a)g+wq,)t
Xe p

] is the spectral density*}, which is the Fourier transform of the time correlation function:
J(@l) = [ G(x) % e i9pT (t)dt,where G(7) = FI(t)F9'(t —7) is the time
correlation function of the spatial functions.

G (7) is expectation values of products of F? at different times and it is large for small T
and goes towards zero for large 7. G(7) is difficult to display since knowledge of the

dynamics is needed to calculate it. Examples of G (7) (confusingly called C (7)) are shown
in section ‘Spectral density modelling and generalized order parameters’.

33 Originally, ‘Fourier intensities at frequency w’ were used for J (w).
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A simplification of (78) can be made by assuming that no cross-correlation occurs. Then,
the only pair of g and ¢’ that results in anything else than G = 0 are ¢’ = —q. Another
effect of neglecting cross-correlation is that the exponential in (78) becomes equal to unity

!

since a)g, = w,? = —w]. The simplification means we only look at time evolution of the
secular terms, a so-called secular approximation. We restate the master equation:
déT(t) 1 U
=22 [ A @l <o) (79)
pa

To save space a relaxation super-operator can be defined as:
A1 A9 [479 q
P=2) [ 1Az ]| <s(wf) (80)
p.q

To better understand (79) we expand ¢ (t) in terms of Liouville space basis operators B.
For a spin-1/2 system these are either the Cartesian basis operator set {1, [, fy, L} or

spherical basis operator’* set {I_, I, [%, [f}. The density operator can be represented as a
linear combination of a complete set of Bs:

N
o) = ) b, (81)
k

where b, (t) are complex coefficients. Orthogonality in operator space means:

Normalization is accomplished via division by f = (§k|§k). From this one finally
computes the matrix elements c;, which represent the rate constant for the transfer of
magnetization from operator B’]- to By as:

1 N Al

The relaxation supermatrix R (not same R as in the Bloch-equations (60)), built from c;;
is block diagonal when the secular approximation is used. Cavanagh et al. 2007, Chapter
5 explains adjustments needed outside of the secular approximation and the resulting
change in appearance of (83). The matrix allows calculation of relaxation rates from
multiple mechanisms, e.g. dipolar coupling, CSA.

We try to summarize this theory dense section in few words. Fast molecular processes on
pico- to nanosecond time scale modulate the dipole—dipole interaction and the CSA. The
magnitudes of the relaxation rates for elements of the spin density operator depend on 1)

34]_ and [, can be seen as the —1 and +1 coherences in (71).
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the variance of the local magnetic fields induced by the time-varying Hamiltonians and
ii) the time correlation function. This is the content of the master equation (79).

Spectral densities and heteronuclear relaxation rates

Using (79) and summing the contribution from dipole—dipole interaction (R ) and CSA
(R{3*) for a heteronuclei X ( '*C in paper I, N in papers II and III), in pair with 'H,
results in that relaxation rates can be written as linear combinations of spectral densities.

The longitudinal relaxation rate R; = RPP+R{S4 becomes:

R, = %dzy(w,, —wy) +3J(wy) + 6] (wy + o)l +cH(wy) (84

The transverse relaxation rate R, = RPP+R554 + R,, becomes:

1
R, = §d2[4](0) +J(wy — wx) + 3]/ (wyx) + 6] (wy) + 6/ (wy + wy)] (85)
1
+2¢*[4/(0) + 3/ (wx) + Rex
where d = (Uohyyxyy/4T) - (1/13y); ¢ = Ao - wy/V3; g is the permeability of free
space, Tyy is the distance between the X and 'H spins; Ao is the chemical shielding
anisotropy (assuming symmetric chemical shift tensor) from (55). R, is exchange
contribution to R, and will be discussed later. Additionally, we define the {{H-X} nuclear
Overhauser effect (NOE) or cross-relaxation rate constant oy (Overhauser, 1953) as:
Iss _ 1 (Vx
H

Ioq 4R, (86)

1
Oxpy = Zd2[6](a’y + wy) + J(wy — wy)]

Igs is the proton saturation steady state intensity, and I, is the equilibrium state intensity.

Figure 15 shows the spectral densities used in equations (84) — (86) for three t.-values,
for an isotropic diffusion tensor at 500 MHz and with X = '°N. In Figure 16 the R; and
R, are shown for two magnetic field strength over the motion range 40 MHz — 1 GHz.
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Figure 15. J(w) at 500 MHz (11.7 T) for 1c of 7 ns (red), 3 ns (blue) and 0.5 ns (black). These corresponds to MW
of approximately 16-17 kDa (e.g. Gal3C), 6—7 kDa (e.g. PGB1) and a 0.5 kDa = 500 g/mol molecule (e.g. ligands
used in paper Ill). The vertical bars shows position of the respective frequencies found in the expressions for Ry,
Rz and NOE, the 0-frequency bar corresponds to J(w) = J(0). The right-hand side picture zooms on the region of
the high-frequency spectral densities. The dominance of J(0) becomes clear. R7 and Rz using these J(w) are
shown on a log-log plot in Figure 16.

A striking difference between the rate constants is that R; shows a maximum while R,
does not. One way to explain the continuous increase in R, for larger proteins (longer )
is that the dipolar interaction is efficient under longer time, leading to more loss of signal.
This set a limit for protein size that can be measured with NMR and currently it is around
50 kDa (Charlier, Cousin and Ferrage, 2016).
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Figure 16 R+ (solid line) and R2 (dashed line) as a function of 1/, i.e. the frequency of the motion as described in
(84) and (85) with dipolar and CSA-contributions. 500 MHz, 11.7 T (blue) and 800 MHz, 18.7 T (black) Higher wo
implies Ri-maximum at higher frequency. x-axis from 40 MHz to 1 GHz, slow motions are defined to be at the left
of Ri-max and fast to the right. The Rz is growing with slower motions and coincide with R1 for fast motions.

The corresponding expressions for relaxation rates for deuterons, which are measured in
paper III and simulated in paper II, are presented in paper II.
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Chemical exchange

The relaxation rates computed by the Redfield theory are determined by stochastic
processes on a time scale of pico- to nanosecond. We turn to stochastic processes on
slower time scale — micro- to milliseconds — resulting in spin relaxation through
modulation of isotropic chemical shifts. It is called chemical exchange and it is a powerful
probe for characterizing the kinetics, thermodynamics, and conformational changes in
proteins. Chemical exchange was recognized early in the development of NMR:
“Processes inducing transitions include spin-lattice and spin-spin relaxation; also, a
similar effect would be produced by an actual chemical exchange of atoms between two
molecular species.” (Gutowsky, McCall and Slichter, 1953). The authors modified the
Bloch-equation to consider the kinetics, an approach further studied by McConnell. The
equations were consequently called the Bloch-McConnell equations (McConnell, 1957).
Chemical exchange is well described in reviews and text books (Sandstrom, 1982;
Helgstrand, Hard and Allard, 2000; Bain, 2003; Woessner, 2007; Palmer, 2014;
Sauerwein and Hansen, 2015).

The model used here to try to explain chemical exchange is an amino acid side chain
undergoing conformational dynamics. One of the spins in the side chain is in a magnetic
environment 4, and moves due to conformational changes on a time scale of milliseconds
to another magnetic environment B. The reaction for the spin is:

kg
A=B
ky, (87)

with forward (k¢) and backward (ky) rates. The example is slightly different from the
proton transfer reaction described in paper 1. So the Bloch equations (60) are adjusted by
adding the rate matrix K:

N N N

d o
E =M E [M x B]; — R(M; — M,) + E KMy} (88)
= = k=1

Equation (87) is reused for every j species in the reaction, hence there are N number of
M,., M,, and M, and the rate matrix K is of dimension N. In our case N = 2, j = A, B and
the chemical reaction is written as coupled differential equations:

d[4]
| [k [4](0)

aim| =L Sllisie ®)
dt

At equilibrium we have d[A]/dt =d[B]/dt =0, hence —k¢[Aleq+ kp[Bleq =
ke[Aleq — kp[Bleq and [A]eq/[Bleq = kb /k¢. The equilibrium fractional population of A
is: pp = [A]eq/([B]eq + [A]eq) = ky/ (ke + ky) = kp/kex, with py+pp=1. The
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exchange rate is defined as ko, = k¢ + ky,, which is the average “jump frequency”
between position A and B. Scalar couplings were not considered here.

We study the transverse magnetization to see how R, is affected during chemical
exchange. By transforming (88) to the rotating frame and look at the x- and y-components
(the transverse), we get the Bloch-McConnell equations for transverse relaxation:

dM*(t)
T = (l.Q. —R+ K)M+(t) (=4
dM; (t) (90)
at  |_ iQy — Ry a—ks ky, ] [MX (t)]
dM;g (0) ke iQp — Ry p—kpl M5 (t)
dt

In order to solve the system via eigenvalue decomposition we introduce T = i) — R +
K, and then have M*(t) = e T*M*(0) = U e PU where diagonal matrix D =
URU™1, and U is a unitary transformation matrix. The solution, a 2 X 2 matrix A, covers
the time evolution and consists of lengthy and convoluted matrix elements a;; (Chap. 5
in Cavanagh et al, 2007). By Fourier transformation of M} (t) + Mg (t) = a,;M; (0) +
a,ME(0) + ay Mj (0) + a,,ME(0), the free induction decay (FID) becomes as
displayed in Figure 17 for different ratios of Aw/key.
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Figure 17. Two-site chemical exchange for symmetric (left — 50% of both populations) and skewed (right — 75% of
A and 25% of B) cases. Five different exchange regimes are shown, where kex/Aw = 100 corresponds to fast,
kex/Aw = 1 to intermediate and kex/Aw = 0.01 to slow regime. Calculations are based on (90) with input parameters
—25 Hz and +25 Hz frequency for the respective sites A and B, hence Aw = 250. Rz2,0 = 10 s~ for both peaks.
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Chemical exchange time-regimes

There are three regimes based on the ratio Aw/k., where Aw = |2, — 0g|. Slow kg, K
Aw, intermediate k., = Aw and fast k., > Aw. The terms slow, intermediate and fast,
refer to the frequency of the reaction and Levitt argues it would be better to call the
regimes ‘infrequent’ to ‘frequent exchange’ (Levitt, 2008).

In the slow to intermediate regime the movement of spins between position A and B we
have the relationship k., X Ry, a so-called motional broadening. Strictly this holds for
the symmetric case, while the peaks in the general case broaden differently with Rey 4 =
keand Rey 4 = k. While going into the intermediate to fast regime one might be
surprised to find that the exchange contribution to the relaxation rates goes in opposite
direction and we see a motional narrowing of the two uppermost diagrams, 1/koy X Rey.
This is accounted for by the frequent exchange between sites A and B resulting in that
phase cannot accumulate at each site, but the resonance frequency, as well as the intrinsic
relaxation are population-weighted —averages, 2 =p,2,+ps2, and R, =
PaR2a+PsR, 5 and we have Ry, = p,ppAw? /key, which is used in paper L.

Paper IV gives examples of strong binding ligands, resulting in slow exchange processes.

To move between time regimes, one typically change the temperature, however this is
easier to do for small organic molecules than for temperature sensitive large proteins. In
protein NMR, the exchange effect can be modulated by varying pressure, buffer, or
degree of ligand saturation.

The exchange rate constants k(T) are related to the activation energies Ea through the
Arrhenius equation k(T) = A - exp{—E,/ N kT} where N, is the Avogadro constant and
A is the pre-exponential factor which can be seen as a frequency of attempts to overcome
the energy barrier.

Spin relaxation reports on protein dynamics

We turn to the application of the theory. '°N relaxation is the most used technique for
studying dynamic in protein NMR, it provides general hydrodynamic information (global
correlation times), fast internal motion, and can detect slow motions on milli- to
microsecond time scale. Before the relaxation experiments the NMR-spectroscopist must
link the resonance peaks to the molecular structure and many two- and three-dimensional
assignment NMR-pulse sequences are invented for this purpose.

Pulse sequences for two- and multidimensional NMR

Pulse sequences are series of radio-frequency pulses spaced in a specific way. All modern
pulse sequences utilize the NMR Fourier transform (FT) technique developed by Richard
Ernst and Weston Anderson in the 1960s (Ernst and Anderson, 1966; Douty, 2016). The
two-dimensional NMR spectroscopy — with two frequency dimensions and one intensity
— was also developed by Ernst but inspired by an idea proposed by Jean Jeener (Jeener,
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1971).%% He suggested a 2D FT-experiment consisting of two 7/2 pulses, with a variable
time t; between, and with a time t, measuring the time elapsed after the second pulse
(Figure 18a). Ernst and co-workers recognized the power of the idea, explained it and
because of this they are credited for it (Aue, Bartholdi and Ernst, 1976). The experiment
is called COSY (Correlated spectroscopy>®) and the Fourier transformation of a two-
dimensional signal from time to frequency domain can be written:

S(w,, wy) =f dtle‘i‘“itlf dt,e~i92t2 5(¢t,,t,)
0 0 on

There are an extensive number of multi-dimensional experiment for assignment,
structural and dynamical studies of proteins (Sattler, Schleucher and Griesinger, 1999;
Kanelis, Forman-Kay and Kay, 2001). They gained in popularity due to the invention of
uniform isotopic enrichment with *C and 'N. Better probes, invention of pulsed
gradients, and advanced water suppression techniques aided in this development (Bax,
2011). The complexity of large proteins systems, and intrinsically disordered proteins,
leads to even more spectral overlap and new techniques has to be invented (Frueh, 2014).
Non-uniform sampling during acquisition and 5-dimensional pulse sequences are some
of the latest inventions (Pustovalova, Mayzel and Orekhov, 2018).
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Figure 18. a) Schematic description of the simplest possible 2D experiment with an adjustable time t1 and phases
$1 and ¢2 of the 90°-pulses. b) A HSQC pulse sequence. The top set of pulses are applied to the protons and the
lower set of the pulses are applied to the heteronuclear spins ("N in this illustration) via a separate radio-
frequency channel. Narrow bars correspond to 90°-pulses and wider bars to 180°-pulses. The delay T is set to 1/4J
in an INEPT-block. The 'H at t1/2, and the grey '5N decoupling box during acquisition, are optional.

35 The years around 1970 were pivotal for the NMR-technology, with the foundation of 2D and
FT-spectroscopy. During the period Paul Lauterbur proposed the use of gradients to map three
dimensional objects. The technology led to Magnetic resonance imaging (Keller, 2019).

36 ¢COrrelated SpectroscopY’ is uninformative. Information sacrificed to achieve a fun name.
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Common themes in multidimensional pulse sequences

Almost all protein NMR pulse sequences consist of four building blocks: i) preparation,
ii) evolution, iii) mixing and iv) detection, as shown for the much-used HSQC-sequence
(Heteronuclear Single Quantum Coherence) (Bodenhausen and Ruben, 1980) in Figure
18b. The HSQC is built on INEPT-schemes (Morris and Freeman, 1979) which result in
the I,, — 1,5, i.e. magnetization is transferred from in-phase to anti-phase.

Of importance is implementation of proper coherence selection. This is the process
whereby the signal is systematically treated by varying the phases of RF pulses and
receiver to select specific coherences and compensate for imperfections to cancel
artefacts. It is done by using phase cycles and field gradients (Bodenhausen, Kogler and
Ernst, 1984).

Most of the assignment experiments performed for thesis (especially for paper III) uses
sequential assignment. The method combines information from triple resonance pulse
sequences such as CBCANNH and CBCA(CO)NNH (Grzesiek and Bax, 1992a, 1992b).
CBCANNH correlates NH group with the Ca and CB of its own residue (strong
correlation) and of the residue preceding (weak correlation). CBCA(CO)NNH only
correlates the NH group to the preceding Co and CP. Assignment of the backbone can be
followed up with assignment of the side chains. This is often carried out via so-called
TOCSY -transfer (Total correlation spectroscopy) sequences such as HCCH-TOCSY.

The increased R, with protein size (Figure 16) leads to loss of sensitivity in pulse
sequences during defocusing and refocusing delay required for the INEPT-transfer.
Invention of the TROSY (transverse relaxation optimized spectroscopy) assists by using
the interference between the CSA and dipole-dipole relaxation mechanisms and this can
lead to large decrease of the R,. TROSY-experiments are not used for this thesis.

Measuring relaxation rates

The methods for measuring the backbone and side chains R;, R, and NOE in equations
(84) — (86) for 1N spins are well documented (Kay, Torchia and Bax, 1989; Stone ef al.,
1992; Farrow et al., 1994; Ferrage, 2012). Detailed description of the pulse sequences is
given in (Korzhnev et al., 2001; Cavanagh et al., 2007). The pulse sequences are based
on the HSQC sequence in Figure 18b with additional features, as reverse INEPT blocks
in the mixing part for sensitivity enhancement by a factor of ~v/2. This is called PEP-
technology (preservation of equivalent pathways) (Palmer et al., 1991; Cavanagh and
Rance, 1993). Additional gradients (PFG — pulsed field gradients) for coherence selection
make it to a PFG-PEP-HSQC pulse sequence (Kay, Keifer and Saarinen, 1992).

The relaxation delays used for experiments in papers I-III are implemented as a CPMG-
echo trains (Carr and Purcell, 1954; Meiboom and Gill, 1958) for R, and as an inversion
recovery type block for R; (Vold et al., 1968). The R, is a difference experiment as
described in (Sklenaft, Torchia and Bax, 1987) to get a single exponential decay. The pulse
sequences for R, and R, are based on (Farrow et al., 1994).

No further experimental details of pulse sequences are presented but here. The interested
reader are referred to papers I-III.
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Measuring methyl side-chain relaxation rates

Experiments are performed for determination of methyl-side chain order parameters, by
studying methyl group deuterons in uniformly 'SN- and '3C-labelled and fractionally
(60%) *H-labelled proteins. Methyl groups are evenly spread over the protein and there
are many of them, which make them an interesting target (J. Hajduk ef al., 2000). The
experiments specifically select for the isotopomer *CH2D and since relaxation of (spin-
1) deuterons is heavily dominated by the quadrupolar interaction is utilized (Muhandiram
et al., 1995; Millet et al., 2002; Skrynnikov, Millet and Kay, 2002). A drawback is the
lower sensitivity (compared to '*N-relaxation sequences), a consequence of the faster
relaxation. However, five independently relaxing elements of the density matrix results
in five unique relaxation rates, which gives better determined spectral densities. Paper II
and III study methyl-side chain relaxation.

Data processing

The data processing pipeline for our relaxation studies involves: Measurements —
Spectral processing using NMRPipe (Delaglio ef al., 1995) — Peak assignment using
CcpNmr analysis (Vranken et al., 2005) — Peak intensity determination using PINT
(Ahlner et al., 2013). Further data fitting, e.g. of exponential decaying functions has been
done either in CcpNmr, PINT or in Matlab (MathWorks). In cases of spectral density
fitting of 'N-relaxation rates, either ‘relax’ (paper III) (d’ Auvergne and Gooley, 2008a,
2008b) or ‘ROTDIF’ (paper II) (Walker, Varadan and Fushman, 2004) has been used.

Spectral density modelling and generalized order parameters

The method for analysing internal motions in proteins in two of the presented papers
(papers II and I11) is based on the model-free approach developed 40 years ago (Halle and
Wennerstrom, 1981; Lipari and Szabo, 1982a, 1982b). Using several relaxation rates,
preferably from different magnetic fields, the model-free method can determine different
kinds of correlation times 7; and a so-called generalized order parameter’’ S?.

We first reiterate the connection between relaxation rates and dynamics in protein NMR
in liquids. Each observable relaxation rate/process (as R;, R, and NOE) involves
transitions between quantized magnetic energy levels. The transitions depend on
magnetic fields oscillating at the transition frequencies. Thus, the relaxation rates for a
specific nucleus in a protein are determined by the likelihood this nucleus experience
appropriate oscillating magnetic fields. The appropriate oscillations are created by
stochastic fluctuations of magnetic nuclei relative to each other, or relative to the B, field.

37 The generalized order parameter S is most of the time squared, S?, hence the correct word is
squared generalized order parameter. There is also a normal, usual order parameter S as well.
The generalized reduces to the usual order parameter when the motion is axially symmetric.
This is explained in the original article (Lipari and Szabo, 1982a):

S = (0.5(3 cos?(8) — 1)) = S, where 8 is the angle of the diffusion cone. All of S, $2, S and
S? might, somewhat misleadlingly, be called ‘order parameter’.
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Consequently, interpretation of relaxation data gives information of molecular motion in
the protein. This is exactly what the model-free approach exploits.

Simplified outline of model-free

We start with a bond vector connecting two nuclei (Clarkson, 2007). Figure 19a is a
schematic picture of a NH bond vector in a protein that tumble isotropically as well as
having internal motions. The translational motions of the bond, sideways and forward—
backwards, are not considered. A critical assumption in the model-free analysis are that
the global and the internal motions occur on different time scale and are statistically
independent. Luckily for large proteins, at normal temperature this holds most of the time
(Halle, 2009). The global correlation time 7., depends on the tumbling speed and for the
isotropic case, the time correlation look like an exponential decay, i.e. Cy(t) =

exp (—t/t.) which is exemplified in Figure 19b for two proteins with 7, = 7 ns (e.g.
Gal3C) and 7, = 3 ns (e.g. PGB1). The flexibility is modelled by a generalized order
parameter S2, in the range 0 < S? < 1, where 1 is rigid and 0 means no motional
constraints. C(t) goes to 0 in Figure 19b. We now decouple the tumbling, imaging we
can remove it, and let the internal motion only determine C (t), which now refuse to decay
to zero. Two cases are studied, 1) a much-constrained internal motion leads to little decay
(e.g. t0 0.8), ii) a less constrained internal motions leads to much decay (e.g. to 0.3). Often
the NH bond vector motions (15N—1H amide bond but could as well be a 13C—1H methyl
axis bond vector) are described as a diffusion-in-a-cone. Mathematically the internal
motion with constraints is modelled as a correlation function C;(t) = S? + (1 — S?) -
exp (—t/t;), where 7; stands for internal correlation time (set to 0.1 ns) and Figure 19¢
show case 1) $? = 0.8 and ii) S? = 0.3. Mathematically we combine the two motions as:

Cr(t) = C;(1) - Ci(0) = {e'f_tc} {32 +(1- 52)e'f£z} ; Ti 1 + 1 (92)
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Figure 19. a) NH bond vector showing rotational as well as vibrational motions, and a schematic representation of
the correlation functions. b) isotropic tumbling with two characteristic global correlation times (7c) of 3 ns (red) and
7 ns (blue). c) “frozen” global motions, with only internal motions, for S?=0.8 (solid line) and S2=0.3 (dashed line).
Combinations of the two motional regimes in b) and c), for the two proteins with d) $2=0.8 and e) S?=0.3.
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The result is shown for S? = 0.3 (Figure 19d) and S? = 0.8 (Figure 19¢). C; and T refers
to total correlation function and total correlation time, respectively. Note that for the
shorter 7, (red line) it is difficult to distinguish the “step” separating the motional modes.
The Fourier transform of (92), i.e. the spectral density looks like:

Sz, (1-5)7,
14+ w212 1+ w?t?

J(w) =

(93)

In the outline here we have not used any scaling factors.

The term model-free is used since apparently no assumptions are made about the nature
of the movement. Another name is ‘two-step function’ (Halle and Wennerstrom, 1981).

The theory was extended to include motions on two different timescales (Clore et al.,
1990) in which the faster of the motions is parameterized by sz and 7, and the slower by
SZ and 75, where we have S? = SZS2.

Complications with the model-free formalism

The formalism is powerful, yet its founder — Lipari and Szabo — wisely restated a
fundamental principle in deductive science: “models cannot be proven; they can only be
eliminated” (Lipari and Szabo, 1982a). While this is true for all models, we specify few
methodological drawbacks with the model-free: i) the assumption of motional regime
decorrelation, i.e. T,>>T; obviously limits on the method. Fluctuations with frequency
close to, or slower than 7, cannot be sensed. ii) No information of the directions (e.g. up-
down or sideways) of motions are provided. iii) An overestimation of the calculated
entropy is provided since each individual bond in a protein is assumed to be independent
(see also comments related to equation (95)). iv) Typically, in the software used, the NH
bond length is fixed (1.02 A) as well as all CSA of the '*N-backbone (—172 ppm), based
on CSA estimations in Ribonuclease H (Kroenke, Rance and Palmer, 1999). Average
CSA of —160 ppm has also been suggested (Fushman and Cowburn, 2001). Ideally residue
specific CSA should be used. Also, if exchange exist the software relax by default fit fast
exchange, leading to a quadratic field strength dependence of R,,., which may not be valid
for real data (Millet et al., 2000).

Diffusion tensor

So far, all examples assume an isotropic rotational diffusion tensor, but anisotropic
diffusion is more likely since very few proteins are completely spherical. Anisotropic
diffusion means the protein tumble faster in certain directions. The correlation functions
(92) will be described by a sum of exponentials and so the spectral density equation (93)
is rearranged as a sum:

> 2 . — G2 .
]((1)) = %Z A] ( S Tc,] > + (1 S )TTJ) (94)
j=1

2 272
1+w?t; 14wty
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The five A; depends on the direction cosines of the NH vector and can be found in
(Tjandra et al., 1995). We have used the correct scaling factor of 2/5. Theory for diffusion
tensors are explained carefully in this review article (Korzhnev et al., 2001)

Linking order parameters and entropy

As mentioned in the section ‘Statistical thermodynamics’, that theory provides us with a
powerful approach for connecting macroscopic properties, such as the Helmholtz free
energy, A in equation (42) to the molecular events. The connection between S? and the
conformational entropy (of importance especially for paper III) is described in (Akke,
Briischweiler and Palmer, 1993). A shortened version of the arguments goes as follows.

Helmholtz free energy (equated here with Gibbs energy) is A = —kT In Z, where Z is the
canonical partition function (37) which is decomposed as:

N

j=1

U refers to ‘unknown contribution’ to free energy and O to ‘observed fluctuations’, z; are
partition functions for the N individual fluctuating bonds (e.g. N =116 in paper III). Since
the z; in (95) are assumed to be independent, the total contribution to free energy is
overestimated, also note that we cannot be known that Z; is uncorrelated with Z,,.

Adjustment to a reference energy level (Ej o¢) leads to:

—AE]"V
5= T AB, = By~ By 96)
v

Ej, is the energy for the j:th bond vector in the state (bond orientation) v. The relationship

with Z; and the 2 is:

-2 (5

—AEJV 2

YZ (]v' ¢j,v) (97)

Y;"(6;, ®j,) are spherical harmonics, described in most quantum mechanics textbooks,
and 6;, and ¢; ,, define the orientation of bond vector j for state v.

Hence (97) link the S? to the probability distribution of orientations for the NH bond
vector and from that further derivation leads to the important relationship:

- —kTZ ( i ina ) 98)
1n1t1a1

which is the conformational entropy contribution to free energy upon a change from initial
to final state, which as well can be two different protein complexes. For one mole the
entropy change becomes AS = R ¥, In[(1 — S%,)/(1 — S3,)]-
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The assumptions rely on that no “dramatic” changes have occurred during the reaction.
Several different models for the bond vector movement have been investigated (Yang and
Kay, 1996) and one of the conclusions made was “the conformational entropy versus
order parameter profile calculated for backbone [...] bond vectors [...] is extremely well
approximated by the profile obtained assuming a diffusion-in-a-cone model.”

The determination of conformational entropy changes for side-chain methyl-axis
dynamics is in principle the same but presumably more advanced due to more degrees of
freedom. A dictionary for calculation of entropy for the side chain of each amino acid
type has been created for this purpose (Li and Briischweiler, 2009). Paper III uses this.

The next and last theory chapter preceding the research, is about the protein systems and
it has no equations. It then appears — to the author at least — as the last equation (98)
connects with the derivation of the Gibbs free energy in first initial equations (1) — (12).
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Protein systems

Figure 20. The two protein models studied in the thesis, none of them is an intact protein but a fragment of larger
proteins, this to simplify the investigations. To the left, the 56 residue PGB1-QDD, a domain of streptococci protein
G. To the right Gal3C, the 138-residue carbohydrate binding domain (CRD) of the 250-residue human galectin-3.
The coloured ligand is the so-called M-ligand in Paper Ill. Image made in Chimera (Pettersen et al., 2004).

Protein GB1

Papers I and II study the small 56 residue domain (B1-domain, 6.5 kDa) (Figure 20) of a
large (58-65 kDa depending on strain) bacterial Streptococcus surface protein called
protein G%. One of its siblings, Protein A, was found in the late 1950s. Protein A and
Protein G belong to a group of immunoglobulin (Ig) binding bacterial proteins named
with letters A, H, G, M or L. The Ig-binding activity of protein G was discovered in Lund
in the 1970s (Kronvall, 1973) and the protein was given the name a decade later (Bjorck
and Kronvall, 1984). Soon thereafter Protein G was found to bind to several human
plasma proteins (Kronvall, 2013). The Bl1-domain®* (PGB1) is one of three consecutive
domains.

Ig’s are essential components of the human immune system, which main function is to
separate self from non-self. Ig’s are large, around 150 kDa, and partitioned into a mobile
anti-gen binding part, ‘Fab’, and a less flexible hence crystallizable part, ‘Fc’, to which
the majority of the Ig-binding bacterial proteins interact (Wikstrém, 1995). Protein G

38 Putting ‘protein’ to the name of a protein is nowadays a tautology, but perhaps not at the time
of the finding in the beginning of the protein science era.

39 B are exchanged for a C, calling the domains C1, C2 and C3 in early publications.
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belongs to the class of bacterial surface protein evolved for adhesion to both Fab and Fc
and thereby weakening the hosts immune system.

Protein G consists of repetitive, stable and thermoresistant Ig-binding domains each of
which can fold and function as separate units. PGB1 has reversible melting to 87° C. The
topology and the extensive hydrogen-bonding network with a tightly packed and buried
hydrophobic core, is claimed to be the cause for the thermal stability, which also relates
to a low ACp(folding) (Gronenborn et al., 1991; Alexander ef al., 1992).

The PGBI1 structure, revealed by NMR, consists of a single a-helix packed against a four-
stranded B-sheet (Gronenborn et al., 1991). The interaction with the IgG Fab region is
mediated via an IgG B-strand which bind to the second -strand of PGB1. The interaction
PGBI1 — Ig Fc-region, are eased by charged and polar side chains in the a-helix and the
third B-strand. This was confirmed by NMR (Gronenborn and Clore, 1993) and
crystallography (Sauer-Eriksson et al., 1995).

PGBI is considered being an excellent model for protein NMR research and there are
many NMR studies on the protein. Four examples follow. Covariance studies of coupled
(synchronized) motion using 10 mutants of PGB1 (Mayer et al., 2003). Development of
magic-angle spinning solid-state NMR methods for protein research (Trent Franks et al.,
2005). Relationship between structure and chemical shift (Tomlinson et al., 2010). PGB1
as crowding agent (Bille ez al., 2019).

The model studied in the thesis have the mutations T2Q, N8D, N37D, hence the name
PGB1-QDD. Threonine at position 2 in wild type is mutated to reduce N-terminal
cleavage. A side effect of that mutation is an increased deamidation of the new glutamine,
and to reduce that, two residues with amide side chains are mutated, N8 and N37.

Some of the information presented here is retrieved from two, not easily accessible
resources, a thesis and a small conference proceeding (Wikstrom, 1995; Kronvall, 2013).

Galectin-3C

The carbohydrate recognition domain (CRD) of galectin-3 (Figure 20) is a thoroughly
studied protein. It is the C-terminal domain of the human protein galectin-3 and consists
of 138 residues (residue 113-250, 15.8 kDa). Galectin-3 (30 kDa) belongs to the large
lectin family. Lectin is the generic term for carbohydrate binding proteins, i.e. proteins
which bind to carbohydrates, glycoproteins, or glycolipids. These have numerous
functions in biological recognition (Leffler et al., 2002; Dumic, Dabelic and Flogel,
2006).

Galectins, fifteen are found, are defined by evolutionary conserved amino acid sequences
and by recognition of B-galactoside structures. They are divided into three groups, the
prototype containing one CRD, the tandem-repeat with two distinct but homologous
CRDs, separated by a non-conserved linker sequence of 70 amino acids, and the chimera
type with one member, galectin-3. The CRD connects to a proline- and glycine-rich N-
terminal domain involved in oligomerization, through formation of a coiled-coil structure.
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Galectin-3 has been found to be involved in cell-cell and cell-extracellular matrix
adhesion, cell growth and differentiation, and apoptosis, angiogenesis, immune reactions,
tumour growth and metastasis (Yang, Hsu and Liu, 1996; Newlaczyl and Yu, 2011).
Because of this it receives attention as a potential drug target. Galectin expression is
altered in malignant vs normal tissues and galectin expression can serve as an independent
prognostic marker (Thijssen et al., 2015). In a recent publication involvement in
Alzheimer’s disease and amyloid formation is shown (Boza-Serrano et al., 2019).

The natural substrate of galectin-3 are B-galactosides, e.g. lactose, and these are polar
molecules, hence the binding site is considerably polar with residues as arginine,
histidine, glutamic acid, tryptophan, and asparagine. The drug candidates synthesized by
the collaborators, are based on the lactose structure or a similar thiogalactoside. Recently
two theses were presented that describes synthesis and the molecular basis of the galectin-
ligand interactions for papers I1I-V (Peterson, 2018; Verteramo, 2019).

The Gal3C-structure was solved using X-ray crystallography (Seetharaman et al., 1998)
and it consists of two anti-parallel B-sheets with 5 and 6 B-strands respectivily (Figure
20). The complete galectin-3 has shown a tendency to form dimers or oligomers at higher
concentration upon ligand binding (Lepur et al., 2012). This is one of the reasons for
using the CRD-domain, which also from an NMR-perspective is easier to study than the
twice as large intact protein.
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Results and conclusions

Comments to the papers are provided here. The section ‘List of papers and author
contributions’ might be of interest in connection to this chapter, since focus here is on the
author’s contribution to the respective project.

This chapter is not supposed to reproduce the article abstracts, even if some information
from them naturally are repeated (without citation). Here, somewhat more speculation is
allowed, and few details which are not included in the articles are presented. Hopefully
the most important parts are selected for a publication but a selection procedure, what to
include, can always be debated. Article pictures are referenced as: Paper I: Fig. 3.

Paper I: proton transfer in PGBI1

Proton transfer plays a critical role in many biological processes, such as proton pumping
across membranes and enzyme catalysis. It has key roles in energy conversion processes
in biological systems, including photosynthesis and respiration. Most enzymes use acid-
base catalysis, where the rates of proton transfer can be rate limiting for the overall
reaction. The question we tried to answer in this study was: How fast are protons going
on and off the acidic residues? A general answer would be: k,¢ (deprotonation rate) ~
0.1-3x10° s! and k,,, (protonation rate) ~ 0.6-300x10° M s™..

The proton affinity is described by the pK,-value and there are two kinds of acidic side-
chains in proteins. PGB1-QDD had 12 of these. By changing pH and simultaneously
measure the (fast) exchange contribution to relaxation, R,, = p,pglw/k,,, using a
CPMG-experiment we could determine the rates in the pseudo first-order reaction, since
the chemical shifts informed about the populations (p,, and pg via the pK,) of the
protonated and deprotonated states as well as the chemical shift difference Aw between
the states (see section ‘Chemical exchange’). pH-adjustments were made using 21
separate and unbuffered NMR-samples by adding an acid (HCI) or a base (NaOH).

Measurement of proton transfer rates in proteins has not been done in this direct way
before. The pulse sequence correlates the side chain '3CO chemical shift with the
neighbouring 'Hp/y to yield 2D spectra (Hansen and Kay, 2011), thereby we could study
the shifts close to the protonation site.

A linear free energy relationship appears between the on-rate, log(k,,) and the pK,,.
More specifically a positive linear correlation exists between A,.G « —log K and AiG [
—log k,, for the on-reaction:
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K
R—COO~ + H* > R—COOH; K =1/K, 99)

The more favourable this reaction is, the higher are the on-rates (Figure 21). This is
presented in Paper I: Fig. 3 for log k,, vs —log K, [= —log(1/K)]. The schematic Figure
21 below instead shows —logk,, vs —log K.

A linear-free energy relationship is not expected for the k¢ since there are no collisions
when the protons leave the side chains.

AfG « —logk,,

_________ [Transition state:
[R:-COO™ - H+]*

Reactants:
R - CO0™

A.G < —logK

=i
_______ = ~lelk,

Products: R-COOH| pK, <pK, <

Figure 21. Schematic linear-free energy relationship, showing a reduction of the transition state barrier, due to
higher kon, as the reaction Gibbs free energy becomes more favourable. The reaction is described in the text. Note
that —log(K) = —log(1/Ka) = —pKa.

Hydrogen bonding (see section ‘Hydrogen bonds’) likely explains the extreme values of
kon and pK, since the four lowest pK,: Asp22, Asp46, Asp47, and Glu56 are HB
acceptors while the highest (by far) pK, for Asp37 is a HB donor.

It could be interesting to apply the method used here, on other titrating residues (Lys, Arg
and His) and possibly on advanced protein complexes.

The study was supposed to be completed with a rotating-frame spin-lock R, ,-experiments
of the slowest exchange processes discovered in the study, for residue Asp37, pK, = 6.5.
Paper I: Fig. S6 shows a flat dispersion profile, indicating that the exchange process is
faster than ~5000 s1 (it was expected to be ~ 83000 s for the sample at pH 6.7). In
Lund we used a 11.7 T (500 MHz) magnet, and the idea was to exploit the higher spin-
lock field strengths at Swedish NMR center using the cryogenically cooled probe heads
as done previously (Ban et al., 2012). The experiments failed.

Glul5 is an interesting outlier and shows an unexplained deviation between relaxation
determined pK,=4.6, and chemical shift determined pK,=4.2 (Paper 1: Fig S4).

Correction paper I: In eq. 2, the ‘tan’-function should be a ‘tanh’-function.
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Paper II: viscosity change of DMSO affects NMR spin
relaxation

We investigated an effect expected from the theory outlined in the section Viscosity’.
From theory we anticipated an increase in viscosity (1) due to the addition of DMSO
(Dimethyl sulfoxide, (CH3).—S=0) to water. The answer was positive. We also
investigated, in detail, the consequences of this effect for certain NMR relaxation studies
of protein-ligand binding.

One purpose with this control study was to create awareness of this effect and of its
implication for NMR spin relaxation experiments in water—-DMSO mixtures. Another was
to assure the DMSO did not influence the Gal3C studies, for example by altering
hydration of protein to a large extent. Many Gal3C articles use ligands dissolved in
DMSO (Diehl et al., 2010; Peterson et al., 2018; Kumar, Ignjatovié, et al., 2019;
Verteramo et al., 2019). The reason is that DMSO is a non-toxic, good solvent for almost
all organic molecules due to the relative permittivity €,=46, which is between that of
water and that of non-polar solvents. The concentration of DMSO when used as
solubilizer is low, 1-5% (v/v) and it is well-known to increase viscosity () (Cowie and
Toporowski, 1961). The approximate expression for the rotational correlation time 7, in
(47) tells that n varies linearly with 7.. However, 1 varies in a non-linear fashion with the
DMSO-concentration (Cowie and Toporowski, 1961).

We varied the DMSO concentrations for two proteins, PGB1 (6.5 kDa) and the apo form
of Gal3C (15.5 kDa). Since Galectin-3 is a drug target, it was of interest to know if DMSO
affects the hydration layer. We studied the chemical shift perturbation due to DMSO, and
the perturbations were small and uniform over the protein surface (Paper II1: Fig. 1).

The rotational correlation time was determined using the ROTDIF-software (Walker,
Varadan and Fushman, 2004) with !N R, /R, -ratios and the corresponding pdb-file. The
R, /R -ratio is a good approximation, independent of fast internal motions and of the
CSA. It therefore provides a good measure for the rate at which each NH vector reorients
with global tumbling 7. (Kay, Torchia and Bax, 1989). The approach involves using the
ratios from rigid NH sites only (~95% of collected data).

A quote from the paper: “The resulting values of 7 pp50/T, are 1.13, 1.05 and 1.025 for
5%, 3%, 2% and 1% (v/v) DMSO. We note that as a rule of thumb the percent increase
in 7, compared to a sample without DMSO, equals the v/v percentage of DMSO
multiplied by a factor 2.5.”

To perform model-free fitting of methyl side chains using 2H-relaxation (paper III) 7. is
used as input parameter, usually measured with 'N-backbone-relaxation experiments.
How does this relate to paper II? If it is a ligand—protein study, and if DMSO is used on
one of the two samples, or in varying concentrations for the ’N- and 2H-relaxation
experiments, the DMSO-concentrations matters.

The error in the fitted methyl-axis S? were estimated by creating synthetic relaxation data
(for four of the five relaxation rates) using an array of 7. (reflecting 0 to 11% DMSO
(v/v)) and S? with values between 0 and 1 in steps of 0.02. The synthetic data were used
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to (re)fit the S2, assuming a fixed 7, which reflects a 4% (v/v) addition of DMSO (in the
SN-backbone-relaxation experiment). Paper II: Fig. 4 shows that this may result in a
misfit 2 if the actual DMSO-concentration is for example 0%, or 8%. Figure 22
illustrates the workflow.

5 2H-rates:
g R(D,)
= R(Dy)
= R(3DZ -2)
S
Nde R(D.D, + D,D,)
1
=
< 3
0 - 1 I :{,
2. MF-fit:
§%(in) 2H-rates +
. = 4%

S2(out)

‘ AS? = §%(in)- S%(out) ‘

Figure 22. Workflow for the optimization (using MATLAB’s 'fmincon’-function) leading to Paper II: Fig 4.

Correction paper II: Fig 4 caption: “(C) t,=14.2 ns”, should be “(C) t,=15.8 ns”

Paper III: changes in conformational entropy in ligand
bound galectin-3C

The study resembles two previous studies, where Gal3C is mixed with ligands followed
by thorough NMR model-free analysis, along with MD-simulation, ITC and X-ray
crystallography studies (Diehl et al., 2010; Verteramo et al., 2019). The ability of the
NMR method to capture dynamics on different time scales is useful to understand
conformational motions in proteins. The dynamics information is naturally suppressed in
the crystallized proteins.

Three thiogalactoside ligands, differing with respect to the position of a fluorine in the
ortho-, meta- or para-position on a benzene ring (called O, M and P, MW 503 g/mol) are
attached to Gal3C (Paper I1I: Fig. 1, Fig. 3 and Fig. S1). The ligands resemble those in a
recent study, not using NMR (Kumar, Misini Ignjatovié, et al., 2019), where the glucose
is substituted for S—toluene. The substitution in this study to glucose, served to make the
ligands water-soluble. Attempts were made to solubilize the S—toluene ligands in
mixtures of DMSO and PEG, for NMR- and ITC-experiments, without success. In the
NMR- and ITC-experiments it is of value to have few additives, and the choice of
glucose-substituted ligands contribute to less systematic errors.
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The ITC-experiments reveal, as expected, that the binding is enthalpically driven (Paper
III: Fig. 2). The entropic contribution to binding is similar for the three complexes. An
enthalpy-entropy compensation is found over the ligand series.

By running several kinds of '*N- and 2H spin relaxation experiments, the conformational
entropy is studied, and it reveals subtle but significant differences between the complexes,
especially the '®N data report this. Affinity seems to show positive correlation with
(backbone) mobility close to the binding site (Paper III: Fig. 7). A new metric — a radial
distribution of conformational entropy — is implemented.

Comments to the discrepancy between NMR and MD-data

When comparing results from two methods the researcher normally prefer consistency,
i.e. results should be similar, within statistical error. It is important to acknowledge that
even if two independent methods give the same results, this do not infer the results are
correct. Also, when results are in conflict, an opportunity of method improvement appears
— either one method is wrong or both. The synergistic relationship between simulations
and NMR is necessarily based on continuous evaluations of a large mass of
inconsistencies found over the years when comparing the two methods (Sharp, 2019). In
this work we have used standard methods in the respective fields to measure and compute
the conformational entropy, and more work needs to be done to understand these standard
methods. We guess on the causes for the different results for MD-simulations based on
dihedral angle histogramming, and the NMR-studies, in their respective estimation of
conformational entropy. Three differing outcomes are specially studied here.

i) One discrepancy is that NMR backbone S? shows the bound state higher in
conformational entropy (more flexible), while MD shows the opposite (Paper III: Fig.
S12). The same discrepancy between methods is seen in (Diehl ef al., 2010). A survey of
28 protein—ligand complexes shows that 10, of which 3 are Gal3C-studies, have a more
rigid bound state (Caro et al., 2017).

Two examples of protein—protein interaction with increased backbone dynamics upon
complexation are presented in a review (Jarymowycz and Stone, 2006). 1) Protein kinase
A bound to the anchoring protein HT31pep (Fayos et al., 2003) and ii) N-TIMP-1 bound
to MMP-3 (Arumugam et al., 2003). Both have an open, water-exposed binding site. A
rationale behind a flexible bound state could be that the dynamics provide a means of
transient sampling of states in the free energy landscape and by this improving affinity
and allosteric signalling.

i) Another difference between MD and NMR is the larger dispersion in the NMR-data
for the radial distribution of entropy (Paper I1I: Fig. 9).

ii1) The summed NMR-data (backbone and side-chain conformational entropy) shows an
increased flexibility in order O — P — M, while the MD-simulations gives the opposite
M—P—0O (Paper III: Fig. 11). The ensemble refinement method supports, to some extent,
the NMR-view in this aspect. In this comparison of the methods it is important to keep in
mind that the MD simulation analyse the entropy based on fluctuations in all dihedral
angles in the complex. In the protein as well as in the ligand. The NMR data also study
complexes, but only subsets of bond fluctuations in the protein.
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This was a challenging project/paper. A large amount of NMR-measurements are
performed, about 50 2D-NMR relaxation experiments (on 500, 600 and 800 MHz, for
each complex) accompanied with assignment experiments. Also, as mentioned in the
section ‘Spectral density modelling and generalized order parameters’, the interpretation
of the model-free data is not trivial. Nuclear spin relaxation studies are demanding if the
goal, as in this case, is to achieve quantitative measures of the protein dynamics.

Paper I'V: halogen bonds in drug design

This study resembles the paper III in the sense that it investigates ligand-binding on the
model Gal3C based on minor changes of the ligand. Here the structure—thermodynamic
relationship for halogen bonds between the ligand X=F, Cl, Br, and I substituents and the
backbone carbonyl group of Gly182 in the protein was studied, based on recent findings
(Zetterberg et al., 2018).%° As for paper 111 a multi-method approach is applied involving
synthesis of ligands, X-ray crystallography, computer simulations, ITC, and NMR. The
NMR-studies do not involve relaxation methods, and the entropy cannot be quantified.
Relaxation experiments that will investigate dynamics are proposed.

The NMR-samples were prepared by pooling two of the three ITC-measurements into an
NMR-tube, the low protein concentration (~0.06 mM) required considerably long *N-
HSQC experiments of 22h.

There was large chemical shift perturbation, Adeg = { [AS( *H)]? + [AS(*°N)]? }'/2
around Glyl182 (paper IV: Fig. 9A and paper IV: Fig. S3), one dimensional shift
perturbations AS(*°N) was followed specifically. Figure 23 shows the sequence of the

protein where the large perturbations are found, and it is based on data seen in paper IV:
Fig. 9C and Fig. S3.

The explanation for the orange, upward arrows, representing a deshielding trend (increase
in §) of larger X (i.e. in order F — Cl — Br — I), goes as follows: The larger o-hole
along the halogen series, the more will the electrons surrounding side chain Asnl74,
backbone amide Glul184 and Gly182 become depleted/deshielded. The opposite trend of
shielding (green downward arrow), is seen for the side chain amide of Trp181. This might
be explained by the electronegative middle part of halogen bond, as predicted form theory
(Clark et al., 2007).

The causes of the shielding trend for backbone amide Arg183 and Trp181 are not as clear.
Tentative mechanisms are presented in the manuscript section ‘NMR chemical shift
perturbations correlate with binding enthalpy’.

The trend for AS( *H) is not as apparent. The 'H-shifts are in general more difficult to
interpret, as described in section ‘Local diamagnetic and paramagnetic term’. Due to the
pronounced effects on the chemical shifts, the model might be suitable for theoretical
calculations of chemical shifts.

40 Five a-D-thio galactopyranoside derivates which vary in one meta-substituent of a phenyl
group (H, F, Cl, Br and I).
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A plot of the ITC-measured enthalpy vs AS(**N) (paper IV: Fig. 10) shows correlation
for the perturbed residues around Gly182. The ITC-data also reveal enthalpy-entropy
compensation. The MD simulations in this study reveals many interesting findings, for
example that the solvation entropy of the water molecules around the binding site
reproduces trends in the binding entropies from ITC.

Wasn1so

Asn179 &I"' ‘
Gly182y%
g

Figure 23. Image of residues 174, and 179-186 showing qualitative trends in chemical shift perturbation when
changing X (green atom) in C—X bond where X=F, CI, Br and I. Grey (protein) and magenta (ligand) are C, blue —
N, red — O, white — H, yellow — S, black — F, and green — X. "®*N-chemical shifts give information of electron density
at the site of amide nitrogen atoms. The trend in the halogen series is represented as a green downward arrow for
a shielding trend — i.e. a decrease in §, an electron surplus at that site — and as an orange upward arrow for a
deshielding trend — i.e. an increase in §, an electron depletion at that site. The arrows start at the NH and its size
shows the magnitude of the trend. NH-Asn180 and NH-GIu185 did not show significant effect, due to side chains
directed outwards from the binding site. Other amides without arrow lack NMR-data. Data used to generate the
arrows are found in paper IV: Fig. 9C and Fig. S3.

Paper V: pH-titrations of histidines in lactose—galectin-
3C complex

Here the NMR-experiments aided the neutron crystallography experiments in search for
hydrogen bonding patterns in the Gal3C-ligand interaction. Three crystal structures were
studied and NMR pH-titration experiments, directed on the four histidine side chains
(His), were performed on the Gal3C—lactose complex. The aim was to determine the
degree of protonation, and the tautomeric form of the histidines. This knowledge is useful
for location of hydrogens in the protein. Computational studies depend on the degree of
protonation, and the result from this study is used for the MD-simulations in paper III for
example. The histidine imidazole ring has three tautomeric forms since two N can be
protonated, N&1 and Ne2: 1) The common and stable form H—NE, ii) the unusual H-Nd1,
and iii) the positive form H+ with both N61 and Ne2 protonated.
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Lactose binds weakly to Gal3C with K; =231 uM (Diehl et al., 2010) resulting in a low
protein concentration due to dilution with lactose solution (Gal3C is saturated, see Figure
2.). BC-HSQC experiments were used, and two samples for the titrations, one for going
down in pH (7.4 — 4.9) and one for going up (7.4 — 8.3). Unfolding of Gal3C starts at
pH 5.3-5.2 and is almost complete at pH 4.9.

In general, the 'H-, *C- or '*N- chemical shift of any titratable residue (electrically
charged side-chains) changes with pH. The largest change occurs normally closest to the
site of protonation, and the change in electric environment influences the chemical shifts
of all ring nuclei in a proportional manner. This means for example that the shift
perturbation vs pH of any nuclei in the ring should give the same pK,. All histidines in
Gal3C (158, 208, 217 and 223) were visible in the NMR-spectra (Figure 24). Ideally all
four should be traced when pH is varied, for the Cd2-shift as well as for the Cel-shift.
Also, we should be able to follow the shifts in the 'H- and '*C-dimension and get 4x4
titration curves (‘Hel, *Cel, 'H32 and '3C82 vs pH) from one titration series of HSQC
spectra. However, only His158 show 82-shifts. His223 show them partly. We decided to
rely on the *Cel-shift only.

Vila et al. comment on the *Cel-shift: “the '*Cel-nucleus is not a very sensitive indicator
of the changes of forms of the imidazole ring of His” (Vila et al., 2011)*, hence
information regarding which tautomer histidine possesses has to be found in combination
with the *Cel-shift.

His158 binds via a hydrogen bond to lactose and it is the only histidine in the binding
pocket. The fact it does not titrate means it is consistently in H-N31 or H-Ne and not in
H+. The existence of the C32-peak at ~127 ppm in the *C-HSQC provides evidence for
the No1 tautomer (Vila et al., 2011). A peak at (6.5, 119) ppm appears at pH 5.88, not
seen at next higher pH. This could be, what Vila et al refers to as, the ‘119-ppm peak’, a
mix of the H+ and the Ne2-tautomer. The peak disappears around the same pH. Quote
from Paper V: “The presence of this unusual H-ND1 tautomer is consistent with the fact
that NE2 of His158 is a critical H-bond acceptor for HO4 of lactose.”

His208 has a well-defined pK, = 6.2. The major tautomer at pH 7.5 (the pH for the
neutron crystallography experiment) is Ne2, since Ne2 in general is favoured over Nol
and we see no peak ~127 ppm. At this pH there is ~5% H+. The neutron data shows two
conformations of this residue.

His217 has pK,;, =5.15 + 0.20. The major tautomer of His217 at pH 7.5 is Ne2, based on
same arguments as for His208. At pH 7.5 there is ~1% H+.

His223 has tautomer Ne2 which is confirmed by the "N HSQC spectra where Ne2-peaks
are seen. They would not appear if it was a hydrogen bond.

The comparison with neutron structures broadly agrees with the NMR-findings and it is
summarized in paper V: table 3. Important findings from the neutron data is the central

41 Besides being a good paper this article from 2011 fascinates since one of the authors, Harold
Scheraga, is cited in the section ‘Titration of Histidine side chains’ for his NMR research on
histidine side chain in 1966. Impressing 45 years between the publications on the same topic.
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role of Argl62 in keeping the conserved H-bond network, since Argl62 participates in

three highly directional H-bonds to lactose.
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Figure 24. Lactose bound Gal3C, ct-"*C-HSQC in the aromatic region. Overlaid spectra for 17 pH ranging 4.9

[l

(red) — 8.3 (purple). All four Ce are seen, and two C&. The spectra show Ce moves for His208 and His217, but not

for His158 and His223. Both negative and positive peaks in shown the spectra. The unassigned peaks are the

other aromatic residues. Ulrich Weininger did the assignment.

The last graph

Often things happen which the researcher cannot explain. When measuring the pH in the
NMR-tube after the NMR-experiments, it appears that the lower pH-values are up-
regulated when compared with the ‘before’-measurement. The pH-measurement before
was used in the publication. The last graph of the thesis (Figure 25) show this. It might

be related to the unfolding process at low pH, or to something else.
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Figure 25. Comparison of pH in NMR tubes with Gal3C + lactose before and after NMR experiment. A hysteresis

phenonmena is seen. pH is upregulated when measured the second time, order of days after the first.
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UNIVERSITY

The thesis investigates protein dynamics using nuclear magnetic
resonance. It is a continuation of ideas proposed by Empedocles
of Akragas (492-432 BC), who suggested universe was built from
four elements, air, earth, fire and water, as the painting shows.
Aristotle (384-322 BC) added the fifth, the quintessence, or the
aether — of divine nature — coloured white.

ISBN 978-91-7422-694-2

Biophysical Chemistry
Department of Chemistry
Faculty of Engineering (LTH)
Lund University

Printed by Media-Tryck, Lund 2019 % NORDIC SWAN ECOLABEL 3041 0903



	Blank Page



