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Abstract

This paper presents a straightforward method to convert non-uniformly sampled data to uniform samples in order to be processed by some off-line techniques such as system identification. In such scenarios, we deal with a finite-length measurement sequence. We assume periodic extension of the signals, which results in a simple system of linear equations. Furthermore, we take into account a number of practical considerations for solving the system of equations and dealing with issues such as loss of samples. Thanks to the insights from the frequency domain, a non-integer delay element with respect to discrete-time signals is introduced. This interpretation leads to iterative algorithms for reconstruction of either time or frequency representations of the non-uniform samples. We provide simulation results for the case of jitter in the sampling clock and/or drops. Finally, our approach is compared with a few earlier works and the results are discussed.
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I. INTRODUCTION

CURRENT techniques for analysis and processing of digital signals are mainly developed for the case of uniform sampling [1]. This applies to both off-line techniques, e.g., spectral analysis and system identification, and on-line processing, such as filtering and control applications. Although non-uniform sampling may prove useful in some applications [2]–[4], usually unplanned variations or jitter in sampling instants are considered troublesome.

Today’s control applications typically have elements such as computer networks or radio links. Therefore, in addition to an unstable clock, we might experience data drops and variable delays. In such scenarios, we encounter difficulties to apply common system identification techniques. A natural solution could be transforming the non-uniform samples to uniform samples. This problem can be treated as an interpolation task where the missing data is to be estimated.

For interpolation, piece-wise linear or cubic spline approaches are commonly used. The former provides an easy and quick way to evaluate values at the missing data points and the latter is popular because it can approximate complex curves. Spline of order \( n \) calculates piecewise-polynomial functions that pass through all the existing data and is continuously differentiable up to the order of \( n - 1 \) at these points [5]. While these methods try to smoothly interpolate data, they are not able to incorporate some global information. Therefore, they fail to extrapolate beyond the input interval or give a reasonable response where a number of samples are missing. More importantly, to faithfully reconstruct a band-limited signal by a spline, an infinite order spline would be required [6].

Recovering of a band-limited signal from its non-uniform samples has a long history. The connection between band-limited functions and entire functions of exponential type has made it possible to reuse many earlier results in this context. In particular, the results by Paley-Wiener [7] and Kadec [8] on nonharmonic Fourier bases can be directly applied in this area. The celebrated theorem due to the work of Beurling [9] and Landau [10] has provided a necessary and sufficient condition for the sampling density for stable reconstruction. The frame theory due to Duffin-Schaeffer [11] is another influential work, which has laid the theoretical ground for many iterative algorithms.
In the classic work by Yen [12], various schemes of deviation from a uniform grid have been considered. Explicit formulae for recovering a signal from such perturbed grids has been proposed. Specifically, in the fourth theorem of this work, the concept of minimum-energy signals has been introduced, which allows to uniquely reconstruct a band-limited signal from a finite set of arbitrarily distributed samples.

There are many iterative methods based on the well-known inversion of a linear operator by means of Neumann series, which reduce to Richardson’s method [13, p. 22]. Among others, it has been shown that by successively applying a combination of band-limiting and sampling operations, the original signal is recoverable for different types of sampling methods, e.g., sample and hold and natural sampling [14]. Further results concerning the convergence of this method and a comprehensive reference to the field can be found in [15].

A direct treatment of the discrete problem of irregular sampling with focus on iterative methods has been given in [16]. In addition, the author has discussed a closely related problem of interpolation of trigonometric polynomials. In [17], an efficient frame based algorithm has been proposed. The main ingredients of their approach are conjugate gradient method instead of Richardson’s, preconditioning of data by adaptive weights, and utilizing Toeplitz structure of the system matrix. It has been shown that a certain trigonometric polynomial fitted to the data converges to the solution of an infinite-dimensional reconstruction problem [18]. To motivate the proposed iterative algorithm, a uniform estimate of the condition number of the reconstruction operator based on the maximum gap between samples has been given. The earlier approaches have been nicely brought together and presented in a unified framework for reconstructing a broader class of shift-invariant functions in [19].

Projection Onto Convex Sets (POCS) [20] and its variants [21] offer an alternative way for reconstructing signals than frame based iterative algorithms. The idea is projecting an initial function sequentially to a set of convex sets, each containing all of the functions coinciding at a sample with the function to be reconstructed. Since, this iterative algorithm suffers from a slow convergence rate, a one-step formulation has also been proposed. In a general case, the one-step formulation requires the inversion of an unstructured matrix whose size grows with the number of samples.

A direct approach for reconstruction of the digital spectrum of non-uniformly sampled signal with periodic sampling structure has been suggested in [22]. A spectrum with a desired resolution has been obtained by solving a system of linear equations. In [23], it has been assumed that non-uniform samples lie on a fine grid. Accordingly, a linear system of equations has been formed and solved for uniform samples. The drawback of the method is that the performance decreases as the resolution of the non-uniform grid increases. In another work, the more specific case of periodic and band-limited signals has been considered [24]. The authors provide explicit formulae for reconstruction from even or odd number of non-uniform samples.

In this article, the reconstruction of bandwidth-limited one-dimensional signals from time-stamped non-uniformly sampled data is investigated. Specifically, we would like to find the equally-spaced samples and the spectrum of a band-limited signal that coincides with the samples taken at known sampling instants. We introduce a novel viewpoint based on the periodic extension as well as new algorithms. Our sampling model is compatible with any arbitrary sampling scheme.
Therefore, we make no implicit assumption regarding the sampling pattern in advance. We provide an explicit formula for the Inverse Discrete Fourier Transform (IDFT) of non-uniformly sampled data and present an efficient way to compute their Discrete Fourier Transform (DFT). The basis functions for uniform periodic signals cover both even and odd number of samples. For recovering uniform samples and spectrum, we propose two approaches; one-stage and iterative. The one-stage method allows trade-off between accuracy and other smoothness criteria and our batch-mode iterative algorithm offers more favorable convergence properties than the generic Jacobi method [13].

The remainder of the paper is organized as follows. In Section II, we make a reformulation of the Nyquist ideal reconstruction for periodic signals. Subsequently, Section III deals with one-stage approach to estimate uniform samples. In Section IV, we revisit the properties of our interpolation basis in the frequency domain. This leads to the definition of a non-integer forward shift element. Consequently, we develop iterative algorithms under the light of this interpretation. Section V presents simulation results for both approaches under various conditions. We discuss the results and link our approaches to some of the earlier works by pointing out similarities and differences in Section VI. Section VII presents our conclusions.

II. Model of Non-uniformly Sampled Data

It is well known that a band-limited signal can be ideally reconstructed if it is uniformly sampled at a rate not less than the Nyquist rate. Otherwise, without any prior information, aliasing effect can distort the frequency content of the signal beyond recovery [25], [26]. Fortunately, most practical systems have a limited bandwidth. This is especially true for a closed-loop system, where good robustness and measurement noise rejection are achieved by limiting the high-frequency content of the control loop [27].

Assuming the conditions of the Nyquist theorem hold, according to the Whittaker–Shannon interpolation formula, we can calculate the original signal from its samples by [25], [28]

\[ y(t) = \sum_{k=-\infty}^{\infty} y(kT_s) \cdot \text{sinc}\left(\frac{t-kT_s}{T_s}\right), \]

where \( \text{sinc}(x) = \frac{\sin(\pi x)}{\pi x} \) and \( T_s \in \mathbb{R} \) is the sampling period. This is in fact an interpolation of uniform samples with \( \text{sinc}\left(\frac{t}{T_s} - k\right) \) as an orthogonal basis which can perfectly evaluate a signal at any time instant.

Since we deal with a finite measurement interval, we are only interested in a finite number of uniform samples covering the measurement period. However, the recovery of a sample according to (1) requires the knowledge of all the uniform samples. To address this problem, we assume periodic extension of \( y[k] \) beyond the measurement window. This means that we project the signals into the space of band-limited and periodic signals. Let us denote this space by \( B_N \) where \( N \) is the number of the samples. According to [29], [30], this space can be expanded by the following bases:

\[ \text{psinc}_N(x) \equiv \begin{cases} \frac{\sin \pi x}{N \sin \frac{\pi x}{N}} & N \text{ odd} \\ \frac{\sin \pi x}{N \tan \frac{\pi x}{N}} & N \text{ even} \end{cases} \]

(2)
Note that the function defined above is periodic with period of \( N \). Moreover,

\[
\lim_{N \to \infty} \text{psinc}_N(x) = \text{sinc}(x).
\]  

(3)

Given (2), we can express the signals in the space of \( B_N \) by

\[
y(t) = \sum_{k=0}^{N-1} y[k] \cdot \text{psinc}_N \left( \frac{t}{T_s} - k \right),
\]

(4)

where we have defined \( y[k] \equiv y(kT_s) \).

Assume that we have a set of distinct measurements at

\[
\{ t_n = nT_s + \tau_n T_s : n \in \{0, \ldots, N - 1\} \land \tau_n \in \mathbb{R} \}.
\]

(5)

By substituting the expression for \( t_n \) into (4) and denoting the estimates of the actual \( y[k] \) by \( \tilde{y}[k] \), we obtain

\[
y(t_n) = \sum_{k=0}^{N-1} \tilde{y}[k] \cdot \text{psinc}_N^\tau[n - k],
\]

(6)

where we have introduced the following notation

\[
\text{psinc}_N^\tau[n] \equiv \text{psinc}_N(n + \tau).
\]

(7)

Note that \( \tau \) is unitless and describes the amount of deviation from a uniform grid in proportion to the sampling period \( T_s \).

According to (6), every \( y(t_n) \) imposes an affine constraint on the underlying uniform samples \( \tilde{y}[k] \). These constraints can be conveniently arranged in a square matrix to be solved for \( \tilde{y}[k] \):

\[
y = A \tilde{y}
\]

(8)

\[
A_{\ell,k} = \text{psinc}_N^\tau[n - k], \quad 0 \leq \ell, k < N.
\]

(9)

**Theorem 1:** The matrix \( A \in \mathbb{R}^{N \times N} \) defined in (9) can be factorized as

\[
A = WV,
\]

(10)

where \( W, V \in \mathbb{R}^{N \times N} \). If \( N \) is odd,

\[
W = \frac{1}{N} \begin{pmatrix}
1 & \cdots & w_0_{\lfloor N/2 \rfloor} & w_0_{\lceil N/2 \rceil} & \cdots & w_0_{N-1} \\
1 & \cdots & w_{\lfloor N/2 \rfloor} & w_{\lceil N/2 \rceil} & \cdots & w_{N-1} \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
1 & \cdots & w_{\lfloor N/2 \rfloor} & w_{\lceil N/2 \rceil} & \cdots & w_{N-1} \\
\end{pmatrix}
\]

(11)

where \( w_n = e^{i2\pi(n+\tau_n)/N} \). For an even \( N \), the matrix description is similar, but an additional column should be inserted in the middle of the matrix. Namely, \((N/2+1)\)-th column will be

\[
W_{N/2} = \begin{pmatrix}
\frac{1}{2}(w_{N/2}^{N/2} + w_{0}^{-N/2}) \\
\frac{1}{2}(w_{N/2}^{N/2} + w_{1}^{-N/2}) \\
\vdots \\
\frac{1}{2}(w_{N/2}^{N/2} + w_{N-1}^{-N/2})
\end{pmatrix}.
\]

(12)
The matrix $V$ is the Discrete Fourier Transform (DFT) expressed as a Vandermonde matrix,

$$
V = \begin{pmatrix}
1 & v_0^1 & \cdots & v_0^{N-1} \\
1 & v_1^1 & \cdots & v_1^{N-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & v_{N-1}^1 & \cdots & v_{N-1}^{N-1}
\end{pmatrix}, \quad v_n = e^{-i\frac{2\pi}{N}n}.
$$

(13)

Proof: Note that

$$
\text{psinc}_N^\tau[n] = \begin{cases}
\frac{1}{N} \sum_{k=-\left\lfloor \frac{N-1}{2} \right\rfloor}^{\left\lfloor \frac{N-1}{2} \right\rfloor} e^{i2\pi \frac{n+k}{N}(n+\tau)} & N \text{ odd} \\
\frac{1}{N} \sum_{k=-\left\lfloor \frac{N-1}{2} \right\rfloor}^{\left\lfloor \frac{N-1}{2} \right\rfloor} e^{i2\pi \frac{n+k}{N}(n+\tau)} & N \text{ even} \\
+ \frac{1}{2N} \left( e^{-i\pi(n+\tau)} + e^{i\pi(n+\tau)} \right)
\end{cases}
$$

(14)

The proof follows directly from (9) and the definitions of $W$ and $V$. □

Remark 1: Theorem 1 provides an important interpretation for matrix $W$, which is the IDFT of the non-uniform samples. Note the similarity between this matrix and the uniform IDFT where $\tau_n$ equals to zero for all $n$. In view of this, we write

$$
y = W\tilde{Y},
$$

(15)

where $\tilde{Y}$ denotes the DFT of $\tilde{y}$.

Theorem 2: The matrix $A$ defined in (9) has full rank provided that there are $N$ distinct measurement points. If $N$ is even, it is additionally required that for all $k \in \mathbb{Z}$, $\sum_{n=0}^{N-1} \tau_n \neq (2k + 1)N/2$.

Proof: See Appendix A. □

Corollary 1: If $|\tau_n| < 1/2$, $\forall n$, then matrix $A$ has full rank.

Based on the relations in this section, we develop two approaches in the next two sections to solve for $\tilde{y}[k]$ given $y(t_n)$ values.

### III. ONE-STAGE APPROACH

The matrix $A$ projects uniform samples to non-uniform samples according to a prescribed sampling scheme. Theorem 2 ensures that matrices $A$ and $W$ are invertible, hence we can solve for uniform samples and the spectrum using (8) and (15), respectively. Note that solving (15) amounts to calculating the DFT of the non-uniform samples. Although it is possible to find an explicit and fairly compact formula for non-uniform DFT exploiting the Vandermonde structures (see the derivation of the determinant in the proof of Theorem 2), using fast algorithms for inversion of Vandermonde matrices such as [31] is more efficient than the explicit formula.

A difficulty with the inversion of $A$ is that the resulting matrix for large $N$ with a large variation in $\tau_n$ tends to be nearly singular (see the proof of Theorem 2). Moreover, it may not always be desirable to strictly limit the upper bandwidth because of the additional knowledge about the underlying process. A standard solution to address these problems simultaneously is to relax the constraints while penalizing the deviation from the ideal solution by a cost function. This technique is also known as Tikhonov regularization [32].
For a generic system of linear equations
\[ Ax = b, \]
a quadratic cost function can be defined as
\[ C = \|Ax - b\|^2 + \|\Gamma x\|^2. \]
An explicit solution to this minimization problem is given by
\[ \tilde{x} = (A^T A + \Gamma^T \Gamma)^{-1} A^T b. \quad (16) \]

Based on the prior knowledge, a wide variety of matrices for \( \Gamma \) can be chosen. Note that this approach is equally applicable to (8) as well as (15). Furthermore, knowing that DFT and IDFT are expressible as matrices, one can convert the cost matrices between these two representations. We give a few examples for choosing \( \Gamma \) in the following subsections.

A. Time-Related Cost

Often, we are interested in interpolated signals that satisfy some smoothness criteria. To ensure this, one can minimize the difference between the values of two consecutive samples or minimize its variation across the samples. The former assumption favors constant signals and the latter means that the next sample should lie on the line extended from the two previous points. These assumptions resemble the behavior of Zero-Order Hold (ZOH) and First-Order Hold (FOH) signals between consecutive samples, respectively. Hence, we denote the associated \( \Gamma \) matrices by ZOH and FOH, such that
\[ \Gamma_{ZOH} = \begin{pmatrix} 1 & 0 & \cdots & 0 & -1 \\ -1 & 1 & \cdots & 0 & 0 \\ 0 & -1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & -1 & 1 \end{pmatrix}, \quad (17) \]
\[ \Gamma_{FOH} = \Gamma_{ZOH}^2. \quad (18) \]

Finally, we substitute \( \Gamma \) with \( \alpha \Gamma_{ZOH} \) or \( \alpha \Gamma_{FOH} \) in (16).

B. Frequency-Related Cost

Although the proposed fitting approach inherently limits the frequency content, the time-related regularization tend to spread the spectrum. Thus, even if a lower bandwidth hypothesis for the underlying signal exists, we may not obtain it. This is evident in case of long drops because the algorithm, depending on the choice of \( \Gamma \), tends to find a constant or a piecewise linear solution in that range. One would run the algorithm in an iterative manner, i.e., after identifying the highest frequency from the spectrum of the first run, readjust \( T_s \) to achieve a lower bandwidth. Alternatively, this behavior can be controlled by introducing a cost for higher frequencies.

Several frequency-related cost formulations are possible. For example, using (15), the cost formulation for different scenarios is straightforward. Furthermore, we may use the fact that lower frequency signals could be represented by fewer samples over the same period. In other words, decreasing frequency corresponds to posing new constraints on \( y[k] \) so that \( 0 = \mathbf{c} y \) for some \( \mathbf{c} \). These constraints can be calculated
using (8). We can form a non-square matrix that relates two sets of uniform samples at different sampling rates. By eliminating the variables corresponding to the lower sampling rate, the additional constraints can be found. Consequently, \( \Gamma \) in (16) can be set to \( \alpha c \). As a concrete example, we see that in case of down-sampling by a factor of two, every odd or even sample can be represented by the other set, which results in \( N/2 \) null constraints.

IV. ITERATIVE APPROACH

The one-stage approach requires inverting a possibly large matrix. To circumvent this, a variety of iterative methods such as Richardson, Jacobi, and Gauss-Seidel [13] can be used. Instead of generic iterative methods, in this section we develop algorithms that take advantage of a non-integer delay element with respect to discrete-time signals.

Consider a signal evaluated at \( t_n = (n + \tau)T_s, 0 \leq n < N \). Substituting \( \tau_n \) with \( \tau \) in (6) results in

\[
y = h_\tau \ast \tilde{y}_N, \tag{19}
\]

where \( \ast \) denotes the circular convolution and \( h_\tau \) is a sequence of length \( N \) taken from the periodic sinc function defined in (7),

\[
h_\tau[n] = \text{psinc}_N[n]. \tag{20}
\]

Denoting the modulo operator by mod, \( \tilde{y}_N[n] = \tilde{y}[n \text{ mod } N] \).

The resulting signal \( y \) is a shifted version of the original signal with \( \tau T_s \). Therefore, the operation can be interpreted as a non-integer forward shift element, where \( \tau \) specifies the amount of shift as a fraction of the sampling period.

Now, we consider (19) in the frequency domain

\[
\mathcal{F}\{y\} = \mathcal{F}\{h_\tau \ast \tilde{y}_N\} \tag{21}
\]

\[
\Rightarrow Y = H_\tau \cdot \tilde{Y}, \tag{22}
\]

where \( \mathcal{F} \) denotes the DFT and \( Y, \tilde{Y}, H_\tau \in \mathbb{C}^N \) are the results of the transformation. From the definition of the IDFT, we know that

\[
h_\tau[n] = \frac{1}{N} \sum_{k=0}^{N-1} H_k^* e^{\frac{2\pi i k n}{N}}, \quad n = 0, \ldots, N - 1. \tag{23}
\]

Comparing (23) with (14), it is possible to find an explicit solution for \( H_\tau \). Namely,

\[
H_k^\tau = e^{2\pi i k \tau / N} \cdot \begin{cases} 
1, & k = 0, \ldots, \left\lfloor \frac{N - 1}{2} \right\rfloor \\
\cos(\pi \tau), & k = \frac{N}{2} \quad N \text{ even} \\
e^{-i2\pi \tau}, & k = \left\lfloor \frac{N}{2} \right\rfloor + 1, \ldots, N - 1.
\end{cases} \tag{24}
\]

Before we further discuss the interpolation technique, it is worth mentioning some of the properties of \( H_\tau \)

\[
H^0 = 1 \tag{25}
\]

\[
H_k^1 = e^{2\pi k / N} \tag{26}
\]

\[
H_\tau^* = H^{-\tau}, \tag{27}
\]
where the star denotes an element-wise complex conjugate. Furthermore, for $k \neq N/2$

$$H_k^{-\tau} = (H_k^\tau)^{-1}$$  \hspace{1cm} (28)

$$H_k^{\tau_1 + \tau_2} = H_k^{\tau_1} \cdot H_k^{\tau_2}.$$  \hspace{1cm} (29)

According to (24), $H^\tau$ introduces phase shifts to each frequency component proportional to the frequency and the amount of $\tau$. This is evidently a generalization of the delay element where (25) represents no shift and (26) is exactly the usual one sample forward shift. Figure 1 shows the transformation of a signal by $H^\tau$ with several $\tau$'s.

Let us introduce the following notation,

$$x_{\tau}[n] \equiv x(nT_s + \tau T_s).$$

Consequently, in the space of $B_N$ we can write

$$X_{\tau} = H^\tau \cdot X.$$  \hspace{1cm} (31)

**Proposition 1:** If we assume $s \in B_N$, and $x$ are uniform samples of $s$, then $\forall N \in \mathbb{N}$ the effect of transformation by $h_{\tau}$ is cumulative, i.e.,

$$x_{\tau_1 + \tau_2} = h_{\tau_2} \ast x_{\tau_1}. \hspace{1cm} (32)$$

**Proof:** We use (32) to write,

$$h_{\tau_2} \ast x_{\tau_1} = \mathcal{F}^{-1}\{H^{\tau_2} \cdot H^{\tau_1} \cdot X\} \hspace{1cm} (33)$$

$$= \mathcal{F}^{-1}\{H^{\tau_1 + \tau_2} \cdot X\} \hspace{1cm} (34)$$

$$= x_{\tau_1 + \tau_2}. \hspace{1cm} (35)$$

Fig. 1. Transformation of a signal by $H^\tau$, where $\tau$ varies between 0-100%.
Since the space of $B_N$ is strictly band-limited, $X_{N/2} = 0$ when $N$ is even. To conclude (34), we have considered this fact and (29).

**Corollary 2:** The transformation by $H^\tau$ is reversible.

**Proof:** Use $\tau_2 = -\tau_1 = -\tau$ in Proposition 1. Accordingly,

$$x_\tau * h_{-\tau} = x_{\tau - \tau} = x.$$ (36)

### A. Sequential Mode Algorithm

Here, we present an algorithm based on the idea that each sample of $y(t_n)$ is a result of filtering the uniform samples, $y[k]$, with corresponding $H^\tau_n$. Therefore, we can recover $y[k]$ by applying the inverse transform of these transformations. Since, the exact value of $y(kT_s + \tau_n T_s)$ is only known at $k = n$, we formulate an iterative algorithm to make use of this information:

1. $\hat{y} \leftarrow y$ \{Initialize\}
2. repeat
   3. for all $m \in \{0, \ldots, N - 1\}$ do
   4. $\hat{y}_m \leftarrow \mathcal{F}^{-1}\{H^\tau_m \cdot \hat{Y}\}$
   5. $\hat{y}[m] \leftarrow y(t_m)$ \{Correct sample $m$\}
   6. $\hat{y} \leftarrow \mathcal{F}^{-1}\{H^{-\tau_m} \cdot \hat{Y}_m\}$
3. end for
4. until maximum iteration has reached or the remaining error is less than a desired value

In order to prove the convergence, we show that the energy of the error (sum of the squares of its elements) is constantly decreasing before the algorithm stops. The following Lemma proves that the energy of a signal transformed by $H^\tau$ is equal to or less than the original signal. Provided that the signal is strictly band-limited, the energy is preserved.

**Lemma 1:** Let $y_n$ denote the result of transforming signal $x_n$ by $H^\tau$, i.e., in the discrete Fourier domain $Y = H^\tau \cdot X$, then

$$\sum_{n=0}^{N-1} |y_n|^2 \leq \sum_{n=0}^{N-1} |x_n|^2.$$ (37)

**Proof:** We use Parseval’s theorem to derive

$$\sum_{n=0}^{N-1} |y_n|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |Y_k|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |H_k^\tau X_k|^2$$ (38)

$$= \frac{1}{N} \sum_{k=0}^{N-1} H_k^\tau H_k^{\tau*} |X_k|^2$$ (39)

$$\leq \frac{1}{N} \sum_{k=0}^{N-1} |X_k|^2 = \sum_{n=0}^{N-1} |x_n|^2.$$ (40)

Equation (40) is concluded from (39) by using properties (27) and (28) and the fact that for $k = N/2$, $H_k^\tau H_k^{\tau*} = \cos^2(\pi \tau) \leq 1$.

**Theorem 3:** If the conditions of Theorem 2 hold, then the sequential mode algorithm converges to the solution of (8).
**Proof:** As a result of Theorem 2, there is a solution to (8), i.e., there is a \( \tilde{y} \) such that \( y = A\tilde{y} \). Accordingly, we can write the estimated samples at each iteration as the sum of the uniform samples of the reconstructed signal and an error

\[
\tilde{y}^{(k)} = \tilde{y} + e^{(k)},
\]

where superscript \( k \) denotes the iteration number.

Now, we show how the energy of the error in each step of the algorithm evolves. As a result of step 4,

\[
\tilde{y}_{\tau_m}^{(k)} = (\tilde{y} + e^{(k)})(\tau_m) \ast h_{\tau_m},
\]

\[
\tilde{y}_{\tau_m}^{(k)} = \tilde{y}_{\tau_m} + e^{(k)}.
\]

Step 5 results in

\[
\tilde{y}_{\tau_m}^{(k+1)} = \tilde{y}_{\tau_m} + e_{\tau_m}^{(k+1)},
\]

where

\[
e_{\tau_m}^{(k+1)}[n] = \begin{cases} e_{\tau_m}^{(k)}[n], & n \neq m \\ 0, & n = m. \end{cases}
\]

Assuming sample \( m \) is updated,

\[
\sum_n |e_{\tau_m}^{(k+1)}[n]|^2 < \sum_n |e_{\tau_m}^{(k)}[n]|^2.
\]

According to Corollary 2, we find

\[
\tilde{y}^{(k+1)} = (\tilde{y}_{\tau_m} + e_{\tau_m}^{(k+1)}) \ast h_{\tau_m} = \tilde{y} + e^{(k+1)}.
\]

Using Lemma 1, (46) results in

\[
\sum_n |e^{(k+1)}[n]|^2 < \sum_n |e^{(k)}[n]|^2.
\]

This means that as long as a correction is made, the energy of the error is decreasing. Since the energy is bounded from below by zero, the algorithm will eventually converge to \( \tilde{y} \).

**B. Batch Mode Algorithm**

The sequential mode algorithm makes use of only one sample at each iteration and therefore its convergence rate is slow. To improve the situation, we try to make use of all samples in a batch fashion. The following algorithm shows the procedure:

1. \( \hat{y} \leftarrow y \) \{Initialize\}
2. **repeat**
3. \( \hat{Y}_r \leftarrow F^{-1} \{H \cdot \hat{Y} \} \)
4. **for all** \( m \in \{0, \ldots, N - 1\} \) **do** \{Replace the diagonal elements\}
5. \( \hat{Y}_r(m, m) \leftarrow \gamma y(t_m) + (1 - \gamma)\hat{Y}_r(m, m) \)
6. **end for**
7. \( \hat{Y} \leftarrow F^{-1} \{H^{-1} \cdot \hat{Y}_r \} \)
8. \( \hat{y} \leftarrow \text{diag}(\hat{Y}) \) \{Extract the diagonal\}
9. **until** maximum iteration has reached or the remaining error is less than a desired value
Here, all the DFTs are row-wise and \( H, \tilde{Y}, \tilde{Y}_r \in \mathbb{C}^{N \times N} \) are defined as

\[
H = \begin{pmatrix}
H^0 & \cdots & H^{N-1}
\end{pmatrix}, \quad \tilde{Y} = \begin{pmatrix}
\tilde{Y} \\
\tilde{Y} \\
\vdots \\
\tilde{Y}
\end{pmatrix}, \quad \tilde{Y}_r = \mathcal{F}\{\tilde{Y}_r\}.
\] (49)

The relaxation parameter is in the interval \( 0 < \gamma \leq 1 \).

**Theorem 4:** The following iterative algorithm describes a computationally more efficient counterpart to the batch mode algorithm,

\[
y^{(0)} = Dy \\
y^{(k+1)} = y^{(k)} + \gamma D(y - Ay^{(k)}),
\] (50) (51)

where matrix \( D \) is a diagonal matrix that has the same diagonal elements as matrix \( A \).

**Proof:** We formulate the correction for the \( m \)-th sample at step 5 of the batch mode algorithm,

\[
\Delta_{\tau_m}(n) = \gamma (y(t_m) - \tilde{y}_{\tau_m}^{(m)}[m]) \delta(n - m).
\] (52)

Accordingly,

\[
\Delta(n) = \Delta_{\tau_m}(n) * h_{-\tau_m}[n] = \gamma (y(t_m) - \tilde{y}_{\tau_m}^{(m)}[m]) h_{-\tau_m}[n - m].
\] (53) (54)

Now, if we evaluate (54) at \( m \) and build a new function out of its values, we obtain

\[
\Delta'(m) = \gamma (y(t_m) - \tilde{y}_{\tau_m}^{(m)}[m]) h_{-\tau_m}[0].
\] (55)

Therefore, a sample in the next iteration can be written in terms of the samples in the previous iteration as

\[
y^{(k+1)}[n] = \tilde{y}^{(k)}[n] + \Delta'(n) = \tilde{y}^{(k)}[n] + \gamma (y(t_n) - \tilde{y}_{\tau_n}^{(k)}[n]) h_{-\tau_n}[0].
\] (56) (57)

Writing (57) in a matrix form using the identities

\[
\tilde{y}_{\tau_n}^{(k)}[n] = \sum_\ell \tilde{y}^{(k)}[\ell]h_{\tau_n}[n - \ell]
\] (58)

\[
h_{\tau_n}[0] = h_{-\tau_n}[0],
\] (59)

completes the proof.

This reformulation is computationally beneficial since it scales with \( O(N^2) \) instead of \( O(N^2 \log N) \) at each iteration.

**Corollary 3:** The following algorithm recovers directly the spectral representation of non-uniformly sampled signals,

\[
\hat{Y}^{(0)} = \mathcal{F}\{Dy\} \\
\hat{Y}^{(k+1)} = T\hat{Y}^{(k)} + C,
\] (60) (61)

where

\[
T = I - \gamma \mathcal{F}\{DW\} \\
C = \gamma \mathcal{F}\{Dy\}
\] (62) (63)
and all the DFTs are column-wise.

**Proof:** This is the same as Theorem 4, expressed in the frequency domain using (15).

Note that in case of oversampled signals, using the formulation of Corollary 3 is beneficial. The reason is that we can remove the columns and rows corresponding to higher frequencies than the Nyquist frequency. Therefore, the computation in each iteration is reduced to $O(M^2)$, where $M$ corresponds to the highest frequency in the discrete Fourier domain.

**Lemma 2:** Using the algorithm in Theorem 4, the error at each iteration evolves according to

$$e^{(k)} = B^k e^{(0)}, \quad (64)$$

where

$$B = I - \gamma DA. \quad (65)$$

**Proof:** This is a direct consequence of (51). If we subtract both sides of (51) from the fixed point of the algorithm, it results in

$$\tilde{y} - \tilde{y}^{(k+1)} = \tilde{y} - \tilde{y}^{(k)} - \gamma D (y - A\tilde{y}^{(k)})$$

$$e^{(k+1)} = e^{(k)} - \gamma D (A\tilde{y} - A\tilde{y}^{(k)})$$

$$e^{(k+1)} = (I - \gamma DA) e^{(k)}. \quad (66)$$

By repeatedly applying (66), the proof is completed.

A necessary and sufficient condition for the convergence of the error to zero is that the spectral radius of matrix $B$ is less than one, i.e., all the eigenvalues, denoted by $\lambda_i$, lie inside the unit circle

$$\rho(B) = \max_i (|\lambda_i|) < 1. \quad (67)$$

Let us parametrize matrix $B$ by $\tau = (\tau_0, \tau_1, \ldots, \tau_{N-1})$. It is difficult to calculate an explicit solution to $\rho(B_{\tau})$ for a generic distribution of $\tau_n$. However, we can show that for a given maximum deviation $\tau_{\text{max}} = \max_{0 \leq n < N} |\tau_n|$, $\tau = \tau_{\text{max}} 1_N$, i.e., $\tau_n = \tau_{\text{max}}$ for $0 \leq n < N$ is a local maximum of $\rho(B_\tau)$. See Appendix B for the proof.

**Theorem 5:** Assuming $\rho(B_\tau) \leq \lim_{N \to \infty} \rho(B_{\tau_{\text{max}} 1_N})$, the iterative algorithms of Theorem 4 and Corollary 3 are convergent in the range of $|\tau_n| < 1/2$ provided that

$$0 < \gamma \leq \min \left( \frac{2}{\tan c(\pi \tau_{\text{max}})}, 1 \right),$$

where $\tau_{\text{max}} = \max_{0 \leq n < N} |\tau_n|$ and $\tan c(x) = \tan(x)/x$.

**Proof:** See Appendix C.

Since according to Corollary 2 recovering a constant shift requires only one iteration, in order to utilize the fastest rate of convergence, we can remove the common offset of sampling instants before using the algorithms.

### V. RESULTS

In this section, we present different simulation scenarios to demonstrate the algorithms in practice. The scenarios cover the cases where there is only jitter or jitter and drops are both present. Since the cubic spline is commonly used for interpolation, we use it as a baseline for comparison. The iterative methods converge to the same solution as the one-stage method when there is no additional constraints. Therefore, we have not included any comparison between these two
approaches on the same data set. We use the normalized Mean-Squared Error (MSE) as the measure of accuracy. This is done according to

\[ \text{MSE} = \frac{\|y_u - \tilde{y}\|^2}{\|y_u\|^2}, \]

where \( y_u \) denotes the uniform samples of the original signal.

A random complex spectrum with length \( N = 128 \) was used to build the test signals. We computed the time response by taking the IDFT. Thereafter, the signal was sampled non-uniformly. The jitter was a random function uniformly distributed in the range of \( \pm 50\% \) of the sampling period.

In the first experiment, we used the one-stage method and filtered part of the spectrum by a notch filter. A sample signal is shown in Fig. 2.a and the spectra obtained without any preprocessing, using spline for interpolation and using the one-stage method are compared in Fig. 2.b. The one-stage approach provides solutions with an accuracy close to the machine precision.

Figures 3 and 4 correspond to a signal exploiting the whole spectrum recovered by means of Theorem 4 and Corollary 3, respectively. Figure 5 demonstrates the accuracy of the solution after each iteration of the batch mode algorithm (Theorem 4). The jitter was a random function uniformly distributed in the range of \( \pm 15\% \), \( \pm 30\% \), and \( \pm 45\% \). No oversampling was used and \( \gamma = 1 \) in all experiments. For each range, the figure illustrates the results of one hundred experiments with different random signals and jitter profiles. The average MSE per iterations as well the worst and the best cases are shown.

In Table I, we present a numerical comparison between the batch mode algorithm and the cubic spline. We limited the jitter spread to \( \pm 35\% \) and the maximum number of iterations to 10. Each row is characterized by a different \( M \) corresponding to the maximum frequency. The MSE values were averaged over one hundred experiments.

Table II shows the performance of the batch algorithm when some additive Gaussian measurement noise is present. The jitter spread was again set to \( \pm 35\% \) and the maximum number of iterations to 10. For each row the standard deviation of the noise is \( \sigma \|y_u\|/N \). The MSE values were averaged over one hundred experiments.

In the drop scenarios, we limited the bandwidth to \( M = 40 \). The jitter was in the range of \( \pm 35\% \) of the sampling period. We used the one-stage method with \( \Gamma_{ZOH} \) and \( \alpha = 0.001 \). Figure 6.a shows a signal with a burst drop of length 5 while Fig. 6.b presents a scenario with recurrent drops at the rate of 0.3 (drops/sample). Table III summarizes the results for various lengths of drops and rates of drops. The MSE values were averaged over one thousand experiments.

<table>
<thead>
<tr>
<th>( M )</th>
<th>Batch Mode Alg. MSE (mean ± std)</th>
<th>Cubic Spline MSE (mean ± std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>((1.04 \pm 1.28)e^{-6})</td>
<td>((4.78 \pm 2.09)e^{-2})</td>
</tr>
<tr>
<td>48</td>
<td>((8.42 \pm 15.9)e^{-7})</td>
<td>((6.20 \pm 4.27)e^{-3})</td>
</tr>
<tr>
<td>32</td>
<td>((3.00 \pm 4.24)e^{-7})</td>
<td>((2.49 \pm 1.45)e^{-4})</td>
</tr>
<tr>
<td>16</td>
<td>((1.19 \pm 1.96)e^{-7})</td>
<td>((9.49 \pm 6.85)e^{-7})</td>
</tr>
<tr>
<td>4</td>
<td>((1.06 \pm 1.26)e^{-8})</td>
<td>((2.68 \pm 2.24)e^{-11})</td>
</tr>
</tbody>
</table>
Fig. 2. Recovery of a signal by the one-stage approach (a) signals in the time domain and (b) the spectra. ‘+’ denotes the non-uniform samples, solid line the original signal, ‘x’ the computed uniform samples, dash-dotted line the recovered signal, dashed line the interpolation by the cubic spline method, and dotted line no processing. Note that with no preprocessing or the spline method, erroneous frequency components are spread over the spectrum.

To give a better picture of the performance of the algorithms, we summarize a few observations here:

- With dense samples and relatively small weights there is no significant difference between $\Gamma_{ZOH}$ and $\Gamma_{FOH}$.
- For long drops, $\Gamma_{FOH}$ produces a similar result to spline, which is not desirable.
- Erroneous frequency components are usually scattered in the whole spectrum of a signal interpolated by the cubic spline method.
Fig. 3. Recovery of a signal by the batch mode algorithm (Theorem 4): '+' denotes the non-uniform samples, solid line the original signal, 'x' the computed uniform samples, dash-dotted line the recovered signal, and dashed line the interpolation by spline method.

Fig. 4. Recovery of the spectrum by Corollary 3: solid line, dash-dotted line, and dashed line correspond to the original signal, recovered signal, and interpolation by the cubic spline method, respectively.
For larger $N$, the iterative methods reduce the error more quickly in the initial iterations. However, the length does not have a significant effect as the iterations proceed.

Oversampling improves the performance of the algorithms as indicated in Table I. Additionally, the signals become more resilient to the loss of samples.

Cubic spline performs well when signals are oversampled. However, with a higher frequency content our algorithms do significantly better. The spline interpolation totally fails in extrapolation and misses relatively rapid changes between two samples.

For randomly distributed jitter, the condition number $\kappa(A)$ is small, which makes the algorithms robust to additive white noise.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Batch Mode Alg. MSE (mean ± std)</th>
<th>Cubic Spline MSE (mean ± std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$(1.49 \pm 0.84)e^{-6}$</td>
<td>$(5.09 \pm 2.05)e^{-2}$</td>
</tr>
<tr>
<td>0.02</td>
<td>$(4.21 \pm 3.19)e^{-6}$</td>
<td>$(5.24 \pm 2.08)e^{-2}$</td>
</tr>
<tr>
<td>0.05</td>
<td>$(2.07 \pm 0.29)e^{-5}$</td>
<td>$(5.34 \pm 2.67)e^{-2}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$(7.91 \pm 0.93)e^{-5}$</td>
<td>$(5.06 \pm 1.94)e^{-2}$</td>
</tr>
<tr>
<td>0.2</td>
<td>$(3.09 \pm 0.33)e^{-4}$</td>
<td>$(5.00 \pm 2.09)e^{-2}$</td>
</tr>
</tbody>
</table>
Fig. 6. Recovery of a signal with (a) burst drops and (b) recurrent drops: ‘+’ denotes the non-uniform samples, circles the dropped samples, solid line the original signal, ‘x’ the computed uniform samples, dash-dotted line the recovered signal, and dashed line the interpolation by spline method. Note that the spline method misses rapid changes when the samples are dropped, while the one-stage method can recover them.
TABLE III
RESULTS OF ONE-STAGE APPROACH FOR BURST AND RECURRENT DROPS

<table>
<thead>
<tr>
<th>No.</th>
<th>Burst Drops</th>
<th>Recurrent Drops</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE (mean ± std)</td>
<td>MSE (mean ± std)</td>
</tr>
<tr>
<td>0</td>
<td>(3.79 ± 0.87)e−5</td>
<td>(1.32 ± 0.90)e−3</td>
</tr>
<tr>
<td>1</td>
<td>(4.19 ± 1.22)e−5</td>
<td>(2.51 ± 2.22)e−3</td>
</tr>
<tr>
<td>2</td>
<td>(1.04 ± 1.25)e−4</td>
<td>(1.42 ± 1.84)e−2</td>
</tr>
<tr>
<td>3</td>
<td>(1.38 ± 2.18)e−3</td>
<td>(4.57 ± 5.81)e−2</td>
</tr>
<tr>
<td>4</td>
<td>(1.57 ± 2.225)e−2</td>
<td>(7.85 ± 8.64)e−2</td>
</tr>
<tr>
<td>5</td>
<td>(4.44 ± 5.92)e−2</td>
<td>(9.54 ± 9.65)e−2</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

As expected, our formulation leads to perfect reconstruction of the signals in the space of $B_N$. In this case, our definition of digital fractional delay does not involve any approximation. Therefore, for periodic signals it is the counterpart of the perfect fractional delay defined in [33].

The periodic assumption has been explicitly or implicitly assumed in some other works, e.g., [17], [18], [24]. If this assumption is not valid, because of the decay rate of the $\text{sinc}(\cdot)$ function, reconstructed signals will have a more visible distortion at the boundaries compared to the middles. Therefore, signals with short intervals can suffer more while with an infinitely long period we expect no discrepancy according to (3). It is suggested that applying windowing functions on non-uniform samples can improve the performance [23]. Therefore, common windowing techniques [34] might be adopted for this purpose.

Theorem 2 implies that without the periodic assumption the solution is not unique. We may add homogeneous solutions, which are zero at the sampling points, to the recovered signal. Since any deviation from the periodic assumption appears as a perturbation of $y$ in (8), the condition number $\kappa(A)$, plays an important role in the accuracy of the uniform samples in case of non-periodic signals.

Introducing minimum energy signals [12] is in fact another way to overcome non-uniqueness. However, under the assumption that a signal behaves similarly outside its measurement period, the periodic extension seems more appropriate. Moreover, as a common practice with the Fast Fourier Transform (FFT), the original signal can be padded with additional zeros or with mirrored data. Accordingly, the algorithms developed in this paper are able to accommodate a variety of methods to extend signals outside of their measurement window.

In the one-stage approach, the proposed methods for penalizing higher frequencies can be advantageous compared to low-pass filtering of the result since they
allow for a direct trade-off between the accuracy at the sampling instants and other desired properties. Assuming sparsity of the signals, it is possible to reconstruct them with less number of samples than the Nyquist rate [35]. This can for example be achieved by replacing the $L_2$ norm of the signals in the one-stage approach with $L_1$ norm and solving the resulting convex problem.

According to the results, the improvement in the spectrum by the methods proposed in this article is remarkable. Although the cubic spline improves the spectrum compared to the case of no-preprocessing, there are still spurious components both outside the frequency range and inside it. Therefore, a low-pass filter followed after the interpolation will not be able to fix the problem. Moreover, such a combination results in the loss of accuracy at the points where the interpolated signal is to pass through. On the contrary, in our approach we directly trade off between the accuracy and other smoothness criteria while keeping the bandwidth constant. Due to the strict enforcement of an upper frequency in case of no regularization, we do not expect that our algorithms do better than cubic spline for under-sampled signals.

To the authors’ best knowledge, (2) and (24) have been stated in their most generic form while most authors consider a spectrum in $[-M, M]$, which implies that they restrict the analysis to odd numbers. For instance, our approach and in particular (2) provides a new insight to Corollary 3 of Theorem 1 in [18].

It is possible to compare the performance of the assumed worst case of our algorithm with the standard Jacobi iterative method (see [13] for the details of the Jacobi algorithm). Following the proof of Theorem 5, it is also possible to find $|\lambda_{\text{max}}|$ for Jacobi method. Accordingly, we find the upper limit for convergence to be $|\tau_n| < \sin^{-1}(0.5)/2 \approx 0.302$. This means that our algorithm converges in a wider range. Furthermore, Fig. 7 shows that in the same scenario by maintaining $\gamma = 1$, our algorithm has a better convergence property in the whole range. In practice, we observe that for uniformly distributed $\tau_n$:s the situation is much better than the bound given in Theorem 5 and the algorithm remains convergent even without reducing $\gamma$.

It is worth mentioning that a fundamental difference between our approach and for example [24] and [12] is that instead of finding an explicit basis for the

![Fig. 7. Comparison of the convergence range of the Batch Mode algorithm and Jacobi iterative method for a constant offset. The batch mode algorithm remains convergent for a wider range of $\tau$.](image-url)
expansion of a function based on its non-uniform samples, we reuse the uniform basis, but find new weights. The benefit with the latter approach is that it does not make the basis functions overcomplicated.

Note that by multiplying both sides of (15) by a certain matrix, our formulation becomes the same as the one in [22]. However, computing matrix $W$ is more convenient than matrix $A$ in [22]. Moreover, there is no requirement for pre-transformation of $y$ in our approach.

If we similarly to Theorem 4 find out the equivalent form of the sequential mode algorithm, it is not difficult to verify that it is basically the POCS algorithm [20] for periodic signals where $\text{sinc}(\cdot)$ function has been replaced by $\text{psinc}(\cdot)$. This opens up the opportunity to bring in the strategies introduced in [21] for improving its convergence rate. Moreover, from this point of view, our batch mode algorithm is a generalization of the POCS algorithm in the sense that it tries to satisfy all the constraints at each iteration.

Here, we recite the condition of Theorem 1 in [16] for determining a signal by its non-uniform samples by means of their frame based algorithm

$$2M(2\lfloor d/2 \rfloor + 1) < N,$$

where $d$ is the maximum distance between two samples and $M$ is the bandwidth. Theorem 5 tells us that given a right relaxation parameter, the batch algorithm is convergent in the whole range $|\tau| < 1/2$. Reformulating this in terms of (69) and using the fact that oversampled signals can be resampled at a lower rate without loss of information, we obtain the following condition

$$d < 2N/(2M + 1).$$

From this perspective, our algorithm allows for larger $d$ than Theorem 1 in [16] for $M < \lfloor (N - 1)/2 \rfloor$.

VII. CONCLUSION

We have provided a formulation for recovering band-limited signals from a finite set of irregularly sampled data. One-stage and iterative methods have been proposed that allow us to recover signals either in the time domain or the frequency domain. In our approach, non-uniform samples specify constraints on the recovered signals. This framework enables us to introduce easily a variety of additional constraints. For instance, one might wish to filter out a certain frequency range or fill in the missing data.

An integral ingredient for the design of our iterative methods is the notion of a discrete-time non-integer delay element. The delay element, which is a generalization of a one-sample shift operator, is inspired by the frequency view of our formulation. Thanks to this delay element, the iterative methods can shift signals in time and satisfy the constraints imposed by non-uniform samples step by step.

Both iterative and one-stage approaches solve the same problem and without additional considerations provide the same solution. Whereas it is easier to incorporate additional constraints in the one-stage algorithm, the iterative methods do no need to carry out computationally demanding operations such as matrix inversion. Moreover, the iterative methods are able to handle a large variation in the sampling instants (up to $\pm 50\%$ jitter). Therefore, they scale up better for longer measurement sequences.

In accordance with our initial motivation, these algorithms can constitute an effective preprocessing stage in system identification. Nonetheless, the application
is not limited to this area and they might as well be considered in other areas such as image processing or asynchronous transmission.
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APPENDIX A

PROOF OF THEOREM 2

In order for a square matrix to have full rank, it is sufficient that its determinant and hence its factors be non-zero. According to Theorem 1, \( A = WV \). Therefore,

\[
\det(A) = \det(W) \det(V). \tag{71}
\]

Matrix \( V \) is a Vandermonde matrix and hence its determinant is

\[
\det(V) = \prod_{0 \leq i < j < N} (v_j - v_i). \tag{72}
\]

It is also possible to derive the determinant of \( W \) based on the determinant of a standard Vandermonde matrix. Let us define a diagonal matrix such that

\[
D_{nn} = w_{n \lfloor \frac{N}{2} \rfloor}. \tag{73}
\]

If \( N \) is odd, \( W' = NDW \) is a Vandermonde matrix with permuted columns. Since it has an even parity permutation, its determinant is equal to an ordinary Vandermonde matrix. The determinant of \( D \) is simply the product of its diagonal elements. Therefore, we conclude

\[
\det(W) = \frac{1}{N^N} \frac{\det(W')}{\det(D)}. \tag{74}
\]

Similarly, we can define \( W' \) when \( N \) is even. Thereafter, we build two matrices \( W_1' \) and \( W_2' \) equal to \( W' \), except their \( N/2 \)-th column should sum up to the \( N/2 \)-th column of \( W' \). Using the \( n \)-linear function property of determinants, we find

\[
\det(W') = \frac{1}{2} \det(W_1') + \frac{1}{2} \det(W_2'). \tag{75}
\]

By choosing the \( N/2 \)-th column of \( W_1' \) to be a constant vector with its all elements equal to 1/2, \( W_1' \) becomes a Vandermonde matrix with permuted columns. We multiply \( W_2' \) from the left by \( D' \) to obtain another Vandermode matrix

\[
W'' = D'W_2', \tag{76}
\]

where \( D'_{nn} = w_n^{-1} \). Putting all these together, we conclude

\[
\det(W) = \begin{cases} 
\frac{1}{N^N} \prod_{0 \leq k < N} w_k^{-p} \prod_{0 \leq i < j < N} (w_j - w_i), & \text{if } N \text{ odd} \\
\frac{(-1)^p}{2} \left( 1 - \prod_{0 \leq k < N} w_k \right) E, & \text{if } N \text{ even,} \end{cases} \tag{77}
\]

where \( p = \lfloor N/2 \rfloor \).
Obviously, the factors of $\det(V)$ are non-zero. We observe that if $t_n$ are distinct for all $n \in \{0, \ldots, N-1\}$, $w_n$'s are also different. Regarding the case where $N$ is even, the following relation holds

$$\prod_{0 \leq k < N} w_k = 1^\phi, \quad (78)$$

where

$$\phi = \sum_{n=0}^{N-1} \frac{2\pi}{N} (n + \tau_n) + 2k\pi$$

$$= \frac{2\pi}{N} \left( \sum_{n=0}^{N-1} \tau_n + N(N-1)/2 \right) + 2k\pi$$

$$= \frac{2\pi}{N} \sum_{n=0}^{N-1} \tau_n + \pi(N - 1) + 2k\pi$$

$$= \frac{2\pi}{N} \sum_{n=0}^{N-1} \tau_n - \pi + 2k'\pi. \quad (79)$$

In (79), we have defined $k' = k + N/2$. Setting $\phi \neq 2k\pi$ results in

$$\sum_{n=0}^{N-1} \tau_n \neq (2k + 1)N/2, \; k \in \mathbb{Z}. \quad (80)$$

Let us assume $|\tau_n| < 1/2$. It follows that

$$\left| \sum_{n=0}^{N-1} \tau_n \right| < N/2. \quad (81)$$

This implies $(2k'-1)\pi < \phi < 2k'\pi$ and hence the last factor cannot be zero. This proves the corollary.

**Appendix B**

**Spectral Radius of $B_{\tau}$**

Due to the symmetry of the problem, the eigenvalues of $B_{\tau}$ is invariant to any number of the circular shift of $\tau$. Additionally, flipping and negating $\tau$ does not change the eigenvalues. Now, we consider the gradient of the spectral radius with respect to vector $\tau$. Using the first property, we conclude,

$$\nabla \rho(\tau_0, \tau_1, \ldots, \tau_{N-1}) = \frac{\partial \rho}{\partial \tau_0} \hat{i} + \frac{\partial \rho}{\partial \tau_1} \hat{j} + \ldots$$

$$= \frac{\partial \rho}{\partial \tau_1} \hat{i} + \frac{\partial \rho}{\partial \tau_2} \hat{j} + \ldots$$

$$= \ldots$$

$$= \frac{\partial \rho}{\partial \tau_{N-1}} \hat{i} + \frac{\partial \rho}{\partial \tau_0} \hat{j} + \ldots$$

Now assuming $\tau = c1_N$, i.e., $\tau_n = c$ for $0 \leq n < N$, the circular shift results in the same vector. Therefore, on the line $\tau_n = c > 0$ we have

$$\frac{\partial \rho}{\partial \tau_0} = \frac{\partial \rho}{\partial \tau_1} = \ldots = \frac{\partial \rho}{\partial \tau_{N-1}}.$$
Fig. 8. Eigenvalue of matrix $B_{\tau}$: In the left figure, the vertical arc corresponds to $\tau_n = 0.15$ for $0 \leq n < 65$, the horizontal line to $\tau_n = (-1)^n0.15$, and the rest of the dots show the overlaid eigenvalues of randomly generated matrices with $\tau_{\text{max}} = 0.15$. The other figures are generated similarly. The figure in the middle and to the right correspond to $\tau_{\text{max}} = 0.25$ and $\tau_{\text{max}} = 0.4$, respectively.

This implies that starting from any point on this line and following the steepest ascend direction, we will not leave the line. Since the spectral radius increases as $c$ increases (see (87) in Appendix C), we conclude that $\tau = \tau_{\text{max}} \mathbf{1}_N$ is in fact a local maximum.

Fig. 8 illustrates several examples of the distribution of the eigenvalues for $N = 65$. The blue dots correspond to the eigenvalues of many randomly generated matrices $B_{\tau}$ for a given $\tau_{\text{max}}$. The horizontal line and the vertical arc show the eigenvalues corresponding to $\tau_n = (-1)^n\tau_{\text{max}}$ and $\tau_n = \tau_{\text{max}}$, respectively. Note that the spectral radius is determined by the point that lies farthest away from the origin.

APPENDIX C

PROOF OF THEOREM 5

According to the definition of $B$ in (65), we can write

$$\det(B - \lambda I) = 0 \implies (82)$$

$$\det(\gamma \text{DA} - (1 - \lambda)I) = 0. (83)$$

Therefore, the eigenvalues of matrix $B$ are related to DA through

$$\lambda(B) = 1 - \gamma \lambda(\text{DA}). (84)$$

For $\tau_n = \tau = \tau_{\text{max}}$, matrix DA becomes circulant. The eigenvalues of a circulant matrix are equal to the DFT of any of its columns. We observe that the first column of DA is equal to $(DA)_{n,1} = h_{\tau}[0]h_{\tau}[n]$. Consequently, the eigenvalues are calculated as

$$\lambda_n = 1 - \gamma F\{h_{\tau}[0]h_{\tau}[n]\}$$

$$= 1 - \gamma h_{\tau}[0]H_n^\tau, \quad (85)$$

$$\lambda_n = 1 - \gamma F\{h_{\tau}[0]h_{\tau}[n]\}$$

$$= 1 - \gamma h_{\tau}[0]H_n^\tau, \quad (86)$$
and

$$\rho(B) = \max_n |1 - \gamma h_n[0] H_n^\tau|.$$  \hfill (87)

From (24), we can verify that the maximum is obtained around $N/2$, corresponding to high frequencies. In addition, as the number of samples tends to infinity the spectral radius increases. Therefore,

$$\rho(B) < \lim_{N \to \infty} \frac{2}{N} |1 - \gamma h_n[0] H_n^\tau|,$$  \hfill (88)

where $n \in \{\lfloor \frac{N-1}{2} \rfloor, \lfloor \frac{N}{2} \rfloor + 1\}$. This results in

$$\rho(B) < \sqrt{1 + \gamma^2 \text{sinc}^2(\tau) - 2\gamma \cos(\pi \tau) \text{sinc}(\tau)}. \hfill (89)$$

The theorem is proved by equating the right hand side of (89) to one and solving for $\gamma$. This provides us with an upper bound for $\gamma$.  
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