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Abstract

This thesis is devoted to the understanding, application, and extension of coherent
lensless imaging methods for microscopy purposes. Particular attention is given to
the Fourier transform holography and coherent diffractive imaging methods. These
two methods share several properties such as the ability for singleshot imaging and
their experimental geometries, but differ greatly in their reconstruction approach.
Holographic approaches use reference waves to encode phase information into the
measurements which means the reconstruction quality is controlled, to a large ex-
tent, by the characteristics of the reference wave. In contrast, coherent diffractive
imaging utilizes prior knowledge to iteratively recover the phase information; this
has the effect that the reconstruction quality is independent of any optics or ref-
erences, but relies heavily on the performance of iterative numerical algorithms.
The complex nature of the phase retrieval problem raises questions regarding the
existence and uniqueness of a solution which makes understanding the numerical
and mathematical aspects of the problem of central importance.

The main topics in this thesis include: the extension of coherent diffractive imaging
to multi-wavelength diffraction data, effects related to optically thick references
in Fourier transform holography and an alternative numerical approach to phase
retrieval which is based on non-rigid image registration. Along the way, various
topics are covered which form the foundations of these techniques, or could be
useful to a practioner in the field.





Popular science summary

The resolution of an optical microscope is typically limited to a few hundred nanome-
ters. The reason for this comes from the fact that the resolution is proportional
to the wavelength of the light it uses. In principle, one way to improve the reso-
lution is to use light with a smaller wavelength. Unfortunately, high-quality optics
are difficult and expensive to fabricate especially for short-wavelength light such
as extreme ultraviolet and X-rays. At these wavelengths, the optics can limit the
resolution and may introduce image artifacts. Recently, however, a new set of tech-
niques have emerged which removes the need for lenses. Coherent lensless imaging
methods instead rely on coherent (laser) light and numerical algorithms.

The main difficulty associated with coherent lensless imaging stems from the way
detectors measure light. From visible to X-ray regime, detectors can measure the
wave’s amplitude, but cannot directly measure its phase. This situation is analogous
to being on the beach and having the ability to measure the height of the waves,
but not when they arrive. This gives rise to the “phase problem”. In general, there
are a few ways to solve this problem.

Holographic methods introduce an additional reference wave which combines with
the sample wave at the detector to produce interference fringes. These fringes are
only visible because the incoming wave is coherent; otherwise, the fringes would
become blurred and the corresponding information lost. This procedure converts
phase information into amplitude variations which allows the detector to indirectly
measure both quantities. Holographic methods are incredibly powerful, but now,
the resolution and image quality is dictated by the characteristics of the reference
wave. Studying the effects of the reference wave on the reconstruction is one of the
topics covered in this thesis.

Another approach, coherent diffractive imaging, utilizes phase retrieval algorithms
to recover the phase. These algorithms use knowledge about the sample (most
commonly the shape and size) and the measured amplitude data to find a solution.
Regarding the experimental setup, this approach provides the maximum amount
of flexibility. Broadly speaking, coherent diffractive imaging removes experimental
constraints by transferring them into numerical optimization problems.

Very often, a light source’s spectrum will consist of several wavelengths. If the
additional wavelengths are not removed, the interference pattern measured by the
detector will become blurred. So, it is common to utilize optics to remove the
unwanted spectrum leaving only a single wavelength. This procedure is necessary for
most phase retrieval algorithms to work properly, but reduces the photon efficiency
of the experiment. The development of new algorithms which can utilize multiple
wavelengths is another aspect of this work. This could lead to higher efficiency
experiments, but more importantly, may provide additional sample information
and open up new experimental possibilities in the future.
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Abbreviations

The following abbreviations are used throughout this thesis.

2D, 3D Two, three dimensional
CDI Coherent diffractive imaging
ER Error reduction algorithm
ESW Exit surface wave
FTH Fourier transform holography
HHG High-order harmonic generation
HIO Hybrid-input-output algorithm
SEM Scanning electron microscope
SNR Signal-to-noise ratio
XUV Extreme ultraviolet

Notation

The following notation is used throughout this thesis.

x Spatial coordinate in R2 or R3

f ◦ g Function composition
F Fourier transform operator
f ∗ g Convolution between functions
f∗ Complex conjugation
v · w ≡ viwi Vector inner product
f × g Simple multiplication or vector cross product
R Real numbers
R+ := {x ∈ R : x ≥ 0} Positive real numbers including zero
Sn := {x ∈ Rn+1 : ‖x‖ = 1} n-dimensional unit sphere
Ω̄ Closure of Ω
∂Ω := Ω̄\Ω Boundary of Ω
‖f‖Lp(Ω) Lp-norm of f on the domain Ω
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Colormaps

The following colormaps are used throughout the thesis.

Mag.

Phase

Max

Min

Figure 1: (Left) Colormap used to visualize complex-valued images where the magnitude and phase are mapped to intensity and hue
within the image.
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1

Introduction

Coherent lensless imaging is a collection of microscopy techniques which replace
the image-forming optics found within conventional microscopes with numerical
algorithms. A major motivation for this shift stems from the difficulty associated
with fabricating high-quality optics for short-wavelength1 light. Low-quality optics
limit a microscope’s resolution and can introduce image artifacts. In addition, the
image contrast is typically sensitive to the sample’s absorption requiring additional
techniques for obtaining phase contrast. In contrast, coherent lensless imaging
techniques recover the entirety of the wavefield making them sensitive to both phase
and absorption. And, due to the lack of optics, the spatial resolution is no longer
limited by the numerical aperture of the optics but by the wavelength and maximum
scattering angle of the measurements.

The primary difficulty associated with a coherent lensless imaging experiment is
the so-called “phase problem” which results from the fact that detectors can only
measure a wavefield’s amplitude. Once the phase has been recovered, the wave can
be numerically back-propagated from the detector to the sample plane. The wave
immediately following the sample, or exit surface wave (ESW), can be related to
specific sample properties such as: material thickness, electron or spin density or
strain.

There are two general schemes used to recover the phase; holographic methods uti-
lize a known reference wave to encode phase information into the intensity measure-
ments while other methods rely more heavily on numerical algorithms. In hologra-
phy a known reference wave interferes with the sample wave to produce a modulated
intensity pattern. The reconstruction procedure is deterministic and fast to com-

1Herein “short-wavelength” refers to the extreme ultraviolet (5 nm–50 nm) and soft X-ray
(0.5 nm–5 nm) wavelengths.
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pute, but the signal-to-noise ratio (SNR) and resolution are limited by the reference
wave. In the short-wavelength regimes, in-line holography [1] and Fourier transform
holography (FTH) are most commonly used.

An alternative approach is to use iterative algorithms to perform phase retrieval
which use measurements of the sample’s diffraction pattern and additional infor-
mation to recover the phase. Iterative phase retrieval algorithms tend to be com-
putationally and theoretically more complicated than holographic methods, but
allow for simpler experimental setups and potentially higher spatial-resolution. On
the other hand, the complicated theoretical aspects means that the existence or
uniqueness of a solution is not guaranteed. These issues become more pronounced
when the measurements contain noise or missing data. Experiments which acquire
diffraction measurements and utilize iterative phase retrieval methods will be re-
ferred to as coherent diffractive imaging (CDI). CDI is actually comprised of several
approaches or geometries such as: plane-wave CDI [2, 3, 4], Fresnel CDI [5], Bragg
CDI [6, 7, 8, 9, 10] or ptychography [11, 12]. This thesis is concerned primarily with
the plane-wave CDI2 and FTH methods.

Short-wavelength coherent lensless imaging is a relatively new field, in part, due to
the recent increased availability of bright coherent sources and computational re-
sources. In 1972, Gerchberg and Saxton proposed a phase retrieval algorithm which
utilized image amplitude information from both the sample and detector planes [13].
This was followed by Fienup who demonstrated phase retrieval numerically using
the support3 of the function and its amplitude in Fourier space [14]. These algo-
rithms laid the foundation for the majority of iterative phase retrieval algorithms
which are used today. In 1999, Miao et al. demonstrated CDI experimentally for
the first time [2]. Around the same time, X-ray FTH was being developed as a
high-resolution imaging method [15] and in 1992, McNulty et al. [16] demonstrated
X-ray FTH using the first-order focus from a Fresnel zone plate as the reference
wave. This was followed by Eisebitt et al. in 2004 [17] which used a small pinhole,
fabricated within the sample mask, to create the reference wave; this has the added
benefit that the sample and reference are mechanically coupled which results in
additional stability. Since then, a number of experiments have utilized FTH and
CDI for imaging samples on the nanoscale. Nowadays, CDI and FTH are used to
study a variety of different samples ranging from biological [18, 19, 20, 21, 22] to
magnetic thin films [17, 23, 24, 4].Quality reviews of these topics can be found in
[25, 26, 9, 27, 28, 29, 30, 31, 32, 33].

This thesis is composed of two parts, the first half introduces the underlying theory
and presents a summary of the papers. This is followed by the papers themselves
in the second half. Starting from Maxwell’s equations, Chapter 2 introduces the
relevant concepts of scalar diffraction theory. These concepts provide the tools nec-
essary to understand wave propagation and the inversion methods used throughout
the rest of the thesis. This is followed by an introduction to different types of
short-wavelength light sources in Chapter 3. The first two sections of Chapter 4

2Throughout the thesis “plane-wave CDI” and “CDI” will be used interchangeably.
3The region where the function is non-zero.
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describe the basic 2D theory behind the FTH and CDI methods and some common
complications which may arise in an experiment. At the end of the chapter, an
overview of Paper IV is provided which studies the effects of using optically thick
reference apertures on the FTH reconstruction. Chapter 5 gives an overview of
the work presented in Papers I and II which are concerned with extending CDI to
include multi-wavelength sources. In Chapter 6 and Appendix A, the underlying
concepts related to Paper III are introduced. Here, non-rigid image registration is
developed as a method for phase retrieval. The method starts with an initial guess
and then looks for a transformation that warps this guess until its diffraction pat-
tern matches the data. Lastly, in Chapter 7, concluding remarks and discussion on
potential future directions are provided. The discussion is facilitated by an example
which considers the extension of phase retrieval to 3D surfaces.

3





2

Classical electrodynamics and diffraction theory

Methods for solving inverse problems rely on a clear understanding of the forward
problem. Here, the forward problem is: given a known incident field and sample,
find the resulting diffracted (scattered) field. The inverse problem consists of using
the diffraction measurements to recover certain properties about the sample. In this
thesis, “diffraction” is used in a broad sense to mean any deviation from geometrical
optics provided the sample dimensions are large compared to the wavelength. This
chapter is devoted to the development of scalar diffraction theory starting from
Maxwell’s equations. The concepts developed in this chapter are based primarily
on the treatments in [34, 35, 36, 37].

2.1 Electrodynamics

Our starting point1 will be the set of Maxwell’s equations which govern classi-
cal electromagnetism2 and provide local relationships between the electric, E, and
magnetic, H, fields to the charge, ρ, and current, J , densities throughout space and

1We could start with the more general relativistic equations involving the electromagnetic field
tensor, f , given by df = 0 and δf = j (in Gaussian units with metric signature: (− + ++)) or a
Lagrangian formulation, but little would be gained in our context.

2Together with the Lorentz force equation: F = q(E + v ×B).
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time. Maxwell’s equations are given by

∇ ·D = ρ (2.1)

∇ ·B = 0 (2.2)

∇×H − ∂tD = J (2.3)

∇× E + ∂tB = 0 , (2.4)

where the dependence on the time, t ∈ R, and spatial, x ∈ R3, coordinates are
implicit. The electric displacement, D, is related to the electric field and the po-
larization of the material, P , through the equation D = ε0E + P . Similarly, the
relationship between the magnetic field, H, magnetic induction, B and the mag-
netization, M , is given by H = 1

µ0
B −M . We can transform the set of coupled

first order differential equations involving vector fields3 into decoupled equations
for scalar fields (scalar Helmholtz equation) by making a few simplifications.

We will consider a source-free region of space with materials that are non-magnetic,
linear and isotropic such that the following simplifications can be made:

ρ, J → 0 (2.5)

¯̄µ (x)→ µ0 (2.6)

¯̄ε (x)→ ε (x) (2.7)

D(x, t)→ ε(x)E(x, t) (2.8)

B(x, t)→ µ0H(x, t) . (2.9)

Above, µ0 is the vacuum permeability and ε is the, now scalar, material permittivity.
Already, these simplifications have excluded phenomena related to magnetism and
nonlinear optics. In fact, high-order harmonic generation (HHG) sources described
in Chapter 3 rely on the nonlinear dependence of the polarization on the electric

field: Pi = ε0(χ
(1)
ij E

j + χ
(2)
ijkE

jEk + . . . ) 4. The relevant theory related to these
areas will be reinserted in an ad hoc fashion as they are needed in later sections.

The time dependence can be removed from Maxwell’s equations by replacing the
time-dependent fields with their Fourier representations in the frequency domain,
ω, through5

E(x, t) =
1

2π

∫

R
E(x, ω)e−iωtdω . (2.10)

Likewise, the same Fourier representation can be made for H(x, t). Substitution of
the Fourier representations of E and H into Maxwell’s equations and treating each

3Note that we do not use bold letters or any other notation to differentiate vector fields from
scalar fields, instead we rely on the context and try to remember that E,D,H,B, J are vector
fields, or equivalently: E,D,H,B, J : R3 × R→ R3.

4The Einstein summation convention is used throughout the thesis for repeated indices such
that viwi ≡

∑
i v
iwi.

5The form of (2.10) means we need to remember to include the negative frequencies to ensure
that E(x, t) is real (δ (ω)→ δ (−ω) + δ (ω)).
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Fourier component separately6 we arrive at a set of simplified equations

∇ · (εE) = 0 (2.11)

∇ ·B = 0 (2.12)

∇×H + iωεE = 0 (2.13)

∇× E − iωB = 0 , (2.14)

where the quantities have become complex valued. When ε(x) is a slowly varying
function in space, the first equation can be approximated using

∇ · (εE) = E · ∇ε+ ε∇ · E ∼ ε∇ · E . (2.15)

Taking the curl of (2.14) and using the identity ∇ × ∇ × E = ∇(∇ · E) − ∇2E,
we obtain the Helmholtz equation for the electric field. Then, by selecting a single
component we arrive at the familiar scalar Helmholtz equation

∆u+ k2u = 0 , (2.16)

where u = Ei and ∆ = ∇2 ≡ ∇ · ∇ is the Laplacian operator. The wavenumber,
k =

√
µεω, is related to the index of refraction, n, and the vacuum wavenumber,

k0, through k = nk0. The index of refraction in terms of ε and µ is given by

n =

√
µε

µ0ε0
. (2.17)

In the X-ray regime, the index of refraction is often written as n = 1 − δ + iβ,
where δ and β are dependent on ω. For X-rays, n often deviates only slightly from
1 allowing for the following approximation

1− n2 ∼ 2 (δ − iβ) . (2.18)

to be made. The effect which δ and β have on an incident wave is described in
Section 2.2.1.

2.2 Scalar diffraction

The aim of this section is to develop integral expressions for u when an incident field
scatters off an obstacle and is observed at a point x. The solution to the interior
problem will be calculated and used to find the solution to the exterior problem as
this geometry is more relevant to our experiments. The geometries associated with
the two problems are shown in Fig. 2.1. Smoothness requirements for the functions
and domains are neglected here, but can be found in the more complete and careful
treatments of the subject in [37, 38]. Starting from Green’s second theorem, we find
that

∫

Ω

(u∆v − v∆u) dx′ =

∫

∂Ω

(
u

∂v

∂n(x′)
− v ∂u

∂n(x′)

)
dx′ , (2.19)

6The, now linear, material parameters allow us to treat each Fourier component separately.
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Figure 2.1: (Left) Interior problem where x ∈ Ω and (right) the exterior problem where x ∈ R3\Ω̄.

where Ω and ∂Ω denote a bounded domain and its boundary in R3, we find the
interior solution (x ∈ Ω) by substituting the fundamental solution7

Φk(x, x′) =
eik|x−x

′|

4π|x− x′| x 6= x′ (2.20)

in for v. The singularity of Φk(x, x′) at x = x′ is avoided by excluding a small
spherical volume with radius r around the point x and taking the limit as the radius
goes to zero. Both u and Φk satisfy the Helmholtz equation for free space making
the left hand side in (2.19) vanish. We obtain an additional spherical boundary, Sr,
such that ∂Ω→ ∂Ω ∪ Sr. Taking lim r → 0 we find

u(x) =

∫

∂Ω

(
Φk(x, x′)

∂u(x′)
∂n(x′)

− u(x′)
∂Φk(x, x′)
∂n(x′)

)
dx′ (2.21)

for x ∈ R3\∂Ω. Making use of the single, Sk, and double, Dk, layer potentials
defined by

Skϕ (x) :=

∫

∂Ω

Φk(x, x′)ϕ(x′) dx′ x ∈ R3\∂Ω (2.22)

Dkϕ (x) :=

∫

∂Ω

∂Φk(x, x′)
∂n(x′)

ϕ(x′) dx′ x ∈ R3\∂Ω, (2.23)

the interior solution can be rewritten in the compact form

u(x) = Sk∂−n u−Dkγ−u x ∈ Ω , (2.24)

where γ−, ∂−n are the (interior) Dirichlet and Neumann traces respectively8.

7Where the fundamental solution (Green’s function) is the solution to
(
∆ + k2

)
Φk (x, x′) =

−δ (x− x′).
8The Dirichlet trace is defined as γ±u(x) := lim

y→x,y∈Θ±(x)
u(y) where Θ±(x) is a non-tangential

path to x from the exterior (+) or interior (−). Similarly for the Neumann trace ∂±n u(x) :=
lim

y→x,y∈Θ±(x)
n(x) · ∇u(y)
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The solution to the exterior problem can be obtained from (2.24) by viewing it as
an interior problem with outer boundary, Sr, located at infinity (Fig. 2.1) such that
the radius, r = |x| → ∞, and by considering only fields that satisfy the Sommerfeld
radiation condition

lim
r→∞

r

(
∂u

∂r
− iku

)
= 0 . (2.25)

This requirement ensures that the fields are outgoing waves at infinity. The contri-
bution from Sr vanishes9 and we find the solution to the exterior problem is given
by10

u(x) = −Sk∂+
n u+Dkγ+u x ∈ R3\Ω̄ . (2.26)

This equation provides a relationship between the field in the exterior of the sample
to itself and its normal derivative evaluated on the boundary of the obstacle (the

Cauchy data, c+u = (γ+u, ∂+
n u)

T
). A detailed derivation can be found in [37].

Finding the solution of the boundary integral equation in (2.26) is quite involved
and can be computationally expensive especially for high frequencies. We would like
to make further simplifications to (2.26) so we can calculate reasonable approximate
solutions with modest effort. The iterative algorithms described in later chapters
rely on solving for u hundreds to thousands of times which makes it well worth our
time to find simplified expressions.

2.2.1 Projection approximation

The most common way to describe the sample’s effect on the incident field is through
the projection approximation. This approximation neglects diffraction and multi-
ple scattering effects resulting in a simple expression for the transmitted field. In
effect, the 3D sample is projected along the incident field direction allowing it to be
treated as a 2D transmission function. This approximation is the key relation used
by reconstruction algorithms (e.g. back-projection or algebraic reconstruction tech-
niques) for X-ray tomography [39]. The projection approximation can be derived
from (2.16) by decomposing the field into an envelope function, v, and a z-directed
plane wave which takes the form

u(x, z) = v(x, z)eikz , (2.27)

where x is a coordinate in the two-dimensional plane orthogonal to the z-axis.
Neglecting second order derivatives on v (2.16) becomes

∂zv(x, z) ∼ −ik0

2

(
1− n2(x, z)

)
v(x, z) . (2.28)

9It is important to note that the field itself does not vanish on this surface; otherwise, the field
would vanish everywhere.

10The flipping of the normal vector n→ −n is responsible for the change in sign between (2.24)
and (2.26).
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Then, solving for v yields a solution for u in terms of the incident field, u0, given
by

u(x, z = ∆) = tz(x)u0(x) , (2.29)

where the sample transmission function is specified by

tz(x) = exp{−ik0

2

∫ ∆

0

[
1− n2(x, z)

]
dz} (2.30)

∼ exp{k0

∫ ∆

0

[−iδ(x, z)− β(x, z)] dz} . (2.31)

The subscript in tz indicates the direction of the incident field (projection direction).
From (2.31) we can see that δ influences the phase while β is related to the sample’s
absorption.

2.2.2 Born approximation

A useful approximation can be made when the incident wave weakly interacts with
the sample. This happens when n ∼ 1 such that the electric field deviates only
slightly from the incident field, u ∼ u0. In this situation, it is helpful to rewrite the
Helmholtz equation (2.16) in the form

(
∆ + k2

0

)
u = k2

0

(
1− n2

)
u , (2.32)

where the right hand side is viewed as a small perturbation source term. Substitut-
ing u0 for u on the right hand side we obtain the first-order Born approximation

u1(x) = k2
0

∫

Ω

Φk0(x, x′)m(x′)u0(x′)dx′ (2.33)

where m := n2 − 1. Higher order approximations can be obtained in a recursive
manner resulting in the Born series approximation

u = u0 + u1 + u2 + . . . . (2.34)

It is common to refer to the terms up to first order simply as the Born approxima-
tion.

For observation points which are far from the sample (|x| � |x′|) the fundamental
solution can be approximated by

Φk (x, x′) ∼ eik|x|

4π|x|e
−ikx̂·x′ . (2.35)

Furthermore, let the incident field be a plane wave u0 = eik0d·x traveling along
the incident direction, d ∈ S2. Then, we can write the far-field first-order Born
approximation as

u∞(x̂) = k2
0

∫

R3

m(x′) e−ik0(x̂−d)·x′dx′ , (2.36)

10



where u1 = eik|x|

4π|x| u∞. Equation (2.36) can be viewed as a 3D Fourier transform of

the sample evaluated at points that lie on the Ewald sphere given by k = k0(x̂−d)11.
With x̂, d ∈ S2 we can see that k0 is the radius of the Ewald sphere. In experiment,
data is collected in the forward direction using a finite-size detector which results
in data that lie on a subset of the Ewald sphere. Separating the integration into
components that are parallel and orthogonal to d we find

u∞(x̂) = k2
0

∫

R2

{
∫

R
m(x′)e−ix

′
dk0(x̂−d)·d dx′d} e−ik0(x̂−d)⊥·x′⊥ dx′⊥ , (2.37)

where x′d = x′ · d. When the sample is sufficiently thin and for small observation
angles, the far field becomes

u∞(x̂) = k2
0

∫

R2

md(x
′
⊥) e−ik0(x̂−d)⊥·x′⊥dx′⊥ , (2.38)

where x⊥ indicates the components of x orthogonal to d. In this case, the far-field
is proportional to the Fourier transform of the sample projected along the incident
field direction. In terms of the Fourier transform operator, we find that

u∞ ∝ F{md} , (2.39)

where md is the projection of n2 − 1 along the d-direction. This suggests that in
order to recover the sample’s index of refraction in 3D, a series of images need to
be collected with varying incident angles as is done in tomography. In the context
of 3D imaging with CDI, a discussion provided by Pierre Thibault [40] in response
to an article [41] provides important insights into the phase retrieval method. In
summary, one cannot invert the sample in three-dimensions from data lying only on
the Ewald sphere unless significant amount of knowledge about the sample is known
beforehand. In order to obtain more information, multiple wavelengths or projec-
tions must be used; this, however, does not necessarily exclude the possibility of
singleshot 3D imaging [42, 43]. Alternatively, if the incident wave interacts strongly
with the sample than additional information is available due to multiple scattering
events. In this case, a full inversion of the data would need to be performed.

2.2.3 Diffraction from a thin screen

Additional simplifications can be made for thin samples which are located within
openings of an opaque screen. Following the reasoning developed in [44], we will
consider a sample to be optically thin when its thickness, ∆, satisfies the constraint:

∆ <
λ

2NA2 , (2.40)

where NA denotes the numerical aperture. This relationship can be determined by
comparing the departure of the Ewald sphere from a flat plane with the speckle size
in the incident direction.

11Here, k, is used to denote both the wavenumber and wavevector; the distinction should be
clear from the context.
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The geometry associated with a thin screen diffraction experiment is depicted in
Fig. 2.2. The boundary is composed of two parts: the boundary located “at infin-
ity”, Γ∞, and Γ located at the exit surface of the screen. The contribution from Γ∞
vanishes leaving only the contribution from the apertures within the screen. The

Γ∞
x

u0

Γ

z = 0

Figure 2.2: Geometry associated with diffraction from a thin screen.

single layer potential in (2.26) and (2.19) can be removed by modifying Φk such
that it vanishes on the screen (z = 0). This is accomplished through the method
of images by using ΦDirk = Φk(x, x′) − Φk(x, x′′) where the point x′′ is the mirror
image of x′ about z = 0 such that x′′ = x′(z → −z). Equation (2.19) becomes12

u(x) = −2ik

∫

Γ

Φk(x, x′)

(
1 +

i

k|x− x′|

)
cos θ u(x′) dx′ (2.41)

where θ is the angle between n (z-axis typically) and the vector x− x′.

It is convenient to adopt a new set of coordinates to accommodate our simplified
geometry. In the remaining part of this section, x and x′ are used as two-dimensional
coordinates which lie in the plane orthogonal to the z-axis such that x→ (x, z).

For measurements collected far from the sample, (2.41) can be simplified using
the paraxial approximation |x − x′| � z. With this simplification in hand, we

can approximate |x− x′| in (2.41)13 using the Taylor expansion

√
(x− x′)2

+ z2 ∼
z + 1

2z (x− x′)2
. Then, Φk from (2.20) becomes

Φk(x, x′) ∼ eikz

4πz
× e ik

2z (x−x′)2

. (2.42)

We can simplify the expression in (2.41) further for small observation angles, cos θ ∼
1. If the observation distance, |x|, is large compared to λ then | i

k|x−x′| | � 1

12Using the relation: ∇x′ |x− x′| = − x−x′
|x−x′| .

13Where x and x′ still represent points in R3.
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and the second term in (2.41) can also be neglected. Rewriting (2.41) using these
simplifications results in the Fresnel equation

u(x) =
eikz

iλz
Ψ(x)

∫

Γ

u (x′) Ψ(x′)e
−ik
z x·x′dx′ , (2.43)

where Ψ is a quadratic phase defined by Ψ(x) = e
ikx2

2z . Further simplifications can
be made when the observation points are located far from the sample or equivalently
when π

λD
2 � z, where D is the characteristic size of the sample. After making this

approximation we arrive at the Fraunhofer or far-field equation

u(x) =
eikz

iλz
Ψ(x)

∫

Γ

u(x′)e
−ik
z x·x′dx′ . (2.44)

Making the identification q = x
λz , we can see that equations (2.43) and (2.44) involve

a 2D Fourier transformation defined as

ũ(q) =

∫

R2

u(x′)e−i2πq·x
′
dx′ , (2.45)

where q ∈ R2 are the spatial frequencies. Numerically, the Fourier transform oper-
ator, F , is implemented using a 2D discrete Fourier transform of the form

ũkl =

M−1∑

m=0

N−1∑

n=0

umn exp{−2πi

(
mk

M
+
nl

N

)
} . (2.46)

Rearranging the pixels, umn can be treated as a the complex-valued vector. Then,
the discrete Fourier transform becomes a matrix operator F : CM ·N → CM ·N .

Using the Fourier transform operator, the far field14 can be rewritten in terms of ũ
as

û(y) =
1

λz
ũ ◦ ϕ−1(y) , (2.47)

where ϕ−1(y) = y
λz . Numerically, the distinction between û and ũ is often un-

necessary for monochromatic sources, but it becomes critical for understanding
multi-wavelength coherent imaging (Chapter 5). Now, we have a simple and fast
numerical method, involving the 2D discrete Fourier transform, for calculating the
far field.

2.3 Charge and magnetic scattering

Next, we investigate the scattering of a transverse wave from a source that is small
compared to λ. The largest contributions arise from the electric and magnetic dipole
moments and the electric quadrupole moment. For a linearly polarized incident

14Neglecting phase factors.
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wave, the scattered wave from the electric and magnetic dipoles obtain orthogo-
nal polarizations which prevents them from interfering. For circularly polarized
light however, the polarization is preserved which allows for interference to occur.
This idea is the basic principle which used by current modern techniques to image
magnetic samples [45, 17]. The derivations in this section follow the semi-classical
treatments in [34, 46].

The retarded solution for the vector potential15, A, in the Lorenz gauge for a given
current density is given by

A(x) = µ0

∫

R3

Φk(x, x′)J(x′)dx′ . (2.48)

Expanding Φk using the approximation from (2.42) and expanding in powers of k
we find

A(x) =
µ0

4π

eik|x|

|x|
∑

n=0

(−ik)n

n!

∫

R3

J(x′)(x̂ · x′)ndx′ . (2.49)

Considering the first term and making use of integration by parts, the continuity
equation and the definition of the electric dipole moment, p, we find

∫

R3

J(x′)dx′ = −
∫

R3

x′ · (∇x′ · J(x′))dx′ = −iω p . (2.50)

We can see that the lowest order term for the vector potential is proportional to
the electric dipole moment

A(x) =
−iωµ0

4π

eik|x|

|x| p . (2.51)

The next order term (n = 1) results in a J which can be decomposed into symmetric
and anti-symmetric terms resulting in electric quadrupole and magnetic dipole terms
with the magnetic dipole term given by

A(x) =
ikµ0

4π

eik|x|

|x| (x̂×m) . (2.52)

The quadrupole and higher order terms will be neglected and instead we will focus
on only the dipole terms. For a transverse incident wave propagating along the
x̂-direction we find that B = ik x̂ × A and E = − 1√

µε x̂ × B. Then, the scattered

electric fields from electric and magnetic dipole moments become

Ep = ck2Z0

4π

eik|x|

|x| (x̂× p)× x̂ (2.53)

Em = −k2Z0

4π

eik|x|

|x| (x̂×m) , (2.54)

15The vector potential being related to the magnetic flux density through: B = ∇×A.

14



where Z0 =
√
µ0/ε0. For induced electric and magnetic dipole moments described

by p = − e2

meω2E and m = i e
2~µ0

ωm2
e

(s×B) [46], where e, me and s are the electron’s

charge, mass and spin respectively, we find the scattered fields become

Ep = −α (x̂× E)× x̂ (2.55)

Em = iαβ [s× (d× E)]× x̂ . (2.56)

In these expressions, the incident field direction is denoted by d, with x̂ the obser-

vation direction, α := 1
4πε0

e2

mec2
eik|x|

|x| and β := ~ω
mec2

. The coordinates are adapted

to the field direction such that x = (x1, x2, xd).

Now, consider an electromagnetic wave which is linearly polarized along the x1-
direction with x̂ ∼ d and spin aligned with the incident field propagation direction
such that ŝ = d. For the electric dipole, we find that the scattered field has a
polarization which is parallel to that of the incident field

Êp ∼ Ê (2.57)

and the field scattered by the magnetic dipole is orthogonal to the incoming field’s
polarization state such that

Êm ∼ Ê × d . (2.58)

This suggests that for linearly polarized waves the scattered fields from charge and
magnetic components will become orthogonal and, as a result, will be unable to
interfere. The situation is markedly different for circularly polarized waves. In this
situation,the charge and magnetic contributions interfere as the polarization states
are preserved in both cases.

Typically, the magnetically scattered intensity is several orders of magnitude smaller
than the charge signal. However, the situation changes when resonant scattering
is considered. The magnetic distribution can be recovered by taking the difference
of two diffraction patterns obtained with left and right helicities. This approach
serves as the basis for imaging techniques which exploit a magnetic sample’s X-ray
magnetic circular dichroism [47, 17, 46, 4].

2.4 Multislice propagation method

It is often useful to understand how an incident wave propagates through a 3D
sample. When considering wavelengths in the extreme ultraviolet (XUV) and X-
ray regimes, finite element and boundary integral methods become computationally
infeasible as the number of variables can become extremely large. The multislice
method [48, 49, 50] uses a simplified approach to obtain an approximation to the
field. In this method, the sample’s refractive index is discretized into 2D slices
which are orientated along the optical axis such that each slice is at a constant z
value. The field is propagated through the sample using the following procedure:
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the field is transmitted through the slice using the projection approximation, then
it is free-space propagated to the next slice. These two steps are repeated until
the field has been propagated through the entire sample. Numerically, the field is
propagated through each sample slice of thickness ∆ with

un+1 = eik∆ F−1{H · F{tn un}} , (2.59)

where un is the field located immediately prior to the slice at zn = n∆ and tn is like-
wise the sample transmission at z = n∆ which can be related to the sample’s index
of refraction through (2.31). The transfer function in the paraxial approximation is
given by

H(q) = e−iπλ∆ |q|2 , (2.60)

where q ∈ R2, and |q|2 = q2
1 + q2

2 . A drawback of this method is that the back-
scattered field is absent and is therefore only a good approximation when the sam-
ple’s refractive index is close to one. The computational speed and ease of implemen-
tation has made this a useful method for electron and short-wavelength simulations
[19] as well as imaging experiments [51].
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3

Short-wavelength light sources

Coherent lensless imaging techniques rely on the availability of bright and coher-
ent light sources. This chapter introduces the underlying concepts related to three
classes of short-wavelength sources. These processes depend on both quantum (sin-
gle electron/atom) and macroscopic effects. The sources are capable of producing
coherent bright pulses of XUV radiation making them well-suited for studying sam-
ples on the nanoscale. HHG and undulator-based sources can contain higher-order
harmonics which must be accounted for using either experimental or numerical ap-
proaches. Detailed treatments of these topics are provided by [52, 34, 53, 54, 55, 56].

3.1 High-harmonic generation

In Paper I, HHG radiation was produced by focusing a high-intensity infrared laser
into a cell filled with argon gas [57]. The generation process of high-order harmonics
has been described using a three-step model [58, 59] which consists of: ionization,
propagation, and recombination. The processes involved in this model are depicted
in Fig. 3.1. The full quantum description has been described in [52]. In the ioniza-
tion step, the laser’s electric field distorts the atomic potential allowing an electron
to tunnel into the continuum. Depending on the phase of the electric field when
ionization occurs, the electron can either be driven back into the vicinity of the par-
ent ion or out into free space. If the electron is driven back then it can recombine
with the ion and emit a photon. The maximum photon energy corresponds to the
ionization potential, Ip, plus the kinetic energy gained by the electron during prop-
agation. In terms of the ponderomotive energy of the electron, Up, the maximum
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Figure 3.1: Three-step model description of the HHG process. (a) Ionization occurs when the electron tunnels into the continuum. (b)
The electron propagates in the laser electric field until it returns to the atom where it (c) recombines with the atom emitting
a photon.

photon energy is approximately:

εmax ∼ Ip + 3.2Up , (3.1)

where

Up =
e2E2

4meω2
. (3.2)

If the laser field is elliptically polarized then the electron will likely not return,
thereby preventing the HHG process from occurring. However, the broadening of
the electron’s wavefunction during propagation allows for recombination to occur
for small ellipticity values. To obtain circular polarization one can use reflective
optics after generation [60] or by using bi-chromatic driving fields [61, 62, 63, 64].

For the coherent emission of XUV photons the phase velocities of the fundamental
and its harmonics should match. This leads to phase matching conditions which
depend on the electron trajectory (dipole), focusing geometry (Gouy phase) and
dispersion from the neutral and plasma species. These conditions can be controlled
through the gas pressure, focusing geometry and laser intensity. In addition, the re-
absorption of XUV photons places limitations on the length of the gain medium (gas
cell). The ability of these sources to create ultrafast (femtosecond and attosecond
range) pulses have made these sources indispensable for studying atomic physics
involving ultrafast dynamics. A characteristic HHG spectrum filtered through an
Al thin film is shown in Fig. 5.3. Here, the lower-order harmonics were removed with
an Al thin film filter. The presence of multiple harmonics within the spectrum can
lead to complications for coherent imaging experiments. In Chapter 5, numerical
methods are described for dealing with this issue. Experimentally, a single harmonic
could be selected using multi-layer mirrors or diffraction gratings [4].

3.2 Lasers

Short-wavelength lasers utilize highly ionized plasmas to create coherent radiation.
The plasmas are typically created by focusing an infrared or visible laser pulse
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onto a particular target material or with fast electrical discharges [65]. In the hot
plasma, energetic collisions strip the high-level electrons from the atom causing a
population inversion resulting in single-pass, high-gain lasers. The spatial coherence
must be controlled through the target geometry. These sources are capable of
producing nanosecond to picosecond laser pulses with wavelengths around several
nanometers [66]. Unlike HHG and undulator-based sources which contain higher-
order harmonics, these sources tend to be highly monochromatic making them well
suited for coherent imaging experiments. The laser which was used for CDI in
Paper V used a molybdenum target in grazing incidence pump geometry to create
a laser pulse with a 18.9 nm wavelength.

3.3 Synchrotron radiation

Synchrotron radiation is the light produced by a relativistic charged particle when
a force has caused it to be accelerated. Synchrotron radiation is typically produced
in large-scale facilities such as synchrotrons or free electron lasers. These facilities
use the magnetic fields produced by bending magnets, undulators or wigglers to
accelerate electrons as they pass through. In this thesis undulators were used to
produce the radiation for the coherent imaging experiments and, as a result, we will
discuss only these devices.

An undulator consists of two or more periodic arrays of magnets with alternating
polarities. The light produced by an undulator is created when an electron bunch,
traveling at relativistic speeds, gets accelerated by the alternating magnetic field.
The accelerated electrons emit light and, because of their relativistic speed, the
radiation is directed into a cone with a small angular opening tangential to the
electron velocity. The basic principle of an undulator is illustrated in Fig. 3.2. The

λu

e−

z

Figure 3.2: Illustration of an undulator device which produces radiation when an electron bunch – traveling at relativistic speeds –
becomes accelerated by the periodic magnetic field. The photon energy can be tuned by varying the gap between the magnet
arrays.
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wavelength of the radiation can be tuned by changing the gap distance between the
two arrays of magnets. The wavelength, λn, of the nth harmonic is given by

λn =
λu

2γ2n

(
1 +

K2

2
+ γ2θ2

)
, (3.3)

where λu the undulator period, θ is the observation angle, γ = 1/
√

1− v2/c2 and
the dimensionless undulator parameter is

K =
eB0λu
2πmec

, (3.4)

where B0 and me denote the magnetic field strength and electron mass, respec-
tively. The undulator parameter describes the particle’s oscillation amplitude rel-
ative to the undulator period. An undulator induces small oscillations (K � 1)
within the electron resulting in a narrow beam of radiation, while wigglers pro-
duce larger oscillations and a wider cone of radiation. In addition, higher K values
lead to more prominent higher-order harmonics which, similar to data acquired
with HHG sources, introduces artifacts into the phase retrieval reconstruction (see
Fig. 5.8(b))). In contrast to HHG spectra, only the first few harmonics have signif-
icant power for an undulator. This means that neighboring harmonics have large
spectral separations making it easier for single harmonics to be isolated.

Specially designed undulators consisting of four arrays of magnets which can be
translated relative to one another allow for the polarization state to be controlled.
An important case occurs when the electrons travel along helical trajectories result-
ing in the production of circularly-polarized light. For non-magnetic samples with
dimensions much larger than the wavelength, a single component of the electric field
can be treated and we can ignore this effect. However, for magnetic samples, the
polarization has a significant impact on the diffraction measurements [45]. For the
most part, with exception to Section 5.3, the polarization state will be neglected
and scalar diffraction theory will be utilized.
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4

Coherent lensless imaging

Coherent lensless imaging techniques replace the optics found within conventional
microscopes with numerical algorithms. These methods become attractive when
high-quality optics are difficult to fabricate. The difficult arises for short-wavelength
light as nanoscale fabrication tolerances become necessary. In the XUV region of
the spectrum, the high-absorption exhibited by most materials often leads to optics
with lower efficiencies. The opposite situation occurs in the X-ray spectrum where
light interacts so weakly with materials that it becomes difficult to manipulate.

The theory behind two coherent lensless imaging techniques, FTH and CDI, are
introduced in this chapter. The geometries associated with each one are shown
in Fig. 4.1. Initially, X-ray FTH used the focus from a Fresnel zone plate as the
reference wave [16]. This approach has been largely replaced by the mask-based
FTH technique in which a small reference pinhole, fabricated into the sample mask,
acts as the reference. This ensures that the reference and sample are mechanically
stable which prevents sample vibrations from affecting the diffraction measurements.
The pinhole creates a reference wave which encodes the phase into the measured
diffraction pattern. The reference wave allows for the direct recovery of the sample
image through the application of an inverse Fourier transform to the data. The
geometry associated with a CDI experiment is even more simplified; it consists of a
spatially localized (small) sample and a detector usually placed in the far-field. In
theory, the spatial resolution is wavelength limited, but this comes at the expense
of more complicated iterative reconstruction procedures.

An effective approach is to combine both techniques by recovering an initial recon-
struction using FTH followed by phase retrieval to improve the spatial resolution
[67, 4]. Several variants of FTH include multiple reference holes [68, 69, 67], ex-
tended and custom references [70, 71, 72] and uniformly redundant arrays [73]. Like-
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Figure 4.1: Geometries (not to scale) associated with (a) FTH and (b) CDI experiments. The sample is illuminated from the left with
a coherent wave, u0, and the diffraction pattern intensities are measured in the far-field. The far field is proportional to the
ESW through the Fourier transform operator, F . The FTH sample mask contains a reference hole which is used to encode
the phase into the measured diffraction pattern.

wise, different schemes exist for CDI as well which include: ptychography [11, 12],
Fresnel CDI [5] and Bragg CDI [6, 9, 10] to name a few. Overviews of these tech-
niques are covered in [27, 30]. Many of the concepts in this chapter are related to
Fourier optics which are covered in greater detail in [35].

4.1 Fourier transform holography

In an FTH experiment, the ESW emerging from the sample consists of an object
wave, o(x), and some known reference wave, r(x), such that

u(x) = o(x) + r(x) . (4.1)

When the incident field is monochromatic and coherent, the far-field intensity mea-
sured by the detector is given by

I(y) = |ô(y) + r̂(y)|2 , (4.2)

where û indicates the field which has been propagated into the far-field (Sec-
tion 2.2.3). The data is reconstructed by applying an inverse Fourier transform
to I(y). Applying the Fourier convolution theorem,

F{f(x) g(x)} = f̃(q) ∗ g̃(q) , (4.3)

we find the autocorrelation function in real-space becomes1

a(x) = F−1{I(y)}
∝ o∗(−x) ∗ o(x) + r∗(−x) ∗ r(x) + o∗(−x) ∗ r(x) + o(x) ∗ r∗(−x) .

(4.4)

1In fact, it is actually a◦ϕ−1(x) which inconsequentially is redefined as a(x). Concepts related
to these subtleties are described in detail in Chapter 5.
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Above, o∗(x) denotes the complex conjugation of o(x) and ∗ is the 2D convolution
operator2. When r(x) is sufficiently separated3 from the object, then the last two
terms become separated from the first two in (4.4). In the ideal case, when r(x) =
δ(x), the last two terms become the object wave and its complex conjugate. We
can see two important properties of the reconstruction which stem from (4.4): first,
the resolution is determined by the size of r(x) and second, the reconstruction has
an amplitude which is linearly proportional to r(x). As the resolution scales with
the reference size, it is tempting to make the reference as small as possible, but
the transmission through the reference aperture will also decrease which effectively
reduces the SNR in the reconstruction. Methods which were mentioned at the
beginning of this chapter have been devised to circumvent this trade-off by using
references with different shapes.

A simulation of an FTH experiment will be used to illustrate a few important
concepts. The results of this simulation are shown in Fig. 4.2. In this simulation, a
binary square is used as the sample wave and a reference hole is placed to its right.
The image in Fig. 4.2(a) shows the square aperture with the spatially separated

a b

c d e

Figure 4.2: (a) Sample ESW consisting of a square sample and the (propagated) reference wave. (b) The far-field hologram intensity in
log-scale. (c) The autocorrelation function results from the application of an inverse Fourier transform to the data in (b).
The highest intensities (in the center) are truncated to show the reconstructions. (d) The reconstruction obtained by taking
the inverse Fourier transform of the data. (e) The reconstruction from (d) propagated 1.5µm along the z-direction until it
reaches the reference plane.

reference wave to its right. The reference wave was calculated by propagating a
plane-wave through a 3D aperture until it reached the sample plane4. The far-

2The convolution operator is given by (f ∗ g)(x) =
∫
Rn f(y) g(x− y) dy, where x, y ∈ Rn.

3Roughly speaking, the separation criterion in this situation is that the reference is located a
distance of at least 1.5× object diameter from the center of the object.

4More discussion on this is provided in Section 4.3.
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field diffraction pattern, I(y), is shown in Fig. 4.2(b). The autocorrelation function
is shown in Fig. 4.2(c) showing the reconstruction and its complex conjugate on
either side of the signal in the center. So far, the location of r(x) in relation to o(x)
along the propagation direction (z-axis) has not been discussed. If the separation
between the sample and reference is non-zero then a reconstruction in the wrong
plane will be obtained and, as a result, it will appear out of focus. To refocus the
reconstruction, it must be free-space propagated into the reference plane. The initial
and refocused reconstructions are shown in Fig. 4.2(d,e). These images illustrate
how the refocusing procedure can improve the resolution and reduce fringe artifacts
within the reconstruction. A more thorough discussion of these effects is given in
Section 4.3.

4.1.1 Missing beamstop data

Typically, the large majority of the photons pass directly through the sample re-
sulting in large intensities along the incident direction (z-axis) which can saturate
or damage the detector. To protect the detector, an opaque beamstop is often
used to block the unscattered light. The presence of a beamstop means that the
low-spatial frequency signal is not measured, and, if larger than the central speckle,
will result in unconstrained modes which cannot be recovered [19]. Reconstructing
holographic data with missing beamstop data can result in fringes or ringing arti-
facts. A conventional reconstruction of a magnetic sample within a circular aperture
[74] is shown in Fig. 4.3(a). Here, the artifacts related to the missing low spatial
frequencies are clearly visible within the reconstruction.

b

1 m

a

1 m

Figure 4.3: Reconstructions of a magnetic sample within a small pinhole showing artifacts due to missing data behind a beamstop.
(a) Minimum energy solution obtained by applying an inverse Fourier transform to the data. (b) Minimum total variation
solution obtained by solving the optimization problem described by (4.5).

By taking an inverse Fourier transform, it is implicitly assumed that the data behind
the beamstop is zero; this, due to Parseval’s theorem, results in the minimum energy
solution. This assumption is counter to past experience and the reasoning for using
a beamstop in the first place. Another approach, based on compressed sensing
ideas [75, 76, 77], is to find a solution that minimizes a given cost function which
simultaneously matches the measured data. In this case, the data is measured in
regions of the detector where the beamstop is absent, M . This approach allows the
solution to obtain non-zero values in the beamstop regions. Common cost functions
are the total variation and the L1-norm of the function. The constrained total
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variation5 problem can be formulated as:

min
u

‖∇u(x)‖L1(D)

s.t. û(y) = b(y) ∀y ∈M ,
(4.5)

where b(y) are noisy far-field measurements6. The solution was found using a pro-
jected gradient descent approach. The approximate gradient calculation is described
in [76]. The result is shown in Fig. 4.3(b). Another approach is to construct an
unconstrained problem by combining the two terms into a single cost function con-
sisting of the total variation and data fidelity terms. This has the benefit that the
solution can deviate from the data, but has the downside that an arbitrary con-
stant must be introduced which weighs the relative importance of the two terms. It
would be inaccurate to state that one solution is more “correct” than any another,
but experience tells us that the intensity values should be largest at low spatial
frequencies suggesting that the minimum energy solution is a poor candidate for
the ESW. On the other hand, the total variation approach is only able to affect
the low-spatial frequencies preventing it from creating artificially sharp edges or
other high-frequency artifacts. An alternative method, used successfully for pty-
chography, is to use a semi-transparent beamstop providing a compromise between
attenuating the unscattered light and acquiring low-frequency data [78].

Other issues can arise which depend on the experimental geometry. As the sample-
detector distance becomes smaller, data is collected at higher angles making the
paraxial approximation invalid. Inspecting (2.36), we can see that the observation
directions should lie on a unit sphere (x̂ ∈ S2), while in experiment, measurements
are collected by a flat detector. In this case, it becomes helpful to interpolate the
data to account for this discrepancy [79, 67, 80]. Likewise, in reflection CDI, the
sample and detector planes are no longer parallel which should also be accounted
for by warping the data prior to running phase retrieval [81, 82, 83].

4.2 Coherent diffractive imaging

In contrast to FTH, the phase retrieval procedure for CDI experiments relies heavily
on numerical algorithms. Instead of encoding the phase into the diffraction pattern,
these algorithms attempt to recover the phase iteratively from the intensity mea-
surements together with prior knowledge about the sample. The method is more
computationally demanding than the FTH reconstruction procedure, but allows for
more flexibility regarding the experiment geometry and potentially higher resolution
reconstructions.

The geometry of a plane-wave CDI experiment is very similar to that of an FTH
experiment except a reference wave is no longer required. A sketch of the geometry

5Other types of solutions can be found by simply replacing the total variation cost with another
cost function.

6Note that the constraint can be transformed into ũ(q) ∝ b ◦ ϕ−1(q) ≡ b′(q) so we can use the
discrete Fourier transform to propagate u into the far field for comparison with the measurements.
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is shown in Fig. 4.1(b). It can be useful to use an FTH sample geometry and
refine the reconstruction using iterative phase retrieval [67, 4]. Additionally, one
can remove the opaque mask altogether leaving only the small isolated sample.
Through Babinet’s principle the two geometries are equivalent [34].

Again, we will consider the incident wave to be fully coherent both spatially and
temporally, monochromatic and consisting of a single polarization state. With the
detector placed in the far-field, the propagation of u(x) to the detector domain, M ,
is given by (2.47) and the measured diffraction pattern is equal to:

I(y) = |û(y)|2 , (4.6)

where y ∈M is the spatial coordinate in the measurement domain. In the following
treatment, the distinction between ũ and û will be neglected as it has no effect
on the analysis. Now, the far-field intensity is simply proportional to the Fourier
transform of the exit wave, I ∝ |ũ|2.

From an abstract perspective, the strategy behind iterative phase retrieval is to
use prior knowledge about the solution to construct subsets within the space of
solutions. Then, the functions, u, which satisfy all these known properties are
considered the solutions. This is the essence of set theoretic estimation [84]. The
most successful approaches are based on alternating projections schemes, which,
for two or more sets, consists of projecting u in a sequential fashion between the
sets until an intersection point (solution) is found. This procedure is illustrated in
Fig. 4.4 for two paths which start from different initial points. When the algorithm

S M

a

b H(D)

Figure 4.4: Alternating projection approach used to iteratively recover the phase from two constraint sets. The most commonly used
constraints in CDI are the support, S, and modulus,M, sets.

starts at a, the method is able to find the intersection point. However, due to the
non-convex nature of M, only a local minimum is found when it begins at b.

Posed as a feasibility problem, the solution is given by the intersection between all
constraint sets, Ci, described by

find u ∈
⋂

i

Ci . (4.7)
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This approach allows for information to be incorporated into the reconstruction
procedure by simply increasing the number of constraint sets. The most common
constraint sets for phase retrieval are determined by the sample support and the
diffraction data which lead to the support, S, and modulus, M, sets, respectively.
The feasibility problem with only these two constraints becomes

find u ∈ S ∩M , (4.8)

where the two sets are defined as

S := {u ∈ H(D) : supp(u) ⊆ Ω} (4.9)

M := {u ∈ H(D) : |ũ| = b} . (4.10)

In these definitions, Ω ⊂ D is the support domain, b are amplitude measurements,
and H(D) is a suitable function space in D. The support of the function u is defined
as supp(u) := {x ∈ D : u 6= 0}. Besides the support and modulus constraints,
other constraints such as positivity, real-valuedness, atomicity and various types of
sparsity are commonly utilized.

In experimental situations, the data is corrupted with noise which causes the inter-
section in (4.8) to become empty. To account for this issue, the feasibility problem
can be reformulated as an optimization problem:

min
u

EF (u) = ‖ |ũ| − b ‖2L2(M)

s.t. supp(u) ⊆ Ω .
(4.11)

In words, we are tasked with finding a function u, which has both, a diffraction
pattern which closely matches the data, and support which is contained within Ω.

One of the most popular and simple algorithms is the error-reduction (ER) algo-
rithm [14]. The update is given simply by

uk+1 = ΠS ΠM uk , (4.12)

where k denotes the iteration number and ΠS and ΠM are the support and modulus
projections respectively. The support projection simply zeros any values of u which
lie outside the support domain. Mathematically, this operation is given by

ΠS u
k =

{
uk x ∈ Ω

0 x /∈ Ω
. (4.13)

The modulus projection replaces the amplitudes of the wave in Fourier space, ũ, with
the measured amplitudes, while retaining the phase. This projection is specified by

Π̃M ũk = b ei arg(ũk), (4.14)

which is described in real-space through the equation,

ΠM uk = F−1 Π̃M F uk. (4.15)
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This projection simply propagates u to the measurement domain, applies Π̃M and
propagates back to the real space domain. It was shown in [85] that the ER al-
gorithm is equivalent to a projected gradient descent algorithm for minimizing EF .
Also note that these projections are idempotent such that Π ◦Π = Π which makes
it easier to study the behavior of these algorithms.

As we have already noticed, the non-convexity of M can cause an algorithm like
ER from finding the global minimum or intersection point. The hybrid input-
output (HIO) algorithm has been shown to be an effective method which avoids
stagnating near local minima [85]. Table 4.1 describes the HIO algorithm along
with several of the most commonly used algorithms for phase retrieval including
the relaxed averaged alternating reflections (RAAR) [86] and the difference map
(DM) methods [87]. A combination of the ER and HIO algorithms has been shown
to be an effective phase retrieval method [26] and is the approach used throughout
this thesis.

Table 4.1: Update formulas of the most common phase retrieval algorithms.

Algorithm uk+1 =

ER

{
ΠM uk, x ∈ Ω

0, x /∈ Ω

HIO

{
ΠM uk, x ∈ Ω

(I − βΠM )uk, x /∈ Ω

RAAR

{
ΠM uk, x ∈ Ω

βuk + (1− 2β)ΠM uk, x /∈ Ω

DM {I + βΠS [(1 + γM )ΠM − γM I]− βΠM [(1 + γS)ΠS − γSI]}uk

4.2.1 Uniqueness

Next, we consider sampling requirements on the data which must be satisfied to
recover a unique reconstruction. By uniqueness, we mean a unique equivalence class
consisting of solutions which are related through translation, inversion and global
phase rotation: [u] = {u ∈ H(D) : u(x) ∼ u(x+a), u(x) ∼ u∗(−x), u(x) ∼ eiαu(x)},
where α ∈ R and a ∈ R2. These ambiguities cannot be determined from the
intensity measurements alone. The discussion will be based primarily on the ideas
developed in [88, 89, 90, 91, 92], while homometric samples [93] will be omitted
altogether.

In the discrete setting, u is typically a two or three-dimensional complex-valued
array. In the two-dimensional case, u ∈ CM×N , where M and N are the total
number of rows and columns within the image which are often related to the number
of pixels within the detector. The array can be rearranged such that u becomes a
M ·N -length vector and the Fourier transform becomes a unitary matrix.

It seems reasonable, considering the work of Shannon, that a unique phase could
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be recovered if the intensity measurements were sampled at or above the sample’s
Nyquist frequency, νN . It turns out however, that it is necessary to sample the signal
at twice this frequency. The reason for this can be seen by inspecting the intensity
measurements in the real-space domain. Applying an inverse Fourier transform
to the measured intensities, F−1 I(y), we arrive at the autocorrelation function,
a(x) = u(x) ∗ u∗(−x). For a rectangular sample, a(x) is twice as large as u in each
direction which results in twice the Nyquist frequency. This suggests that the data
must be sampled at at least 2νN . The ratio between the sampling frequency, νS ,
and νN is known as the oversampling ratio [94] which is defined as

σ =
νS
νN

. (4.16)

Then, a necessary condition for uniqueness becomes

σ ≥ 2 (4.17)

in every direction. However, higher σ values do not necessarily mean the solution
will be easier to find or more overdetermined. In fact, sampling the data above this
value is equivalent to sampling a(x) above its Nyquist frequency; we obtain no new
information from these additional measurements. However, if the measurements
are corrupted with noise or missing data, then finer sampling of the data may be
useful by providing redundant information.

An important measure of how overdetermined the phase retrieval problem is given
by the constraint ratio [92]. This quantity measures the number of independent
constraints relative to the number of unknowns through the ratio:

Σ :=
Number of independent autocorrelation coefficients

Number of independent object coefficients
(4.18)

=
|A|
2|Ω| , (4.19)

where |A| and |Ω| are the size of the autocorrelation support, A, and the support, Ω,
respectively. The fact that the autocorrelation function is centro-symmetric means
that only half the autocorrelation coefficients are independent which gives rise to
the factor of two in the denominator. A necessary condition for uniqueness is then

Σ > 1 . (4.20)

When Σ ≤ 1, the problem is underdetermined and we cannot expect to find a
unique solution without additional information. Higher values suggest that the
problem is easier to solve and the solution is more likely to be unique. Several
supports and their constraint ratios are shown in Fig. 4.5. We can see that Σ
can be increased significantly by using a triangular support or a support which
is multiply connected. In addition to having the lowest Σ values, the rectangular
and disc-shaped supports are also centro-symmetric which means that they cannot
differentiate between u(x) and u∗(−x) and can cause the algorithm to stagnate
with a superposition of both solutions [95]. As a consequence, it is usually a poor
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Figure 4.5: Common sample supports and their corresponding constraint ratios. Higher Σ values correspond to a higher degree of
uniqueness which tend to be easier to phase.

choice to use a support which is convex and centro-symmetric. For monochromatic
phase retrieval, all the geometries fulfill the requirement set by (4.20), but these
values play an even more important role when considering multi-wavelength phase
retrieval. More discussion of these issues is provided in Chapter 5.

4.2.2 Dynamic support and solution selection

Often it happens that either Ω is completely unknown or there is some uncertainty
regarding its shape. When this happens, Ω can be treated as a dynamic variable
and recovered alongside the phase using a simple approach [96]. Although there
exist several variants, it is commonly calculated by thresholding the convolution
between a normal distribution and |uk|, such that the new support becomes

Ωk+1 = {x ∈ D : nσ ∗ |uk| > t} , (4.21)

where t is a threshold value and nσ denotes the normal distribution with standard
deviation σ. A useful variant of this fixes the support size and selects the regions
with the largest values as the new support. These methods are heuristic in nature
and typically require monitoring the cost function or prior knowledge of the support
from other means (SEM or low-resolution optical images typically). Often times it is
possible to fabricate a reference hole within the sample mask allowing for a fast FTH
reconstruction to be calculated and used as input into a phase retrieval algorithm.

Typically, for data which has been corrupted with noise, as the support becomes
smaller EF will tend to increase. Intuitively, this occurs because larger supports
allow uk to fit the high-frequency noise more closely. As a result, it can become
difficult to determine the “best” solution using only EF as the measure. This issue
can be circumvented by viewing phase retrieval with unknown support as a multi-
objective optimization problem. In this context, we would like to simultaneously
minimize EF and the support size, |Ω|. Now, the multi-objective cost function
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becomes

E = (EF , |Ω|) . (4.22)

Solutions which are non-dominated by any other solution constitute the Pareto
front and are considered the set of acceptable solutions. These solutions are used
as input to find new generations of solutions using a guided approach similar to the
approach described in [97]. This allows the simultaneous usage of the shrinkwrap
method and a guided approach to find an optimal solution.

Figure 4.6(a) shows a diffraction pattern taken from a puzzlepiece aperture (inset)
using 500 eV X-rays. The final reconstruction and the cost values after 2250 it-
erations are shown in Fig. 4.6(b,c) respectively. The cost values associated with
solutions which comprise the Pareto front are indicated by the red markers. The
normalized Fourier error shown in Fig. 4.6(c) corresponds to: eF (u) = ‖ |ũ| −
b ‖L2(M)/‖b‖L2(M).

Figure 4.6: (a) Diffraction pattern (log scale) with an SEM image of the sample in the inset. (b) Reconstruction selected from the
set of Pareto solutions. The scalebar corresponds to 4µm. (c) The Fourier error and support sizes for 20 reconstructions
after 2250 iterations of ER50HIO100. The red markers correspond to the Pareto front reconstructions, while the red square
corresponds to the “best” solution.

At this point, we would like to condense the Pareto set of solutions down to a single
solution. Consider two cost vectors, e(1), e(2) ∈ R2

+ ,7 associated with solutions u1

and u2. The first step is to find the direction of maximum difference j ∈ {1, 2},
7Explicitly, the cost vector of u1 is: e(1) = (e

(1)
1 , e

(1)
2 ) ≡ (e

(1)
F , |Ω(1)|).
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which is determined with the formula:

j = arg max
i

|e(1)
i − e

(2)
i |

max(e
(1)
i , e

(2)
i )

. (4.23)

If e
(1)
j < e

(2)
j , then u1 is considered the better of the two solutions and vice versa.

This procedure can be used to sort the Pareto solutions to determine the “best”
one, or, select parent solutions which can be used to create the next generation of
solutions. The red square in Fig. 4.6 indicates the “best” solution according to this
sorting procedure. When Ω is fixed, eF becomes the only measure that can be used
for comparisons and this method becomes equal to other guided approaches. Sim-
ilar to choosing the amount of regularization in an inverse problem, there appears
to be no way of avoiding heuristics when the support is an unknown dynamic vari-
able. However, in Chapter 6 an algorithm is described which doesn’t use a support
constraint and therefore circumvents this issue altogether.

4.3 Thick samples and references

Up to this point we have only considered optically thin samples which allowed
us to neglect any effects related to the the sample’s depth. Next, we will discuss
imaging thick samples with CDI and effects related to using thick references in FTH
experiments.

When imaging a thick sample with CDI, the question arises as to which plane is
actually reconstructed by the numerical procedure. It was shown in [98] that the
support shape determines the location of this plane. In that work, a sample was
considered which consisted of two planes separated by some distance along the op-
tical axis. The samples in each plane were also separated in the transverse direction
to prevent any overlap of the reconstructions. The reconstruction plane was selected
by using a tight support which fits only one plane and is simultaneously loose for the
other plane. The unfocused plane can be brought into focus by free-space propagat-
ing the reconstruction into this plane. Propagating the reconstruction is a common
technique used in coherent lensless imaging experiments to obtain depth informa-
tion about the sample and is the basis for many 3D particle tracking methods. It
should be stressed that the information content within a single diffraction pattern
is still 2D in nature and lies on the Ewald sphere8. An overview of these concepts
and on tomography in general is given in [39]. A comparison between 2D and full
3D reconstructions and discussion on defocus artifacts can be found in [44].

In contrast, the reconstruction plane in an FTH experiment is determined by the
reference wave. In Paper IV, the dependency of the resolution and location of the
reconstruction plane on the 3D shape of the reference aperture was studied. These
effects were studied experimentally by analyzing the far-field diffraction patterns
from references with different geometries. Two SEM images showing the internal

8When the Born approximation is valid.
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structure of these references are shown in Fig. 4.7. Each reference consists of a

Figure 4.7: SEM views of two reference apertures with different diameters. The apertures consist of 200 nm of silicon-nitride and
1850 nm thick Au/Cr bilayers. (a,b) The references have diameters of approximately 40 nm and 70 nm respectively. The
largest opening has a diameter of 500 nm for both references. The scalebars correspond to 500 nm. Figure adapted from
Paper IV.

200 nm thick layer of silicon-nitride which supports a series of Au/Cr bilayers with
a total thickness of 1850 nm. The Au/Cr bilayers constitute the holographic mask
which ensures that the holographic separation conditions are met. These reference
geometries are characteristic of references used for studying magnetic thin-films
[30, 99]. In these experiments the silicon-nitride layer was used to support the
magnetic thin-film. In the diffraction experiments, the X-ray photon energy was
set to 780 eV and was circularly polarized. Several diffraction patterns and their
recovered ESWs are shown in Fig. 4.8. The ESWs were recovered using an iterative
phase retrieval procedure which was described in the previous section.

Figure 4.8: (a–d) Diffraction measurements (log-scale) from 40 nm and 100 nm diameter references when the incident field illuminates

the Au (a,c) or silicon-nitride (b,d) side. The scalebars correspond to 50µm−1. The insets show SEM images of the
references with 50 nm scalebars. (a’–d’) Phase retrieval reconstructions corresponding to the diffraction patterns in (a–d).
The scalebars indicate 100 nm. Figure adapted from Paper IV.
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In addition, the multislice technique was used to simulate a plane wave propagating
through the reference aperture. Multislice simulations for 70 nm references are
shown in Fig. 4.9 for two configurations. In these images the plane-wave is incident
from the left. The exit wave from these simulations were used as the reference wave
for the simulation of FTH experiments. An ESW from one of these simulations is
shown in Fig. 4.2(a) showing a binary square sample and the reference located to the
right. A binary square 1 µm wide was used as the sample and placed on the outer
surface of the silicon-nitride. The sample was made to be infinitely thin in order to
isolate the reference effects on the reconstruction. The location of the sample plane
is indicated by the red dashed lines in Fig. 4.9. The reconstruction was obtained by
applying an inverse Fourier transform to the data is shown in Fig. 4.2(d) and the
refocused reconstruction in Fig. 4.2(e).

Figure 4.9: Multislice simulation results showing the field amplitude as it propagates through thick reference apertures. The plane-wave
is incident from the left and the red and blue dashed lines indicate the sample and reconstruction planes respectively. The
field is either incident on (a) the silicon-nitride layer or (b) the Au layer. Figure adapted from Paper IV.

The binary square was used as a sample to determine the location of the recon-
struction plane as it has a very small total variation when it is in focus. Out of
focus, the reconstruction contains fringes and smoother edges which result in higher
total variation values. Finding the propagation distance corresponding to the small-
est total variation value allowed for the location of the reconstruction plane to be
precisely determined. The locations of the reconstruction planes are shown by the
blue dashed lines in Fig. 4.9. The location of the reconstruction plane was nearly
invariant with respect to the reference diameter which ranged from 40 nm–100 nm.

Lastly, the resolution and reconstruction plane were studied for different opening an-
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gles. The geometry and opening angle definition are shown in the inset of Fig. 4.10.
We can see that as the opening angle increases the reconstruction plane transitions
from the outer silicon-nitride surface to the exit of the cylindrical opening approxi-
mately 1.5 µm away. In this transition region (0◦–3◦) the diffracted wave interacts
with the walls of the reference making it appear larger than it really is. Therefore,
it is important to avoid these small-angle geometries to obtain the highest possible
resolution.

Figure 4.10: Resolution and propagation distance dependence on the aperture’s opening angle. The inset shows the reference geometry
used in the multislice simulations. Figure adapted from Paper IV.
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5

Multi-wavelength coherent diffractive imaging

In this chapter the extension of phase retrieval to include multi-wavelength data
is explored. We will consider the same experimental geometry (Fig. 5.1) as that
of monochromatic CDI except now the source spectrum consists of several wave-
lengths. For HHG and undulator-based sources, these wavelengths may originate
from the distinct higher-order harmonics which are inherently present [100] or by
employing multiple undulators with different gap separations [101, 102, 103]. Un-
like ptychography, which uses the redundant information within the measurements
to recover additional information [104, 105, 106, 51], in a CDI experiment one has
access to only a single diffraction image. Previous experiments have shown that
phase retrieval can be applied when the source is partially coherent [107, 108, 109,
110, 111, 112, 113, 114]. In these experiments, the beamline efficiency can be im-
proved by lowering the amount of spectral filtering which is necessary. Among the
CDI methods capable of singleshot imaging, the algorithms require that the exit
waves are the same for all wavelengths up to a multiplicative factor. As a result,
they do not provide additional information with respect to monochromatic CDI
experiments. In the XUV regime, this transmission constraint requires a binary
sample transmission. In this chapter, algorithms are described to extend phase
retrieval beyond its current status by performing source separation and phase re-
trieval simultaneously. This has applications for imaging when the data consists
of an incoherent superposition of intensities which can occur when the source is
comprised of multiple wavelengths or polarization states.
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Figure 5.1: Illustration showing the geometry of a multi-wavelength CDI experiment. The source spectrum now consists of several
distinct wavelengths which each contribute to the diffraction pattern.

5.1 Partial coherence

The partial coherence properties of the incident wave has a significant effect on
the measured diffraction pattern, and, as a result, changes to the data treatment
procedure and phase retrieval algorithms are necessary. The relevant theory of
partially coherent fields is introduced in this section to gain insight into diffraction
data obtained with a multi-wavelength source. This knowledge will be used in the
next section to develop multi-wavelength phase retrieval algorithms. Comprehensive
treatments regarding partial coherence effects can be found in [115, 116, 28, 36].

Next, the cross-spectral density, W , will be used to calculate an expression for the
total intensity, I, measured by the detector. The cross-spectral density is given by

W (x1, x2, ω) =

∫

R+

〈U(x1, ω) · U∗(x2, ω
′)〉 dω′ , (5.1)

where U is a random vector field and 〈·〉 denotes an ensemble average. Throughout
this chapter, we will consider fields that are comprised of several, distinct frequency
components of the form

U(x, ω) =

P∑

i=1

Ui(x)δ(ω − ωi) , (5.2)

where i is a wavelength index and P is the number of wavelengths. In (5.2) we have
neglected the finite width of each frequency component, but we will see later that
this model agrees well with double-slit measurements from a HHG source. Inserting
(5.2) into (5.1) we obtain

W (x1, x2, ω) =
∑

ij

〈Ui(x1) · U∗j (x2)〉 δ(ω − ωi) , (5.3)

To simplify the calculation, we will consider fields which have full spatial coherence.
Discussions related to CDI with fields which exhibit partial spatial coherence can

38



be found in [114, 117, 112, 113]. In addition, we neglect interference from cross
terms (i 6= j) as detector integration times are often large compared to the beat
frequencies. The intensity measured by the detector is given by

I(y) =

∫

R+

W (y, y, ω)dω . (5.4)

Then propagating (5.3) into the far field we find the intensity measured by the
detector is given by an incoherent sum of intensities

I(y) =

P∑

i=1

ûi(y) · û∗i (y) (5.5)

=

P∑

i=1

Ii(y) . (5.6)

The contribution from each frequency component to the total intensity is described
by the spectral intensities

Si :=

∫
R2 Ii(x)dx∫
R2 I(x)dx

. (5.7)

Inspecting equations (5.5) and (5.6), we can see that the total intensity is comprised
of a incoherent sum from each frequency and polarization component1. For large,2

non-magnetic samples, the polarization of the scattered field will coincide with that
of the incident field. This allows us to use scalar diffraction theory and treat u as a
scalar function by considering each component of the vector field separately. At the
end of this chapter we will look at the application of CDI to magnetic samples. For
these samples, the polarization of the field is affected and the detector measures in
an incoherent sum associated with two polarization states.

We are concerned with the relative scaling of each field with respect to one another
or relative to some reference wave, u0. We make this explicit by rescaling u0 such
that û0 → ũ0 and y → y

λ0z
in (2.47). The transformation becomes ϕi(y) = λi

λ0
y and

the far field is related to the Fourier transform, ũi, through

ûi =
λ0

λi
ũi ◦ ϕ−1

i (5.8)

and after applying an inverse Fourier transform we find3

ǔi := F−1 ûi (5.9)

=
λi
λ0

ui ◦ ϕi (5.10)

1Stemming from the dot product.
2Compared to λi.
3Using the identity: F{u(ax1, ax2)} = 1

a2
ũ
( q1
a
, q2
a

)
, where a ∈ R.
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It is important to notice that the size of ǔi depends on λi through ϕi; this ob-
servation is key to the success of the multi-wavelength phase retrieval algorithm
described in Paper II and in the next section.

Now we are in a position to analyze the autocorrelation function from a multi-
wavelength double-slit diffraction pattern. For a double-slit sample, the ESWs
are all proportional and given by ui(x) =

√
Si (s(x) + r(x)), where s(x) and r(x)

are functions describing each rectangular slit4. The measured intensity is then
proportional to

I(y) ∝
∑

i

Si|ŝi(y) + r̂i(y)|2 . (5.11)

Applying an inverse Fourier transform to (5.11), we find that the autocorrelation
function is proportional to

a(x) ∝
P∑

i=1

Si[ši(x) ∗ š∗i (−x) + ři(x) ∗ ř∗i (−x)

+š∗i (−x) ∗ ři(x) + ši(x) ∗ ř∗i (−x)] . (5.12)

The last two terms have a spatial separation from the center of a(x) which is de-
pendent on λi. This produces the multiple horizontal lines which can be seen in
Fig. 5.2. This figure shows a multi-wavelength autocorrelation function associated
with a double-slit sample. The Si values can be read off directly from a(x) by
measuring the relative peak intensities from each ši(x) ∗ ř∗i (−x) term; this can be
accomplished by plotting the signal along the vertical dashed line in Fig. 5.25. The
wavelength associated with each line can be determined by measuring the distance
from the center to the ith horizontal line using the relation

λi =
∆dNd

niz
, (5.13)

where ni is the number of pixels from the center to the ith line and d is the slit
separation. A description of this approach using a quasi-monochromatic approxi-
mation is given in [118, 119]. A comparison between an extracted spectrum and one
obtained with a flat-field XUV spectrometer is shown in Fig. 5.3. The two spectra
are measured at different locations in the beamline. The calculated reflectivity of
two multilayer mirrors is applied to the XUV spectrum (black line) to obtain the
expected spectrum (red line) located at the location of the double-slit. The double-
slit diffraction data and their corresponding fits using the extracted spectrum are
shown in Fig. 5.4. It is apparent that the calculated lines match the data closely
suggesting that our model accurately describes the situation.

4The two functions can be related through a simple translation such that s(x) = r(x− a).
5It turns out the convolution and function composition operations end up canceling the (λi/λ0)2

factor to make the maxima of each line equal to Si.
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Figure 5.2: Autocorrelation function from a double-slit diffraction pattern which was taken with an HHG source. The highest intensities
were truncated to show the lower intensity values more clearly. The center section of the diffraction pattern is shown on the
right.

Figure 5.3: The extracted spectrum using the autocorrelation function from a double-slit diffraction pattern. The inset shows the
magnitude of the complex degree of coherence for different double-slit separations. Figure adapted from Paper I.

5.2 Multi-wavelength phase retrieval

If the sample transmission is independent of λi and the incoming fields are all pro-
portional, then ui =

√
Si/S0 u0 then from (5.8) we see that the diffracted intensities
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Figure 5.4: Comparisons between measured (blue) and calculated (black) diffraction patterns from double-slit samples with 2 and 8µm
slit separations. Closeups of the middle section are shown in the insets. Figure adapted from Paper I.

are related through

Ii(y) =
Si
S0

(
λ0

λi

)2

I0 ◦ ϕ−1
i (y) , (5.14)

where λ0 corresponds to the reference wavelength and λi are ordered such that
λ1 < λ2 < . . . λP . We can use (5.14) to find a pseudo-monochromatic diffraction
pattern, I0, from the measured polychromatic data, Im(y). The cost function used
for this procedure is defined as:6

E(I0) =
∥∥∥
∑

i

Siψi{I0} − Im
∥∥∥

2

L2(M)
+ E2(I0) , (5.15)

where ψi{I0}(y) = (λ0/λi)
2 I0 ◦ϕ−1

i (y) and E2 is a cost function which can be used
to promote sparsity or incorporate prior knowledge.

The procedure was applied to singleshot polychromatic diffraction patterns of a
puzzlepiece aperture. The Si values are fixed when minimizing (5.15) and were
extracted from a double-slit diffraction pattern. The diffraction pattern is shown in
Fig. 5.5(a). The pseudo monochromatic diffraction pattern which results from min-
imizing the cost function in (5.15) is shown in Fig. 5.5(b). At this point, monochro-
matic phase retrieval algorithms can be used to find the sample image. The result
of running ER50HIO100 on the image in Fig. 5.5(b) results in the reconstruction
shown in Fig. 5.5(c). This procedure has the benefit of reducing the number of

6Note that a factor of 1/S0 has been absorbed into I0 in order to stay consistent with the
notation in Paper I.
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Figure 5.5: (a) A singleshot polychromatic diffraction pattern obtained from the puzzlepiece shown in the inset. (b) The extracted

pseudo-monochromatic diffraction pattern. The scalebar corresponds to 1µm-1. (c) Reconstruction using ER50HIO100.
The scalebar corresponds to 4µm. Figure adapted from Paper I.

unknowns by using the relation in (5.14), but the procedure is limited to samples
which have simple transmission functions. This limitation is overcome by the next
algorithm by recovering each ui separately.

Typically, a CDI sample is either small and isolated in free space, or is placed within
the opening of an opaque mask (Fig. 5.1). In both cases, the sample support is the
same for each λi, however, unlike the previous situation, we will not assume that the
ui are proportional. Instead, we exploit the scaling of the waves given by (5.10) to
obtain different support constraints for each field. Equation (5.10) leads to supports
which are related by

Ωi = {x ∈ D : ϕi(x) ∈ Ω0} , (5.16)

where Ω0 is a reference support associated with the largest Si value and the trans-
formation is again given by ϕi(x) = λi

λ0
x. The straightforward extension of the

support projection from Section 4.2 gives

ΠS ǔi(x) =

{
ǔi(x) x ∈ Ωi

0 x /∈ Ωi
. (5.17)

Now, ǔ must be used instead of ui because ǔi and ûi are a Fourier pair and we can
no longer use ũi to describe the far field. This can be accounted for at the end by
inverting (5.10) to determine ui. The effect of ϕi on the size of the reconstructions
can be seen in Fig. 5.6. Each ǔi is normalized according to

ΠN ǔi(x) =
√
Si ǔi(x)

‖b‖L2

‖ǔi‖L2

(5.18)

to ensure that the calculated total diffraction pattern has the correct spectral
weightings. We must compare

√
I(y) with the measured amplitudes, b(y), so now

the magnitude projection becomes

Π̃M ûi(y) =
ûi(y)√
I(y) + ε

b(y) , (5.19)

where ε is a small positive constant to prevent issues from arising for small I(y)
values. This operation rescales the amplitude of each ui which can be viewed as

43



a projection onto a sphere, S2P−1, where P is the number of wavelengths. The
monochromatic projections defined in Section 4.2 can be replaced with these gen-
eralized projections and used with the algorithms described in Table 4.1.

Figure 5.6: Reconstructions associated with the two wavelengths for different support shapes (rows) and different amounts of phase
within the ESWs. The last row shows the true ESWs for the double rectangle support. Figure adapted from Paper II.

Before we look at the algorithm’s numerical performance, we should understand
when to expect a unique solution. A straightforward modification to Σ from Sec-
tion 4.2.1 will allow us to account for the additional unknowns. The number of
unknowns is given by the total number of unknown coefficients within Ωi associated
with each ui. From a direct application of (4.18), we find that the polychromatic
constraint ratio becomes

Σ =
|A|

2
∑
i |Ωi|

. (5.20)

Now, A = ∪iAi, which corresponds to the polychromatic autocorrelation support.
The polychromatic autocorrelation function is obtained by applying an inverse
Fourier transform to the polychromatic intensity data. When the incident field
contains two wavelengths such that λ1 ∼ λ2, then Σ becomes approximately half its
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monochromatic value. Inspecting the monochromatic constraint ratios in Fig. 4.5,
we see that the rectangular and disc-shaped supports give Σ ∼ 1. This suggests that
the algorithm will have difficulty finding the solution under these circumstances.
The Σ values can be increased by using supports which are non-convex or multiply
connected or when the λi values are significantly different from one another.

The method was studied numerically as a function of the source spectrum, the sup-
port geometry and the degree of complexity, φmax, of the ESWs. Reconstructions,
ǔi, for two wavelengths are shown in Fig. 5.6 for different φmax values and different
support shapes. The last row shows the true ui for the double rectangle support.
The double triangle support clearly shows the best reconstructions which should
not be surprising since it has the largest Σ value out of the four supports. We can
also see that the reconstruction quality degrades for larger φmax values.

Fig. 5.7 shows the reconstruction error for two different φmax values. The solid
and dashed lines correspond to φmax = π/2 and φmax = 2π respectively. This plot
also shows the importance that Σ plays on the reconstruction quality. In addition,
larger wavelength discrepancies lead to improved reconstruction quality. This can
be explained through the following simple explanation: as λ1/λ2 becomes smaller
the number of unknowns decrease relative to |A| which leads to a higher Σ value.

Figure 5.7: Relative error dependence on the source spectrum for four different support shapes. Each point is the average error from
20 independent trials. The solid and dashed lines correspond to maximum phase values of π/2 and 2π within the ESWs.
Figure adapted from Paper II.

The method was applied to multi-harmonic synchrotron diffraction data of a com-
mercial hard drive. The data is shown in Fig. 5.8(a) in log scale. The thinning and
sample preparation procedures necessary to image the sample in transmission geom-
etry are described in detail in [74]. The photon energy was set to the L3 absorption
edge of Co to obtain the maximum magnetic contrast. The monochromatic phase
retrieval reconstruction obtained with ER50HIO100 is shown in Fig. 5.8(b). In com-
parison, the reconstructions using the multi-wavelength phase retrieval procedure
are shown in Fig. 5.8(c,d) for the fundamental and second-order harmonics of the
undulator. A clear improvement in the reconstruction quality is evident between
the two procedures. The unconstrained modes due to missing data in the beamstop
regions in the reconstructions were determined using the total variation minimiza-
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tion procedure described in Section 4.1.1. The reconstruction in Fig. 5.8(c) can be
compared to the holographic reconstructions of the same sample shown in Fig. 4.3.
The holographic reconstructions in Fig. 4.3 do not account for the higher-order
harmonics which explains the presence of the non-zero background signal.

a

20 m 1

b

1 m

c

780 eV 1 m

d

1.56 keV 1 m

Figure 5.8: (a) Diffraction measurements (log scale) from a magnetic hard disk contained within a circular gold holographic mask. (b)
Reconstruction obtained using a conventional (monochromatic) phase retrieval method. (c,d) Reconstructions associated
with the first and second-order harmonics obtained with the multi-wavelength phase retrieval method.

More generally, nonlinearity within an inverse problem is typically viewed as a
complication which is treated using a linearization procedure. Instead, this method
suggests that nonlinearity can be exploited to solve for unknowns which would
otherwise be impossible to recover7; an idea that was even suggested for explaining
the absence of magnetic monopoles within the general theory of relativity [120].

5.3 Vector CDI for magnetic samples

In this section, we adapt the previous approach for the purpose of recovering a sam-
ple’s charge and magnetic contributions from a single diffraction pattern. Consider
a monochromatic, linearly-polarized (horizontal) field incident on a sample com-
prised of two triangular openings. The first opening is covered by a thin magnetic
film and the second opening is either covered by a non-magnetic film or is open. If
the scattered field can be accurately described by electric and magnetic dipole terms
from Section 2.3, then, the polarization of the magnetically scattered field becomes

7Consider the counter-intuitive example where measurements of the complex field could be
made directly; in this context, the forward operator would be proportional to the Fourier transform.
As a result of the linearity, any linear combination of the exit waves would still fulfill the data
constraint and we would no longer be able to recover each of the ESWs individually.
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orthogonal (vertical) to the incident field. This results in a diffraction pattern which
consists of an incoherent superposition of intensities from these two polarizations
[45, 121]. Our aim is to recover the ESWs associated with these two polarizations.
The primary technique used to study magnetic thin films with coherent X-rays ac-
quires diffraction patterns from both left and right helicities and combines these
measurements to find the magnetic and charge distributions [17, 30, 4]. In con-
trast, this method could use linearly polarized light and would require only a single
diffraction pattern.

The algorithm uses two pieces of information to solve the problem: first, linearly
polarized light can be decomposed into equal parts of left and right polarizations,
ux = 1√

2
(ur + ul), or, uy = i√

2
(ur − ul). Second, we know that the magnetic

material covers only a single opening. This means that the support for the vertically
polarized ESW will contain only a single opening while the horizontally polarized
ESW will be comprised of both openings. The fact that linearly polarized light
can be decomposed into equal amounts of right and left helicities is equivalent to
knowing the spectral intensities in multi-wavelength phase retrieval.

In the simulation, two ESWs are created which correspond to the horizontal (charge)
and vertical (magnetic) polarizations. A thin film is simulated with magnetic mo-
ments which are either parallel or anti-parallel to the propagation direction (z-axis)
such that the discussion in Section 2.3 is relevant. The spatial distribution of the
magnetic domains was simulated using the procedure described by [122]. The re-
sulting horizontal, vertical and total diffraction patterns are shown in Fig. 5.9(a–c)
respectively. The recovered ESWs associated with left and right helicities are shown
in Fig. 5.9(d,e). The two ESWs are subtracted to obtain the vertically polarized
ESW which corresponds to the sample’s magnetic contribution. Similarly, adding
the two we obtained the horizontal ESW associated with charge scattering. The
charge and magnetic ESWs are shown in Fig. 5.9(f,g) respectively which can be
compared to the exact ESWs in Fig. 5.9(h,i). The supports for the horizontal and
vertical polarizations are shown in Fig. 5.9(j,k) respectively which were used to
separate the two contributions.

As we can see, the algorithm is able to recover ESWs associated with both po-
larizations using the support diversity and the fact that linearly polarized light
can be decomposed into equal parts of left and right helicities. This method should
open up the possibility to study magnetic samples with linearly polarized light from
single diffraction measurements which currently requires two diffraction measure-
ments. The success of this method depends on the relative strength of the magnetic
contrast and ultimately on the accuracy of the model described in Section 2.3.

47



Figure 5.9: Recovery of the charge and magnetic contributions from a single diffraction pattern. The total intensity (c) is comprised of
an incoherent summation of charge (a) and magnetic (b) contributions. (d,e) Reconstructions of the ESWs of the left and
right helicities. (f,g) Reconstructions of the charge and magnetic distributions within the sample. (h,i) The exact ESWs
associated with the charge and magnetic distributions. (j,k) The charge and magnetic supports used to separate the two
contributions.
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6

Image registration for phase retrieval

It is common for the sample shape to be unknown prior to the phase retrieval
process. In this situation, it is possible to recover the support using heuristic ap-
proaches such as the “shrinkwrap method” described in [96]. However, this intro-
duces a trade-off between the support size and data fidelity which resembles that
between regularization and data fidelity present in many inverse problems. As the
algorithm progresses and the support shrinks in size, the reconstructions are unable
to account for the rapid oscillations due to noise within the measurements. This
trade-off produces a difficulty when choosing the “best” estimate to be used as the
final reconstruction.

In this chapter we explore a very different approach to phase retrieval which is
based on ideas from non-rigid image registration and circumvents the need for a
support. The method starts with an initial (template) image and attempts to find
a transformation which “warps” this image until the diffraction pattern matches
the data. In short, it registers the template to match the target indirectly through
their diffraction patterns. The approach attempts to find large deformations using
the large deformation diffeomorphic metric mapping (LDDMM) approach [123] and
is motivated by previous work on image registration for solving inverse problems
[124, 125]. Another way of viewing this algorithm is from the registration perspec-
tive. From this perspective, the algorithm removes the need to find an initial rigid
translation between the template and target images. This is due to the fact that
the diffraction amplitudes are invariant with respect to translations. An overview
of registration techniques is given in [126] which describes possible deformation
models, optimization procedures and matching criteria.
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6.1 Registration Theory

A brief overview of the theory behind the method presented in Paper III is given
in this section. The underlying concepts from differential geometry can be found in
[127] and an introduction to the necessary notation is provided in Appendix A. In
this method, images are treated as differential forms which allows for the concise
mathematical framework of differential geometry to be utilized. The formalism has
shown its utility in areas such as image registration [128] and shape optimization
[129] problems.

The aim of this method is to find a diffeomorphism1, ϕ : D → D, from a smooth
manifold, D, to itself which transforms our initial guess (template), α0, such that
its diffraction pattern matches the data, b2 = (Fα1)2 + noise. Here, the forward
operator is defined by Fαi := |Fαi| and α1 is the unknown target. The differential
forms are related to images, Ii, through αi = Ii when αi ∈ Ω0(D) or αi = Ii volg
when αi ∈ Ωn(D) for i ∈ {0, 1}. The action, ϕ∗α, is defined as the push-forward
which is related to the pull-back operation through ϕ∗α = (ϕ−1)∗α. The actions
corresponding to α ∈ Ω0(D) and α ∈ Ωn(D) will be referred to as the geometric
and mass-preserving actions respectively. Further details on differential forms and
these actions can be found in Appendix A.

In realistic experiments the noise within the measurements prevents any exact
matching from occurring. This means we must use a cost function which pro-
motes the similarity between diffraction patterns. For reasons elucidated below, we
will use a similarity function based on the normalized cross correlation, but for the
moment, we will use the sum-squared difference as this corresponds to the original
LDDMM method and is the most familiar.

The LDDMM method uses a time-dependent velocity field in the space of smooth
vector fields, vt ∈ V , to generate ϕ through the flow equation

dφvt (x)

dt
= vt ◦ φvt (x) , (6.1)

where ϕ = φ1 is the endpoint of the path in the set of diffeomorphisms, Diff(D),
with the initial condition φ0 = id. Once vt has been found, we can solve for φ1 by
integrating (6.1). We can see from (6.1) that a distance metric on Diff(D) can be
defined by

d(ϕ0, ϕ1) = inf {
∫ 1

0

‖vt‖V dt : ϕ1 = φv1 ◦ ϕ0 } . (6.2)

This metric induces a metric between images which have been registered by φv1.

Using the concepts just described, the LDDMM cost function is defined by

E(vt) := σ

∫ 1

0

‖vt‖2V dt
︸ ︷︷ ︸

E1(vt)

+ ‖F ◦ φv1 ∗α0 − b‖2L2(M)

︸ ︷︷ ︸
E2(vt)

. (6.3)

1A smooth bijective mapping with smooth inverse.
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We can see that E1 penalizes diffeomorphisms which deviate significantly from id and
E2 is a data fidelity term. The inner product between velocity fields in V is related
to the L2 inner product through 〈v, w〉V := 〈Lv,Lw〉L2(D), where L := −η∆ + id
which operates separately on each component of the vector field. The reproducing
kernel Hilbert-space (RKHS) property, 〈v, w〉L2 = 〈Kv, w〉V , will be used to obtain
the Hilbert-space gradient.

Initially, the amplitude of α0 is unknown. Instead of trying to determine this
amplitude, we use a cost function which is invariant with respect to this property.
A cost function with this property is the cross-correlation

E2(vt) :=
−〈β̄v, b̄〉2L2(M)

2 ‖β̄v‖2L2(M) ‖b̄‖2L2(M)

=
−A2

2BC
, (6.4)

where βv := F ◦ φv1 ∗α0 and b̄ := b − µb measures the deviation from its average
value, µb, and likewise for β̄v. In addition, local averages can also be used for b̄ and
β̄v [130], but this will not be explored here.

The method uses the gradient descent approach to update the velocity fields through
the equation: vk+1

t = vkt − ak∇E(vkt ), where ak ∈ R is the step size and k is
the iteration number. The gradient is determined through the calculation of the
Gâteaux derivative

∂E(v;h) :=
d

dε

∣∣∣∣
ε=0

E(v + εh) , (6.5)

which is related to the Fréchet derivative (gradient) through:

∂E(v;h) =

∫ 1

0

〈∇E , h〉V dt . (6.6)

Note that the inner product in V is used instead of the usual L2 inner product; this
introduces K through the RKHS property which smooths the velocity updates and
ensures that ϕ is a diffeomorphism.

Computing ∇E for the cost function defined in (6.3) we find

∇E(vt) = 2σvt +

{
−2K{R′ ◦ φvt,1 ×∇(I0 ◦ φvt,0)|Dφvt,1|} , αi ∈ Ω0(D)

2K{I0 ◦ φvt,0 ×∇(R′ ◦ φvt,1) |Dφvt,0|} , αi ∈ Ωn(D)
, (6.7)

where φvr,s := φvs ◦ (φvr)
−1 and R′(v) := 〈R,∇F (φv1 ∗α0)〉L2(M) is the inverse Fourier

transform of the residual, R, which has retained the phase from Fφv1 ∗α0. We can
see this by inspecting the gradient of the forward operator, ∇F (α) = Re α̃

|α̃| Φ
∗,

where Φ∗ is the complex conjugate of the kernel related to the Fourier transform.
The gradient for the cross-correlation function, defined in (6.4), is obtained through
the substitution: R′ → A

BC

(
A
B β̄
′ v − b̄′

)
. As we expect, when F = id, this method

recovers the direct LDDMM registration procedure. This will be used in the next
section to highlight some of the differences between the direct and indirect proce-
dures.
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6.2 Numerical performance

In this section, the numerical performance of the algorithm based on the geometric
and mass-preserving actions will be illustrated. The first example shows a compar-
ison between the direct geometric method – where the target image is known – and
the indirect methods. The results illustrate the effect of translational invariance
on the indirect methods as well as the difference between the two actions. The
final example compares the method to ER50HIO100 with shrinkwrap for low-SNR
measurements showing a potential area of application.

Results from the first example are shown in Fig. 6.1. In this example, the template
image “J” is registered to the target “V” using the diffraction pattern shown in
Fig. 6.1(c). The algorithm in each instance was run for 1000 iterations with σ =
10−3, η = 5×10−3, 10 time steps and variable step size to maintain ‖ak∇E(vkt )‖∞ =
500−1. Figure 6.1(d–f) and Fig. 6.1(g–i) show the time evolution for the indirect reg-
istration methods using the geometric and mass-preserving actions respectively. A
comparison between the direct geometric, indirect geometric and mass-preserving
displacements are shown in Fig. 6.1(j–l) with the corresponding warps shown in
Fig. 6.1(m–o). We can see the effect of translational invariance on the registra-
tion result by comparing the direct and indirect results shown in Fig. 6.1(j,m) and
Fig. 6.1(k,n) respectively. The translational invariance removes the need to align
the images prior to registration. Additionally, we can see that the mass-preserving
method, due to mass conservation, must transport the density from the top right
of the “J” all the way to the top left of the “V” which can be seen in Fig. 6.1(l).

The final simulation is shown in Fig. 6.2 which provides a potential application
to singleshot imaging where an initial higher-SNR image is acquired of the static
sample and used to obtain sample dynamics from low-SNR measurements. The
template and target images are the same as the previous example and all the pa-
rameters are the same except for η = 2× 10−2 which was used to improve the noise
robustness. Diffraction measurements with only Poisson and Poisson with additive
Gaussian noise are shown in Fig. 6.2(a,b) and Fig. 6.2(c,d), respectively with the
SNR (dB) denoted in the lower left corners. Reconstructions from ER50HIO100 with
shrinkwrap is shown in Fig. 6.2(e–l) with fixed and varying shrinkwrap thresholds.
Twenty independent reconstructions were found and compared to the true image to
determine the best reconstructions. This is clearly an ideal situation which would
not be possible experimentally. The last row shows the reconstructions obtained
with the indirect registration method using the geometric action. We can see, even
compared to the best of 20 reconstructions of ER50HIO100, that the registration
method performs favorably.
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Figure 6.1: Comparison between different registration techniques. (a) Initial template image used to match (b) the target image indirectly
through (c) the target’s diffraction pattern. The temporal evolution for the geometric (d–f) and mass-preserving (g–i) actions.
(j–l) Displacement vectors and (m–o) deformations associated with direct geometric, indirect geometric and mass-preserving
methods respectively. Figure adapted from Paper III.

6.3 Extensions

While we can see that this method is capable of phase retrieval, it is important
to note some of the current drawbacks which restrict its application. Possibly the
largest drawback of this method is that it has been formulated for real images. In
the majority of situations, the ESW acquires phase from the transmission of the field
through a sample of finite thickness. Two approaches could be used to remedy the
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Figure 6.2: Comparison between ER50HIO100 with shrinkwrap and geometric-action registration method for low-SNR measurements.
(a–d) Diffraction measurements with (a,b) Poisson noise and with (c,d) both Poisson and Gaussian noise. The SNR (dB)
is indicated in the lower-left corner. (e–h) Reconstructions from ER50HIO100 with a shrinkwrap threshold of 0.15. (i–
l) Reconstructions from ER50HIO100 with varying shrinkwrap thresholds of {0.2, 0.2, 0.4, 0.35} respectively. (m–p)
Reconstructions obtained using the indirect LDDMM registration method. Figure adapted from Paper III.

situation: first, we could treat the electron density or material thickness and modify
the forward operator to account for sample transmission. This method would have
a natural extension into recovering the electron density in 3D. Alternatively, we
could extend the method to included complex-valued images and treat the ESW
directly. When studying a dynamic sample, it is possible to start with a complex-
valued template and use the same procedure. It could also be possible to register
the magnitude and phase of the ESW separately. Splitting the ESW into real and
imaginary parts seems unfavorable as the relative proportion of each would have to
be known a priori.

Another major drawback is that the method uses a gradient descent approach to
update vt which means the method finds local minima with no guarantee that it
corresponds to the global minimum. It has been observed that the procedure based
on the geometric action is more likely to find the global minimum due to its smaller
subset of possible solutions (orbit); a notable exception to this is shown in an
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example in Paper III which illustrates the importance of using the autocorrelation
function for constructing the template. Other potential extensions include multi-
scale methods [131, 132] or a metamorphosis action [133, 125]. There is a large
literature describing different methods for non-rigid registration which could serve
as a guide for potential improvements.
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7

Summary and outlook

The thesis presents work on the application, understanding, and extension of the
FTH and CDI methods. These two methods are important in the field of short-
wavelength microscopy due to their ability to image dynamic samples with nanome-
ter spatial resolution. The methods take different approaches to reconstructing the
sample, but often have very similar experimental setups which allows for hybrid
approaches1 to utilize the advantages of both techniques.

The reconstruction quality within a mask-based FTH experiment depends critically
on the shape of the reference apertures. In Paper IV, we studied the effects related
to the reference aperture’s 3D structure on the reconstruction. We gained insight
into these effects by performing phase retrieval on diffraction data from apertures
with varying shapes and through comparisons with multislice simulations. By sim-
ulating FTH experiments, we were able to determine various aspects such as the
resolution and reconstruction plane. This also provided insights into how the refer-
ence aperture should be fabricated and the post-processing steps which should be
performed to optimize the reconstruction quality.

In Papers I and II, the extension of CDI to multi-wavelength diffraction data was
studied. A model was presented to describe the multi-wavelength effects and double-
slit diffraction data were used to extract the spectral and coherence properties of a
HHG source. This was then used to validate the model by comparing calculated and
experimental diffraction patterns. The coherence properties were used to extract
quasi-monochromatic data which was reconstructed using different methods. The
method was generalized in Paper II by allowing the exit waves from each wavelength
to be recovered separately. Experimentally, the exit waves may vary due to beamline
optics which affect the incoming wavefronts or due to the wavelength dependence of

1Which refines the FTH reconstruction using iterative phase retrieval.
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the sample transmission. A number of sources, which include HHG and undulator-
based sources, have multiple harmonics which could make this technique widely
applicable.

In Paper III, the phase retrieval problem was approached from an image registration
perspective. Starting with an initial guess, the problem is to find a transformation
which warps the guess until its diffraction pattern matches the data. The method
does not rely on a sample support estimate which is often the main issue associated
with iterative phase retrieval algorithms. Numerical simulations were presented to
illustrate the algorithm performance under different circumstances.

As computational resources become cheaper and more available, it seems inevitable
that we will be able to tackle more complicated and higher dimensional problems
in the future. As a step in this direction, the next section looks at the possibility of
extending phase retrieval to 3D surfaces and some of the complications which arise.

7.1 Phase retrieval on arbitrary closed surfaces

Next, we consider the problem of recovering a field on an arbitrary closed surface
and compare it to the conventional 2D phase retrieval problem. This example
illustrates some aspects of inverse problems which did not need to considered for
the 2D phase retrieval problem.

Returning to Section 2.2, we recall that the far fields for 2D and 3D samples are
given by

û = Fu (7.1)

û = −Sk∂+
n u+Dkγ+u , (7.2)

respectively. In 2D, the Fourier transform operates on u which is constrained to the
sample plane, while its 3D counterpart operates on the Cauchy data, c+u, specified
over the sample’s 3D surface, ∂Ω. A sketch of the geometry of the 3D problem is
shown in Fig. 7.1.

In addition to the existence and uniqueness questions which exist for the 2D phase
retrieval problem, the 3D problem has an additional issue related to numerical insta-
bility. This can be seen by comparing the singular values of the forward operators.
The singular values2, µn, can be used to characterize the numerical stability as the
inverse is proportional to µ−1

n [134, 37]. The Bempp package [135, 136, 137] was
used to construct the 3D discrete forward operator for two different sample-detector
distances. The singular values are plotted in Fig. 7.2 for the two geometries along
with those of the 2D Fourier transform3. The large condition number4 means reg-

2Which are solutions to A†Aϕn = µ2
nϕn, where A is the forward operator described by either

(7.1) or (7.2).
3The Fourier transform being unitary results in µn = 1.
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Figure 7.1: 3D phase retrieval geometry (not to scale) where the Cauchy data, c+u, on the surface of the sample, ∂Ω, is mapped to
the far field, û on the detector, M .

Figure 7.2: Singular values for the 2D and 3D far field operators described by (7.1) and (7.2).

ularization techniques must be used to ensure numerical stability. On the other
hand, by venturing into 3D, we have gained an additional constraint which we did
not have in the 2D problem; that is, the field must fulfill the Helmholtz equation.
This constraint can be included directly into the algorithm through the Calderón
projection [38], ΠC . Now, a potential alternating projection scheme for recover-
ing the phase is given by un+1 = ΠC ΠS ΠMu

n which could be paired with shape
optimization approaches for updating the obstacle shape [138, 139, 37, 129].

By extending the method into 3D we have increased the ill-posedness of the problem
which could be offset by acquiring additional diversity measurements or by exploit-
ing sparsity and additional knowledge about the problem. Interestingly, we gain
an additional constraint which can be incorporated directly into the phase retrieval
algorithm to possibly improve the quality of the solution. Lastly, solving 3D inverse
problem relies heavily on the availability of fast numerical solvers of the forward
problem.

4The ratio between the first and last singular values, Cond = µ1/µN ∼ 106.
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A

Differential forms

In this appendix some notation and concepts related to differential forms are intro-
duced which are necessary for Chapter 6. The notation used here and in Chapter 6
follow that of [127]. Differential forms play an important role in physics and mathe-
matics as they are the quantities being integrated in vector calculus which are more
familiarly written as . . . dx, . . . dS or . . . dV .

Differential p-forms, Ωp(D), over an n-dimensional manifold, D, are antisymmetric
tensors, which, in component form are specified by

α =
1

p!
αi...j(x) dxi ∧ · · · ∧ dxj . (A.1)

In particular, we will focus on zero-forms (functions), Ω0 (D), and volume-forms,
Ωn (D), which are given by

α (x) =

{
a(x) α ∈ Ω0(D)

a (x) volg α ∈ Ωn(D)
(A.2)

for a function, a : D → R and x ∈ D. The components of the metric volume form
are volgi...j =

√
|g| εi...j in a right-handed coordinate system with metric tensor, g,

and the usual Levi-Civita symbol, εi...j . This can be written in another form using
a basis of 1-forms, ei, as volg = e1 ∧ · · · ∧ en.

The exterior (wedge) product is a mapping which takes two differential forms and
returns another form. Taking a p and q-form as arguments, it can be regarded as a
mapping ∧ : Ωp(D)× Ωq(D)→ Ωp+q(D) defined by

∧ :=
(p+ q)!

p!q!
πA ◦ ⊗ , (A.3)

61



which is analogous to the direct product, ⊗, for tensors, but ensures that the result
is a differential form in Ωp+q(D). The πA operator ensures that ∧ returns an
antisymmetric tensor which in component form is (πAt)a...b = t[a...b], where the

square brackets denote antisymmetrization of the indices (e.g. t[ab] = 1
2! (tab− tba)).

Associated with each diffeomorphism are operations for transforming the differential
forms on D in either the forward (push-forward) or backward (pull-back) directions.
For a diffeomorphism, ϕ ∈ Diff(D) : D → D, the pull-back operation is

ϕ∗α =

{
a ◦ ϕ α ∈ Ω0(D)√
|Dϕ| a ◦ ϕ volg α ∈ Ωn(D)

. (A.4)

Above, a : D → R is a function and |Dϕ| is the Jacobian determinant. The
pull-back and push-forward operations are related through ϕ∗α = (ϕ−1)∗ α. The
different expressions for the pull-back operations for zero and volume forms lead to
the geometric and mass-preserving registration procedures described in Chapter 6
and Paper III.
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Daniel D. Hickstein, Dmitriy Zusin, Christian Gentry, Franklin J. Dollar,
Christopher A. Mancuso, Craig W. Hogle, Ofer Kfir, Dominik Legut, Karel
Carva, Jennifer L. Ellis, Kevin M. Dorney, Cong Chen, Oleg G. Shpyrko,
Eric E. Fullerton, Oren Cohen, Peter M. Oppeneer, Dejan B. Milošević, An-
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[99] Felix Büttner, Ivan Lemesh, Michael Schneider, Bastian Pfau, Christian M.
Günther, Piet Hessing, Jan Geilhufe, Lucas Caretta, Dieter Engel, Benjamin
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Summary of Papers

Paper I: Singleshot polychromatic coherent diffractive imaging
with a high-order harmonic source

An imaging system was described for singleshot coherent diffractive imaging using a
high intensity HHG source. The theory behind the multi-wavelength diffraction data
was developed and was used to extract coherence properties about the source from
double-slit diffraction data. The forward model was validated by comparing the
computed diffraction patterns with the measured data and the extracted spectrum
was used to calculate quasi-monochromatic diffraction patterns which were then
input into different reconstruction algorithms for recovering the exit surfaces waves
from the sample.

I was involved in constructing the experimental setup, acquiring and analyzing the
data, and was the main responsible for writing the paper.

Paper II: Multi-wavelength phase retrieval for coherent diffractive
imaging

A phase retrieval algorithm is described which is capable of recovering the exit
surface wave associated with each wavelength within a multi-wavelength diffraction
pattern. Through the adaptation of the constraint ratio, limits are placed on the
number of wavelengths and the sample support shape. This is followed by numerical
simulations which illustrated these limitations and the algorithm performance under
different circumstances.

I developed the concept and algorithm, performed the analysis, and was main re-
sponsible for writing the paper.

Paper III: Phase retrieval via non-rigid image registration

In this paper, non-rigid image registration was developed and investigated as a
potential phase retrieval method. The theory and algorithm were derived using
concepts from exterior calculus which allowed different actions to be treated within
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the same framework. The images were treated as either functions or densities which
results in the geometric and mass-preserving algorithms. Several numerical simu-
lations are presented which illustrate the performance compared to the direct LD-
DMM registration algorithm as well as an iterative phase retrieval algorithm based
on the ER and HIO algorithms.

Paper IV: Reference shape effects on Fourier transform holography

This paper investigated the effect that a thick reference aperture has on the re-
construction within a X-ray Fourier holography experiment. Using phase retrieval,
we were able to compare the near and far fields between experiment and numerical
multislice simulations. The multislice simulations were used to gain insight into
various aspects related to the reconstruction process, such as the photon through-
put, the spatial resolution and reconstruction plane for different geometries. These
insights help to better understand the reconstruction process and provide guidance
for fabricating references in order to optimize the quality of the reconstruction.

I analyzed the data, and was main responsible for writing the paper.

Paper V: 2D and 3D nanoscale imaging using high repetition rate
laboratory-based soft X-ray sources

This work presented experimental results on several 2D and 3D imaging experi-
ments. The tomography experiment utilized a plasma-based source to obtain 3D
reconstructions of a diatom. The coherent diffractive imaging experiment used a soft
X-ray laser to image a puzzlepiece test sample. The final synchrotron experiment
performed Fourier holography which used a diffractive optical element to produce
the sample illumination and reference waves in order to reconstruct an extended
test sample.

I was involved in data acquisition and analysis in the coherent diffractive imaging
experiment, and took part in writing the paper.
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