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Popular summary

Humans have always been fascinated by the idea of seeing through different materials
and obstacles. Seeing through turbid media such as fog, mist or clouds (see Fig. 1)
can, for example help people orienting themselves and avoid dangers, as well as en­
abling clear communications. Clouds can for instance hide the sky and flying objects
(e.g. a plane), conceal the ground when perceived from above (e.g. viewed from a
satellite) and shroud mountains. Mist and fog can limit the view of a driver and can
easily disturb the flow of traffic. While those natural phenomena reduce visibility on
a cloudy day or in foggy weather conditions, they can also be found at much smaller
scales and in completely different places. This is why the study of light scattering is
important for a broad range of fields, from industrial to medical applications. Those
applications are not only limited to the concept of visibility. Some of them are focus­
ing on the measurement of quantities (sizing droplets and particles) while others are
aiming at detecting and treating diseases (finding and destroying malignant tumors).

Turbid media are challenging to study due to unwanted effects caused by multiple
scattering. The analysis of blurred images, the laser probing of atmospheric layers, the
development of new optical diagnostics of fuel sprays and the improvement of optical
imaging of human tissues can only be performed if light propagation through such
complex media is understood. This can be done through the numerical modeling of
light propagation using computer simulations.

In past few decades great leaps in computer hardware have been made. This has led
to a vast increase in excess computational power. As a result it has spurred interest
among researchers in the development of computer methods and tools to tackle more
and more complex problems. Light scattering is a typical example of such topic.

In this thesis a new computational model is presented, which is able to simulate the
propagation of billions of photons through turbid scattering media. The software is
calledMulti­Scattering and it is capable of image formation, how long light is propa­
gating over time. It can help also help quantifyingmeasurement errors. It has been de­
veloped to be as user friendly and versatile as possible. It is based on the Monte Carlo
method where the trajectory of each photon is governed by a series of random events.
The software has been validated by comparison with experimental results and it is an
open access tool that can be used online by anyone: https://multi­scattering.com

Finally this computational tool has been applied for: 1) Simulating light scattering
in spray systems used in combustion. 2) Verifying and improving the performance
of optical instruments such as Structured Laser Planar Imaging (SLIPI). 3) Detecting
blood flow in human heads. 4) Quantifying the energy deposition for detecting and
treating tumors by tracking photons inside tissues.

vii



Clear view 2 μm droplets 10 μm droplets

Figure 1: Examples of simulation results from Multi-Scattering for different situations. The clear view images
on the left have been used as the input light source in the software. Then, the simulation adds a
cloud of water droplets in front of each light source, causing a reduction in visibility. Two simulation
configurations are shown here: One considering small droplets (2 µm) in the center and one consid-
ering larger droplets (10 µm) on the right. From those simulated results, it is deduced that at equal
probability of light/droplet interaction, larger droplets are responsible for stronger blurring effects.

viii



Populärvetenskaplig sammanfattning

Människan har alltid fascinerats av tanken på att kunna se genom olika material och
föremål. Möjligheten att kunna se genom något grumligt så som dimma, dis, eller
moln (se Fig. 1) kan till exempel hjälpa människor att orientera sig samt förhindra
olyckor och det möjliggör tydlig och klar kommunikation. Moln kan till exempel
dölja himlen och flygande föremål (till exempel flygplan), dölja marken när den ses
från ovan (till exempel från en satellit) och bilda ett molntäcke över en bergstopp.
Dimma och dis kan begränsade sikten för en förare och orsaka störningar i trafiken.
De naturliga fenomen som orsakar den reducerade fria sikten på en molnig dag eller
under disiga väderförhållanden kan även hittas på helt andra platser och förutsättning­
ar. Det är därför som ljusets spridning är viktigt att studera inom många områden i
allt från industriella till medicinska tillämpningar. Dessa tillämpningar behöver nöd­
vändigtvis inte vara bundet till visuell information. Några tillämpningar är inriktade
på att mäta kvantiteter (storleksbestämma droppar eller partiklar) och andra tillämp­
ningsområden har som mål att lokalisera och behandla sjukdomar (hitta och avlägsna
elakartade tumörer).

Att studera grumligheten i ett ljusspridande prov är problematisk på grund av de
oönskade effekter som orsakas av upprepad ljusspridning. Analysen av suddiga bil­
der, lasersondering av atmosfäriska skikt, utvecklingen av ny optisk mätutrustning för
bränslesprayer och förbättring av optisk utrustning för mänskliga vävnader kan en­
dast möjliggöras om ljusets spridning genom sådana komplexa miljöer förstås. Detta
kan åstadkommas genom numeriska beräkningsmodeller av ljuset spridning i form av
datorsimuleringar.

Under de senaste decennierna har det gjorts flera stora framsteg inom datorhårdvara.
Detta har lett till en kraftig ökning av överskott av beräkningskraft. Följaktligen så har
forskningsintresset ökat för att utveckla och förbättra datormetoder och programvara
för att på så vis kunna hantera mer och mer avancerad problematik. Att studera ljusets
spridning är ett typiskt exempel på ett sådant användningsområde.

I denna avhandling presenteras en ny beräkningsmodell som kan hantera och simulera
spridning av miljarder fotoner genom grumliga prover. Mjukvaran, Multi­Scattering,
kan skapa avbildningar av simuleringarnas slutresultat samt mäta tiden det tar för
ljuset att spridas.Multi­Scattering kan också hjälpa till för att storleksbestämma mät­
fel. Fokusen för dess utveckling har legat på att få programvaran både användarvänlig
samtmångsidig. Den är baserad på en så kallatMonte Carlo­metod där vägen för varje
foton kontrolleras genom en serie av slumpmässiga händelser. Programvaran har va­
liderats genom jämförelse mot experimentella resultat och är fritt tillgängligt online
och redo att användas av vem som helst: https://multi­scattering.com

ix



Slutligen så har detta simuleringsverktyg använts för: 1) Simulering av ljusspridning i
sprayer i samband med förbränning. 2) Verifiera och förbättra prestanda för optiska
instrument såsom Structured Laser Planar Imaging (SLIPI). 3) Upptäcka blodflöden
i människohuvud. 4) Kvantifiera energiupptagning för att på så vis kunna upptäcka
och behandla tumörer genom att spåra fotoner inuti vävnader.
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Chapter 1

Introduction

Examples of scattering media are countless. They include human tissues, blood sam­
ples, turbid liquids, smoke, fog, under water environments and clouds to name only
a few. Despite being widely different, they all share a common trait: they are chal­
lenging to image and analyze due to the occurrence of multiple light scattering when
illuminated with visible light. In other words, photons are interacting several times
with randomly distributed scattering centers. While being commonly encountered
this complex phenomenon is rarely desired. It induces blurring effects in imaging,
strongly reducing visibility. Most often it reaches the point where visibility is actually
fully lost.

For the case of highly scattering media, the amount of single scattering in the de­
tected signal is so limited that it becomes negligible, and consequently only the dif­
fuse light can be used. In medicine, a variety of approaches belonging to the field
of Near Infrared Spectroscopy (NIRS) are based on recording the diffuse light in or­
der to deduce the optical properties of human tissues. Those techniques include:
Continuous­Wave (CW­NIRS) [1], Frequency Domain (FD­NIRS) [2], Time Do­
main (TD­NIRS) [3, 4], Diffuse Correlation Spectroscopy (DSC) [5] and Gas in
Scattering Media Absorption Spectroscopy (GASMAS) [6]. The common point and
limitation of those techniques is that they rely on the average distance photons are
propagating in the probed tissue between the source and the detector. In such case,
knowledge of photon transport and absorption is very important.

Scattering media are also present in many industrial processes, especially those related
to the production of beverages such as beer, milk and wine. For the production of
those turbid liquids, it is important to monitor their production process. Another rel­
evant industrial example are spray systems. For instance, atomizing sprays are widely

3



employed for the production of powders in the food and pharmaceutical industries
(e.g. antibiotics, milk powder). They are also very important for the injection of liquid
fuels in combustion engines to generate the required power used for transportation
in cars, trucks, ships, planes etc. Clean and optimized combustion of liquid fuels (in­
cluding liquid bio­fuels) requires, thus, to image and observe how atomizing sprays
are formed. This requires understanding and suppressing the unwanted effects from
multiple light scattering.

The most versatile and flexible way of modeling photon transport through scattering
media is by means of the Monte Carlo method. The main concept behind a Monte
Carlo algorithm is to break down a complex problem into a series of smaller sets of
probability calculations which are repeated a large number of times. The different
possibilities/paths are then sampled using random numbers and a succession of prob­
ability density functions. This random sampling process must be sufficiently repeated
in order to reduce statistical fluctuations and obtain converging results. Due to the
large improvements in computer performance and the trend towards the adaptation
of general­purpose computing on graphics processing units (GPU), modern Monte
Carlo codes can now simulate billions of photon packets within a reasonable time
frame. This has led to the possibility of obtaining realistic simulations within com­
plex three­dimensional geometries.

In this thesis a multi­purpose, GPU­accelerated, Monte Carlo software called Multi­
Scattering is presented. The core of the code originates from the numerical Monte
Carlo model written in C programming and developed by Edouard Berrocal in 2006
[7]. In contrast to multi­layer based models, this model is designed around the con­
cept of decomposing the simulated scattering medium into multiple voxels. While
originally developed to simulate light propagation through clouds of droplets such as
spray systems, themodel has been extensively extended and can now consider complex
biomedical tissue samples. In addition, several new features have been implemented
and numerous tasks have been solved, including:

1. Simulation speed­up (up to 800 times) using parallel computing.

• CUDA programming and use of Nvidia graphics card.

• Having multiple GPUs running a single simulation.

• Managing resources needed for running a simulation on the GPUs effi­
ciently.

• Storing resulting data in a format usable both by a web­based user inter­
face and by external software (Matlab).

2. Open access software available online at https://multi­scattering.com

4



• Web page to login and for simulation management.
• Web page to handle simulation creation.
• Web page to directly visualize the results.

3. Expansion of the model to new detection features.

• Versatile imaging configurations.
• Recording photon paths to analyze their trajectory.
• Quantifying energy deposition.
• Setting up several detection condition per simulation.
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Figure 1.1: Evolution of the Monte Carlo code over the years, since its first development in 2006 by Edouard
Berrocal [7], its initial parallel computation in 2011 by Joakim Jönsson [8] and its latest development
where 4 GPUs are used per simulation [9]. Here OD is the optical depth, which approximates the
average number of scattering events in the simulation. The drastic reduction of simulation time
from several hours in 2006, to minutes in 2011 and only seconds in 2020 is shown.
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Figure 1.2: The original codewas limited to input and output files. With the expansion into parallel computing,
the software becamemore viable as a simulation tool while setting up simulations was still difficult.
At the same time the requirements for more advanced computer hardware were unavoidable. An
open access web-based systemwas created to balance those needs andmake the software available
and accessible.

6



During its developmentMulti­Scattering has been subjected to several iterations where
features have been added and the model expanded to include user interfaces in order
to make the software more accessible to non­experts in the field. This development
has enabled the model to become versatile and it can now be employed for a large
variety of studies involving medical, environmental and industrial applications. A
few examples are listed below:

1. Biomedical applications:

• Assisting of blood analysis, finding the optical properties of human tissues
(e.g. skin, muscles, etc) as well as supporting the detection and treatment
of malignant tumors.

• Estimating photon path­length or time­of­flight to obtain quantitative
measurements from near­infrared spectroscopy based techniques.

• Calculating the fluence distributions in tissues for photon delivery used
in photodynamic therapy.

2. Industrial applications:

• Studying atomizing fuel sprays in combustion, spray drying for powder
production and turbid beverages such as milk solutions.

• Developing and optimizing optical instruments for quantitative measure­
ments of scattering particles and droplets. This includes deducing their
size distribution and concentration.

• Predicting the contribution of multiple light scattering intensity and cor­
recting for measurement errors.

3. Environmental applications:

• Investigating light scattering through the sky and clouds, predicting vis­
ibility through fog and smoke and assessing the turbidity of dirty water.

• Quantifying image transfer when imaging through scattering media.

• Testing and comparing optical filtering strategies to suppress undesired
effects from multiple light scattering.
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Figure 1.3: In order to make the original code to both run faster and be accessible online it had to be signifi-
cantly expanded. It now includes code to communicate with the compute servers (each one having
multiple GPUs). Code was added to access and use multiple GPUs at the same time. An extensive
user interface was developed including the development and design of a robust system to handle
the simulation projects.

Figure 1.4: Picture of the server specifically designed and constructed for theMonte Carlo simulation of photon
transport using Multi-Scattering. It consists of 3 computers each containing 4 Nvidia GeForce GTX
1080Ti cards.
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Chapter 2

Monte Carlo simulation of photon
transport

2.1 General description

To explain how the Monte Carlo method works an example is shown in Fig. 2.1.
Here the goal is to deduce the surface area of the blue region. This can be achieved by
generating randomly distributed points within the overall known square area. By now
counting the number of points within the blue region in relation to the total number
of points, the ratio between the unknown and known areas can be approximated. If a
sufficiently large number of sampled points are used, the estimate will then converge
towards the exact solution. This process of generating random points is known as
random sampling and is the core of any Monte Carlo simulation algorithm.

Unknown area Poor estimate of area Good estimate of area

Known area Low number of points Large number of points

R
an

d
om

 p
oin

ts

Figure 2.1: A simple exercise in Monte Carlo simulation. The area of the shape can be estimated by adding
randomly scattered points throughout the known simulation area. By counting the number of
points within the shape an estimate can be calculated. The precision of the result is improved by
adding more points.

9



TheMonte Carlo method can be used for more complex problems than the one given
in fig. 2.1, such as for deducing photon transport through scattering media. This
includes, as illustrated in Fig. 2.2, light propagation through skin tissues, analysis
of blood, visibility through smoke and fog, turbidity measurement in beverages and
turbid water as well as laser imaging of spray systems, to give a few examples.

BloodSkin tissues

Milk Spray-drying

Fog or mist CloudsUndersea Smoke

Brains
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Turbid water

EmbryosDosimetric gels

Fuel injectionWine
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Figure 2.2: Examples of scattering media encounter in medicine (e.g. biomedical tissues), in the industry (e.g.
beverages, spray systems) as well as in natural environments (e.g. turbid water, fog). Each medium
is characterized by its own optical properties. Light propagation through those media can be sim-
ulated using the Monte Carlo method.

Even though the examples in Fig. 2.2 can be challenging to analyze the simulation of
light transport through them can be broken down to a series of more simple proba­
bility events. A problem well suited for a Monte Carlo algorithm where the successive
steps can be explained as follows:

1. The start of the simulation consists in launching photon packets from a light
source into the simulated scattering volume. Thus the initial direction of prop­
agation as well as position of each photon packet must be defined.

2. The second step consists in deducing the distance traveled by a launched photon
packet prior to interaction. This distance is named the free path length and is
calculated using a random number and based on the Beer­Lambert law. A
highly scattering medium results in very short free path lengths while a dilute
medium will let photons travel much further before interaction.
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3. During an interaction event, a portion of the light may be absorbed while the
rest of the photon packet will be scattered. The ratio between scattering and
absorption depends on the optical properties of the scattering medium at the
wavelength of the photon.

4. A new direction of propagation is defined for the scattered light. This is de­
duced by means of two random numbers and the scattering phase function.
Depending on the characteristics of the scattering center and of the incident
wavelength, the appropriate scattering phase function must be chosen.

5. While still inside the simulated volume, the photon continuously repeats step
2, 3 and 4. This process is stopped once the photon packet leaves the scatter­
ing medium. The photon is considered detected if it matches the pre­defined
detection conditions.

6. By repeating these steps for a large amount of photon packets (over several
billion) a converging solution is deduced.

To help understand the process of photon transport, some examples of photon paths
within a scattering medium are given in Fig. 2.3. When characterizing particulate
media, valuable information can be gained from ballistic and single scattered photons.
However, photons from higher scattering orders may obscure the results. As those
highly scattered photons carries less amount of valuable information they are referred
to as diffuse photons. Due to the nature of scattering, more scattering events increases
the time for the photons to reach the detector.

No scattering
(Ballistic photons)

Single scattering

ird scattering

Ninth scattering
(diffuse photons)

I

t
I

t
I

t
I

t

Temporal profileScattering medium

Random photon paths

High
visibility

No
visibility

Figure 2.3: Examples of photon paths in a scattering medium showing the transition between non-scattered
light and diffuse photons. The corresponding temporal profiles are illustrated on the right.
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2.2 Radiative Transfer Equation

The radiative transfer theory is based on the energy conservation of incoming, out­
going, absorbed and scattered photons within an infinitesimal volume element. The
optical properties of the volume element are assumed homogeneous and the central
equation describing the average transport of photons through such volume is known
as the Radiative Transfer Equation (RTE) (or equation of radiative transfer). An illus­
tration describing the RTE is given in Fig.2.4. In the RTE only quantities of power
or intensity are considered. Light propagation is envisioned as a photon stream and
correlations between the radiation fields such as interference are neglected. Such as­
sumptions can only be assumed if the wavelength of the incident radiation is small
when compared to the dimensions of the scattering medium and for well separated
scattering centers (independent scattering). For random scattering media, these con­
ditions are respected. The RTE can be described as follows:

• The change of radiance along an incident direction corresponds to the loss of
radiance due to the extinction of the incident light plus the amount of radiance
that is scattered from all other directions into the incident direction.

As previously defined, light extinction equals the loss of radiance due to scattering of
the incident light in all other directions, plus the loss of the radiance due to absorption.

1

C

∂I(r⃗, s⃗, t)

∂t
= −µsI(r⃗, s⃗, t) −µaI(r⃗, s⃗, t) +µs

∫
4π

f(s⃗′, s⃗)I(r⃗, s⃗, t)dΩ′ (2.1)

The RTE is given above, in Eq.2.1, where t is time, r⃗ is the vector position, s⃗′ is the
incident direction of propagation, f(s⃗′, s⃗) is the scattering phase function derived
from the appropriate scattering theory (e.g. Lorenz­Mie or Rayleigh­Gans theory),
dΩ is the spanning of the solid angle andC is the speed of the light in the surrounding
medium. While the RTE is applicable for a wide range of turbid media, analytical
solutions are only available in rather simple circumstances where assumptions and
simplifications are introduced. For realistic cases of scattering media numerical tech­
niques have been developed and utilized to solve the RTE. The most versatile and
widely used numerical solution is based on the statistical Monte Carlo technique.
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Figure 2.4: Visual description of Radiative Transfer Equation given in Eq. 2.1.

Despite the large variety of natural and industrial examples of scattering environ­
ments (see Fig.2.2) biomedical optics and medicine remains the research fields with
the strongest interest in the modeling of photon transport using Monte Carlo simu­
lation.

2.3 History of Monte Carlo simulation for light propagation
in scattering media

Most scattering media can be divided into two groups: biomedical tissues and par­
ticulate media. The scattering in tissues results from inhomogeneities in the structure
of the material. Particulate media differentiate by instead having randomly scattered
and isolated particles [10].

The early adaptation of Monte Carlo simulation for light propagation through par­
ticulate scattering media began in the 1960s in the field of Atmospheric research.

In 1965 a confidential report [11] was written by Collins and Wells. It presented the
applications of twoMonte Carlo procedures. Their aimwas to study photon transport
through the atmosphere under various environmental conditions.

In 1968 the focus shifts to light scattering in clouds [12]. The simulation introduced
by Plass and Kattawar uses a scattering phase function generated from the Lorenz­Mie
theory. Using the same code, the authors went on to deduce the radiance of multiple
scattered light for a typical haze [13], for an atmosphere­ocean system [14] as well as
for investigating time­of­flight Lidar measurements in oceans [15].

In 1973 research related to undersea optical imaging and to earth­satellite communi­
cation was presented. Funk used Monte Carlo simulations to determine the perfor­
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mance of imaging systems undersea [16] while Bucher studied light pulse propagation
through clouds [17].

Apart from the research in nuclear medicine, reaching back as early as the 1960s, the
introduction of Monte Carlo simulations for light propagation in biomedical tissues
was first introduced in 1983. Wilson and Adam introduced an applied Monte Carlo
simulation to help predict and optimize light delivery for photodynamic therapy in
light dosimetry [18].

It was not until 1983 that the first use of Monte Carlo simulation for the study of
light propagation through biomedical tissues was reported by Wilson and Adam [18].
The technique was applied to light dosimetry in order to predict and optimize light
delivery for photodynamic therapy.

This work inspired further research as two notable Ph.D. thesis were produced by
Prahl [19] in 1988 followed by Keijzer [20] in 1993. Together they co­author several
publications [21], [22].

Using the results from Monte Carlo simulations, Flock et al. presented in 1989 a
first comparisons which demonstrates the limits of the diffusion theory to accurately
predict the fluence distribution through soft tissues [23].

Based on the previous work of Prahl and Keijzer, the “Monte Carlo Multi­Layered”
(MCML) simulation tool was introduced in 1994 by Wang et al [24]. Due to its
source code being freely available it has become a popular and widely used tool for
simulating photon transport through skin tissues.

In the beginning of the first decade of 2000 new code was developed to account for
successive wavelengths to deduce the absorption and reflectance spectra from skin
layers [25]. This development by Meglinski and Matcher was soon followed by fur­
ther improvements made by Churmakov for studying the localization of fluorescence
within skin tissues [26].

Meanwhile in the fields of particulate scattering media, from 1983 and onward, Br­
uscaglioni and Zaccanti co­published numerous articles on Monte Carlo simulations.
Some of the applications includes the transmission of a light beam through a turbid
atmosphere [27] (1983), the effect of a turbid medium on the Modulation Transfer
Function of an optical system [28] (1989), the experimental validation of the Monte
Carlo procedure [29] (1991) and the calculations of Lidar returns [30] (1995).

At the same time period, in 1989, Briton developed a Monte Carlo model called
MUSCAT during his Ph.D. It is capable of a broad field of applications [31] such as
the studies of visibility in foggy weather.
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With this code, in 1994, Roze et al. was able to investigate the visibility through fog
for realistic driving conditions [32]. The model took into consideration the presence
of street lamps and it assumed that the road was absorbing the light.

A study of light propagation through smoke mixtures to better visualize lighted exit
signs during fire situations was presented in 1991 by Roysam et al [33].

By introducing a voxel based Monte Carlo code in 2002, Boas et al. was able to
improve the simulation of highly heterogeneous scattering media. Instead of infinite
tissue layers, the new approach allowed for the use of a three­dimensional matrix
consisting of 151x171x232 voxels to simulate light propagation in a human head. In
turn the temporal evolution of photon migration could be visualized.

In 2005 Berrocal et al. laid the groundwork for making this thesis possible when
he presented a new Monte Carlo model with applications in spray diagnostics. The
model was able to simulate light propagation in highly inhomogeneous polydisperse
turbid media [34, 35]. The simulation in [35] used 73x73x50 voxels and 25 differ­
ent scattering phase functions to model an inhomogeneous polydisperse spray system
typically seen in combustion applications.

This model was later validated in 2007 with experimental results [36]. Two yeas later
in 2009 the contribution from individual scattering orders was analyzed and presented
[37].

The Monte Carlo modeling of photon transport had a breakthrough in 2008 when
Alerstam et al. proposed the use of a modern GPU to increasing the simulation
speed [38]. With the use of general­purpose computing on graphics processing units
(GPGPU) a computational acceleration of up to three orders ofmagnitude was reached
compared to a single standard processor.

Using the same approach Fang and Boas demonstrated in 2009 an acceleration by a
factor of 300 times [39]. The following year, in 2010, Alerstam, Lo et. al presented
the MCML code running on a GPU acceleration [40]. This was successfully accom­
plished by analyzing and solving performance bottlenecks in the code in relation to
how a GPU operates.

For an even more realistic 3D representation of complex tissue structures, Shen and
Wang in 2010 [41], approached the problem with tetrahedrons. This was part of a
software project called TIM­OS. During the same year Fang took a similar approach
and proposed a mesh­based method referred to as MMCM [42].

A GPU accelerated Monte Carlo simulation together with an online web interface
was proposed by Doronin and Meglinski in 2011 [43].

15



FullMonte, a GPU accelerated Monte Carlo code was introduced by Cassidy et al. in
2013 [44] followed by an updated and optimized version in 2019 [45].

MMC (Mesh­based Monte Carlo) was developed by Fang and Yan and introduced in
2019. By leveraging the OpenCL computing framework the code presented can be
used both on CPUs and GPUs [46].

The application presented for this thesis, announced in 2020 [9]. It has been devel­
oped to consider both particulate scattering media as well as tissue­like media. To
make it truly multi­purpose the model has been accelerated via parallel computing
and part of the original code has been converted from C programming language to
CUDA.
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Chapter 3

Definition and terminology

3.1 Conversion from photon counts to irradiance

For each simulation numerous photon packets are being launched through a simu­
lated scattering volume. Consequently the resulting data consists of photon counts
being stored into matrices. In many situations, such as in light dosimetry in medicine,
those numbers must be converted into more meaningful physical quantities. By def­
inition, photon flux is defined as the number of photons per second per unit area:

Φ =
photon#

seconds ·meter2
(3.1)

Thus, the flux can be directly obtained from theMonte Carlo simulation results. Now,
the energy of a single photon (in Joules) is given as:

E =
hc

λ
(3.2)

Here h = 6.6261 · 10−34 J·s is the Planck’s constant, c = 2.9979 · 108 m/s is the
speed of light in vacuum and λ is the photon wavelength. Note that E can also be
expressed in eV through the conversion factor 1 eV = 1.602176634 · 1019 J.

By now multiplying the photon flux Φ by the energy E of a single photon, the irra­
diance I (W/m2) at a given wavelength can be deduced. The irradiance is the power
of electromagnetic radiation incident per unit area on a surface and is determined as:

I = Φ · E = Φ · hc
λ

(3.3)
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3.2 Extinction, scattering and absorption

When a collimated light beam of given wavelength and initial direction is crossing a
homogeneous medium containing scattering and absorbing centers, the transmitted
light intensity It can be calculated from the Beer­Lambert law such as:

It = Iie
−µe·l where µe = µs + µa (3.4)

Thus, the incident light intensity Ii is exponentially reduced as a function of the length
l traveled by the light through the medium and of the extinction coefficient µe, in
mm−1, which corresponds the sum of the scattering and absorption coefficients, µs

andµa respectively. Assuming that themedium contains distinct scattering/absorbing
centers, such as particles, droplets or molecules, then:

µe = N · σe and σe = σs + σa (3.5)

where σe is the extinction cross­section in mm2 andN is the number density of scat­
tering/absorbing centers in #/mm3. At each interaction between light and a center,
the fraction of light that is scattered over the total extinction is called the single scat­
tering albedo, ω, and is calculated such as:

ω =
µs

µs + µa
=

σs
σs + σa

(3.6)

For non­absorbing media ω = 1 and for highly absorbing media ω tends to 0. For
example, considering the visible light spectrum soot particles are mostly absorbing,
water droplets are mostly scattering and red blood cells are both scattering and absorb­
ing centers. The mean free path length corresponds to the average distance between
two scattering/absorbing events. It is calculated from the inverse of the extinction
coefficient such as:

lfp =
1

µe
(3.7)
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Figure 3.1: Classification of turbid media as a function of the optical depth OD and single scattering albedo ω.
When OD ⩽ 1, then the single scattering regime is assumed where most photons are unscattered
(ballistic light). When the optical depth ranges between 2 ⩽ OD ⩽ 9, the intermediate scattering
regime applies involving blurring effects. At OD ⩾ 10, the multiple scattering regime is assumed
and visibility is lost. Scatterers can bemostly absorbingω ∼ 0 (e.g. soot particles), mostly scattering
ω ∼ 1 (e.g. water droplets), or both absorbing and scattering 0 < ω < 1 (e.g. blood).

By dividing the total length l of a turbid medium with its mean free path length lfp,
the average number of scattering events along l is deduced. This average number of
scattering events is known as the optical depth and denoted in this article as OD (also
commonly denoted as τ in the literature):

OD =
l

lfp
= µe · l (3.8)

As illustrated in Fig.3.1 turbid media can be categorized from their optical depth and
albedo. Based on the optical depth three scattering regimes can be identified. If the
optical depth is smaller than one,OD ⩽ 1, then the single scattering regime is assumed
where single scattering events are dominant. If the optical depth ranges between 2 ⩽
OD ⩽ 9, the intermediate scattering regime applies where visibility is reduced. This
corresponds to the transition between seeing an object through a scattering medium,
to not seeing it. In this regime the dominant scattering order is usually close to theOD
value especially for forward scattering phase functions. Note also that theModulation
Transfer Function of an imaging system through scattering media can be calculated
in this regime [28]. If now OD ⩾ 10, then the multiple scattering regime is assumed.
In this case visibility is lost. Retrieving visibility can be done via the use of some
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filtering strategies such as time­gating [47, 48], Fourier spatial filtering and/or using
Structured Illumination based techniques [49]. For OD ⩾ 15 retrieving visibility is
extremely challenging. In the multiple scattering regime the scattering orders tend to
contribute nearly equally, allowing the diffusion approximation to be applicable. This
is the case when light is crossing a few millimeters of medical tissues.

3.3 Scattering phase function and anisotropy factor

By definition, the scattering phase function f(s⃗′, s⃗) is the angular distribution of light
intensity scattered by a scattering center, such as a molecule, particle, cell, or droplet,
at a given wavelength. Note that this is a misleading term as f(s⃗′, s⃗) has nothing to do
with the phase of a light wave. The parameters governing the scattering phase function
are the incident light characteristics (wavelength, polarization state, intensity profile),
the optical properties of the surrounding medium (external refractive index) and the
characteristics of the scattering center (size, shape, refractive index, orientation). The
scattering phase function is usually given under its normalized form:∫

4π
f(s⃗′, s⃗)dΩ′ = 1 (3.9)

When the scattering phase function is limited to the scattering plane, it is defined as
f(θs), where θs is the polar scattering angle as described in Fig.3.2. For axial sym­
metry the scattering probability is homogeneous over the azimuthal angle ϕs, defined
between 0 and 2π and the scattering phase function depends only on its scattering
angle θs defined between 0 and π. This is the case for spherical particles/droplets and
for scattering phase function derived from the Henyey­Greenstein theory [50].
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Figure 3.2: Directions and angles of a photon being scattered in the local UVW coordinate system. The polar
and azimuthal scattering angles θs and ϕs are shown on the left side while the solid anglesΩ′

s and
Ωs around the respective incident and scattered vectors are shown on the right side.
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Figure 3.3: Examples of polar scattering phase functions for three size of spherical water droplets of refractive
index np = 1.333− 0.0i suspended in air of refractive index nm = 1.000293− 0.0i. The incident
light is assumed to be unpolarized and monochromatic at wavelength λ = 600 nm. As the size of
the droplet increases, light is significantly scattered in the forward direction and scattering ripples
are appearing.

Three examples of Lorenz­Mie scattering phase function calculated using the compu­
tational script provided by Bohren and Huffman in [51] are given in Fig.3.3. Here
the incident light is assumed unpolarized at wavelength λ = 600 nm. For the 10 μm
droplet, a highly forward scattering lobe is visible while for the 0.1 μm case light scat­
ters more homogeneously corresponding to the Rayleigh scattering regime. Scattering
phase functions can also be averaged over several wavelengths, when the incident light
consists of a broad light spectrum, and/or when considering a distribution of parti­
cles. In the case of a homogeneous distribution of spherical particles of diameter D,
the representative averaged scattering phase function f(θs) is calculated such as:

f(θs) =

∫∞
D=0 n(D) · σs(D)f(D, θs) · dD∫∞

D=0 n(D) · σs(D) · dD
(3.10)

To quantify the amount of light that is scattered in the forward direction from a
scattering phase function, the mean cosine of the scattering angle can be calculated,
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corresponding to the so­called anisotropy factor g:

g =

∫ π

0
f(θs) · cos(θs) · 2π · sin(θs)dθs (3.11)∫ π

0
f(θs) · 2π · sin(θs)dθs = 1 (3.12)

where −1 ⩽ g ⩽ 1. Isotropic scattering occurs for g = 0 while a value near 1
indicates highly forward scattering. The anisotropy factor can also be used to define
the scattering phase function via the Henyey­Greenstein equation [50], defined as:

f(θs) =
1

4π

1− g2

[1 + g2 − 2g · cos(θs)]3/2
(3.13)

In Multi­Scattering pre­calculated Henyey­Greenstein scattering phase functions can
be chosen as input data. Finally, a quantity known as the reduced scattering coefficient
is deduced using g such as:

µ′
s = µs · (1− g) (3.14)

Note that µ′
s aims at reducing the calculation time from Monte Carlo simulations

by extending the mean free path length when forward scattering phase functions are
considered. Despite its merits this approximation does not allow for the consideration
of complex scattering phase functions and can only be applied within the multiple
scattering regime. For those reasons, the reduced scattering coefficient is not used in
Multi­Scattering and µs is employed by default.
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Chapter 4

Multi­Scattering: Successive steps
and algorithm

4.1 General simulation algorithm

The simulation algorithm used in the Multi­Scattering software is divided into two
sections:

• The Monte Carlo code that tracks photon packets through the simulated scat­
tering medium.

• TheDetection code that selects the desired photon exiting the scatteringmedium
and simulates image formation using a ray­tracing approach.

The general algorithm of the software is shown in Fig.4.1. When a simulation is
initiated, the Monte Carlo code starts and the initial position of photons is defined
on a face of the simulated volume using the desired light source matrix and photon
direction. Then, the distance to the next scattering/absorption interaction center is
calculated. If the interaction center is within the boundaries of the simulated volume,
theMonte Carlo code continues tracking photons; otherwise the photon packets leaves
the simulated scattering volume and the simulation continues to theDetection code as
shown on the right hand side of the flow chart in Fig.4.1. Then, depending on their
properties photons are sorted by applying several filtering conditions, according to the
desired detection case. Finally, various detection cases, set by the user prior to starting
the simulation, are processed, resulting in the formation of image data. Results can be
opened in the output web page where they are displayed and can directly be analyzed.
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Figure 4.1: Flow chart describing the algorithm of the Multi-Scattering simulation. The algorithm is divided
into two successive codes: The Monte Carlo code and the Detection code.

4.2 Launching photon packets

The simulation starts by launching photon packets from an image, see Fig. 4.2. This
two­dimensional light source matrix is both scaled and positioned on the surface of
the scatteringmedium as desired. It can either be uploaded by the user or alternatively,
selected from pre­defined images proposed in the “Light Source Library”. Using this
approach any experimental light source can be faithfully simulated, allowing for closer
comparisons with experimental results as shown in [52].
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Figure 4.2: The principle of the simulation light source. A profile image is selected. The pixel intensity values
are counted and the values are converted to a matrix of probabilities. New photons are launched
randomly based on the probabilities.

Prior to launching photons, the sourcematrix is normalized and the probability weight
of photons for each pixel is calculated accordingly. The pixel from which a pho­
ton packet is launched is deduced using two random numbers. By generating two
more random numbers, a uniformly random point is defined within the boundaries
of the chosen pixel. Finally, the absolute starting position on the face of the scattering
medium is calculated by taking into consideration the size and position of the source
matrix and the dimensions of the scatteringmedium. In contrast to sequential launch­
ing, this random positioning of the photons starting point is beneficial in preserving
the intensity profile of the source in situations where a simulation is stopped prior to
completion. Using this approach, results from aborted simulations remain meaning­
ful as the entire light source is being statistically reconstructed. Furthermore, thanks
to this feature additional photons can be launched to an already completed simula­
tion. Once the starting photon position is chosen, the initial direction of photon
propagation must also be defined by setting a value to the polar Θ and azimuthal Φ
angles in the main coordinate system (XYZ). Depending on the directional features
of the light source, two different approaches are available:

1. By setting up a photon dispersion cone angle: In this case photons are given
a random direction vector that is uniformly constrained within the cone angle
defined by θstart. If this angle equals zero, a perfectly collimated beam is as­
sumed resulting in the initial direction being a vector along one direction X, Y
or Z. If, however, the angle is close to 90 degrees then a highly diffusing source
is being simulated. Semi­directional light sources, such as LEDs, can easily be
defined by setting up θstart according to the illumination angle specifications.

2. By setting up a focusing distance: In this case, a focal point is defined by the
user. This distance can either be positive for a focusing beam or negative for
a diverging beam. The initial vector is pointing towards the focus point and
photon direction is calculated accordingly. Thus, the incident angle differs
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significantly depending on photon position on the source matrix. A useful
application of this feature is the focusing of a laser beam into medical tissues.

Based on the chosen option and on the inserted input data, the angles Θi and Φi

defining the incident directions of a photon packet are deduced accordingly. Finally,
an initial weight equal to one, W0 = 1, is set to a photon packet prior to launching.

4.3 Determination of the free path length

The free path length lfp is the distance of propagation until an interaction event,
scattering and/or absorption, occurs. The cumulative distribution function for the
mean free path length is derived from the Beer­Lambert law and equals:

C(lfp) = 1− e−µe·lfp (4.1)

This yields the probability density function of a photon packet to be scattered and/or
absorbed after traveling the distance lfp:

P (lfp) = µe · e−µe·lfp (4.2)

Following the process of random sampling and considering a given random number
ξ1 where ξ1 ∈ (0, 1) and the corresponding distance l1, it is deduced that:∫ l1

0
P (lfp) · d(lfp) = ξ1 (4.3)

Which leads to ∫ l1

0
µe · e−µe·lfp · d(lfp) = ξ1 (4.4)

Finally,

1− e−µe·l1 = ξ1 and l1 = − ln(1− ξ1)

µe
(4.5)

However, as (1−ξ1) equals another random number uniformly distributed between 0
and 1, the free path length lfp between two light­particle interactions can be deduced
from any sampled random number ξ as:

lfp = − ln ξ

µe
(4.6)

By knowing the distance lfp and the initial direction of propagation, the position
of the next scattering/absorbing center is calculated within the absolute (XYZ) co­
ordinate system. If this interaction center is located inside the medium, then a new
direction is calculated, otherwise the photon’s journey in the scattering volume is end­
ing.
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4.4 New photon weight

Photon packets start with a photon weight equal to unity, W0 = 1. Once an in­
teraction event occurs, the amount of scattered light must be adjusted accordingly
depending on the absorption properties of the medium. Thus, at each successive scat­
tering/absorption center the photon weight is gradually reduced by the fraction of
light being absorbed. This loss of energy, named energy deposit, is an important pa­
rameter in optical dosimetry. At the interaction n the fraction of the photon packet
being absorbed corresponds to:

∆Wa = Wn · [ σa
σs + σa

] = Wn · (1− ω) (4.7)

Where σa and σs are the respective absorption and scattering cross­sections of the
interaction center, while ω is the albedo. Finally the new photon weight Wn+1 is
given as:

Wn+1 = Wn −∆Wa (4.8)

If the interaction center is non­absorbing, the absorption cross­section is set to zero
and the photon weight remains unchanged.

In the case of a particulate scattering medium (particles in a surrounding medium),
the photon weight can be further reduced if the surrounding medium is absorbing.
Note that the absorption of the surrounding medium differs from the absorption of
the scattering centers. Examples of this would include situations in which individual
particles or droplets are suspended in a medium that absorbs the probing light. On
the other hand, for tissue media, there is no distinction between scattering centers
and surrounding medium. So rather than using absorption coefficients for each, an
overall coefficient is applied.

The final reduction in photon weight is calculated as:

Wfinal = Wn · e−µam·ltotal (4.9)

Where µam is the absorption coefficient of the surrounding medium and ltotal is the
total distance traveled once photons have exited the medium.

4.5 New photon direction

When scattering occurs, a new propagation direction must be specified. The direc­
tions of propagation of a photon packet before and after a scattering event are respec­
tively defined by the vectors

−→
S ’ and

−→
S within the absolute coordinate system (XYZ).
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The transformation from
−→
S ’ to

−→
S is performed using the polar and azimuthal scatter­

ing angles θs and φs defined within a local coordinate system (UVW) as illustrated in
Fig.4.3. This transformation is mathematically expressed in Eq.4.10 where scattering
angles θs and φs are calculated from the appropriate scattering phase function:

 Sx

Sy

Sz

 =


S′
xS

′
z

(1−S′2
z )1/2

− S′
y

(1−S′
z)

1/2 S′
x

S′
yS

′
z

(1−S′2
z )1/2

− S′
x

(1−S′
z)

1/2 S′
y

−(1− S′2
z )

1/2 0 S′
z


 sin θs cosφs

sin θs sinφs

cosφs

 (4.10)

For the simple case of isotropic scattering, the scattering angles are calculated using
random numbers ξ such as θs = cos−1(2ξ − 1) and φs = 2πξ. For spherical
particles and droplets, the scattering process is derived from the Lorenz­Mie theory
(see Fig.3.3). In this case, as well as for any axisymmetric scattering phase function,
the most straightforward approach of generating the polar angle θs is to use the inverse
Cumulative Density Function (CDF) method, Fig. 4.4.

Scattered
photon

direction

Incident
photon

direction

Scattering phase
function plane

X

Z

Y
S

V

U
W

φs

θs

X

Z

Y

S'

φs

Figure 4.3: To calculate a new photon direction S⃗ after a scattering event, a change of coordinate system is
used such as: (X,Y,Z)⇒(U,V,W)⇒(X,Y,Z). The scattering center is located at the origin of (U,V,W),
the W axis is aligned with the incident propagation direction and the scattering phase function is
defined in the (U,W) plane. Finally, the vector S⃗ is deduced using θs and φs through the matrix
transformation given in Eq. 4.10.

The function CDF(θs) is calculated by integrating the scattering phase function f(θs)
over the solid angle dΩ′. Then, a random variable θs can be generated by taking the
inverse transform of a random number uniformly distributed between zero and one,
such as: θ1 = CDF−1ξ1 where:

CDF (θ1) =

∫ θ1

0
f(θs) · dΩ(θs) (4.11)

When the analytical form of the inverse CDF is not available, the CDF is stored in
a lookup table and the inverse transformation is performed at each scattering event
using a random number, Fig. 4.4. By considering the scattering phase function to be
axisymmetric, the azimuthal angle φs is deduced from φs = 2πξ.
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4.6 Photon crossing voxels and exiting the scattering volume

Each time photons scatter from an interaction center, a new free path length lfp is
calculated defining the distance traveled by photons prior to the next interaction.
This distance must then be compared to the the distance corresponding to the voxel
boundary, lexit, where photons will exit the voxel if no further interactions occur.
Note that the scattering medium can either be defined by a single voxel or by multiple
voxels as illustrated in Fig.4.5(a). The challenge in determining lexit, is figuring out
which face of the voxel is concerned. This is done by calculating the three distances
lx, ly, and lz corresponding to the respective distances traveled by the photon packet
until the local closest (xz), (yz) or (xy) planes are encountered. The smallest l is used
as the length lexit as illustrated in Fig.4.5(b). By now comparing lfp with lexit, three
scenarios can occur:

1. If lfp < lexit: Then, the next scattering event will take place inside the voxel
and the process will be repeated.

2. If lfp > lexit and photons enter a new voxel: Then, the free path length in the
new voxel lfp(new) must be adjusted as a function of the ratio of the extinction
coefficients between the “old” and the “new” voxels such that:

lfp(new) = (lfp − lexit) ·
µe(old)

µe(new)
(4.12)
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Note that in the current model refractive­index­mismatch between adjacent
voxels is not considered. Further developments will take into account refractive­
index­mismatch in the same fashion as described in MCML [24].

3. If lfp > lexit and the photon packet exit the simulated volume: Then, the
photon journey inside the medium is terminated.

When photon packets exit the simulated volume, their direction of propagation, total
distance traveled, weight and position are known. TheMonte Carlo code ends and the
photons are processed through a second code referred as the Detection code.
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Figure 4.5: (a) Illustration of simulated volumes within the absolute (XYZ) coordinate system; including a single
voxel and a 3x3x3 voxel matrix. The exit faces are termed Xmin, Xmax, Ymin, Ymax, Zmin and
Zmax respectively. (b) Illustration of a scattering event (adapted from Fig.5.6 in [7] with permission)
with the respective polar and azimuthal angles Θ and Φ in (XYZ).

4.7 Photon detection and image formation

The Detection code aims at filtering out photons for various detection cases that are
set, prior to starting the simulation, see Fig. 4.6. Having multiple detection settings
presents two main advantages: First a given simulation does not need to be run again
for each new detection case, saving computational time. Second, it allows for the
easy exploration of multiple detection cases where results can be directly compared to
one another. This provides further insight on how photons are propagating through
the simulated volume and how they contribute to image formation. Each detection
case is defined by a number of criteria that must be fulfilled. The successive detection
filtering criteria used for sorting out and selecting the desired photons are described
below together with the successive steps characterizing the Detection code:

• Scattering order filtering: This is the first filter applied. If this filtering is ac­
tivated, then only photon packets having undergone a given number of scat­
tering events are detected. Note that this filtering process does not need to be
activated and in this case all photons can be considered.
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• Mask filtering: A mask, consisting of a binary matrix is applied on the face
of the simulated medium. At locations where zero is set, light is blocked, and
photons are rejected. On the contrary, at locations where unity is set, light is
fully transmitted, and photons are accepted. This filtering process is found to
be advantageous for the simulation of optical fibers located on the surface of
the simulated medium. An option called “Nomask” can be selected by the user
where all light exiting the medium is considered. Various masks can be selected
from the “Masks Library”.

• Temporal pulse: At this stage of the simulation, the temporal profile of the
illuminating pulse is considered. By doing this operation at the end of the sim­
ulation, instead of the beginning, a variety of pulse durations and shapes can be
considered from the “Incident Pulse Library”. This is implemented by simply
adding a distance to the total path traveled by the exiting photon packet. This
added distance is calculated through random sampling using a temporal profile
of a given shape and duration that has been pre­selected for each detection case
prior to running the simulation.

• Lens filtering: To simulate image formation, a lens is now positioned at a de­
fined distance from the exiting face. The lens is assumed to be a disk of known
diameter. Only photon packets reaching the lens are collected and contribute
to image formation.

• Time­gating: A temporal gate is applied to photons reaching the collecting
lens. The temporal gate is pre­selected from the “Time­Gate Library”. The
temporal gate is defined by its shape, duration and start. Only photons having
a time­of­flight within the temporal gate are selected. Note that the photon
weight is modified according to the value of the gate and arrival time. An
option called “No Gating” can be selected by the user where all light reaching
the lens is considered no matter their time­of­flight.

• Spatial filtering: A spatial gate is applied to photons reaching the lens. Photons
are filtered and detected when their scattering angle is within an acceptance
half­angle defined by the detection setting. This type of filtering corresponds
to an aperture experimentally located at the Fourier plane of the collecting lens.

• Image Formation: After having undergone the successive filtering processes
described above the selected photon packets contribute to the formation of an
image using a ray­tracing approach. Two images are created during this process:
One corresponding to the Fourier plane and one at the image plane. To form
the final image, the number of pixels employed and the desired magnification
must be specified beforehand.
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At the end of the Detection code four types of images, Fig. 4.7, are generated and
referred to as:

• The Face Image showing the photon distribution at the face of the simulated
medium.

• The Lens Image showing the light intensity spreading over the collecting lens.

• The Fourier Image showing the angular distribution of photon direction.

• The Final Image showing the image being formed at the image plane.

Figure 4.6: A single simulation can have multiple detection cases active. Each detection case has multiple
options controlling the Detection code.
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Figure 4.7: Example of the four different imaging results at the different locations highlighted in the drawing.
The simulation uses a 10 mm laser beam (λ = 473 nm) and crosses a 25 mm scattering medium
(OD = 10) of 5 µm water droplets in air.
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4.8 Libraries used in Multi­Scattering

The purpose of adding libraries to Multi­Scattering is for users to be able to quickly
and intuitive find suitable simulation parameters, examples in Fig. 4.8. The user can
choose to use one of the pre­defined input parameters in the libraries. They can also
extend the libraries to include personal alternatives. So far the libraries cover the light
source, the time­gate, the incident pulse, the scattering phase function and the mask.

• The light source library includes light source matrices. The library includes
Gaussian light sources, experimental sources and structured beams to give a
few examples.

• The time­gate and the incident pulse library contains a variety for different
waveforms. They cover both experimental time­gates as well as incident pulses
in the frequency domain.

• The scattering function library allows users to quickly select various types of
optical properties for the scattering medium. The user may select a phase func­
tion, either as a particulate medium based on the Lorenz­Mie theory or they
can choose a Henyey­Greenstein scattering functions.

• The mask library allows users to select a mask matrix to be used in the simula­
tion. Examples such as an optical fiber or optical fibers utilizing symmetry are
available.
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Chapter 5

Accelerated computing with
modern hardware

5.1 CUDA and modern GPU’s architecture

Parallel processing can be employed to improve the performance of a heavy compu­
tational algorithm. The benefit of accelerating the simulation via parallel processing
is not only the significant reduction in turnaround time but also that it allows for a
much larger number of photon packets to be tracked and processed. This is an im­
portant detail, as it reduces inaccuracy induced by minimal statistics and ensures the
convergence of the results toward the exact solution of the RTE. In this work, CUDA
is used as the programming interface to parallelize the simulation and to efficiently
reduce the execution time. CUDA was created by Nvidia with the intention of using
GPUs for general­purpose calculations; calculations that can be performed in parallel.
While CPUs usually have threads counted in tens, GPUs threads are counted in thou­
sands. Transitioning an application from a single thread to two threads splits, at best,
the simulation time by half. The large number of threads with modern GPUs opens
up the possibility of accelerating the simulations by several orders of magnitude.
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Figure 5.1: Simplified representation of the circuit design showing the major differences between a modern
CPU on the left and a modern GPU on the right. The GPU has a much more compact layout with
cores tightly packed together. The core block executes instructions according to a flow of instruc-
tion (program code). The control block selects which thread should be running or if it should be
suspended while waiting for memory.

The reason for the vast difference in the number of threads between CPUs and GPUs
stems from the design of the two circuits. As illustrated in Fig. 5.1 the cores on a
GPU are much more tightly packed together with a lower number of control blocks.
In general, only one thread can be executed on a single core at a given time while
multiple threads can be kept ready by the control block. By grouping cores together
with one control block more space becomes available for additional cores. The trade­
off of this configuration is that the threads on the GPU cannot work independently.
Thus, all the cores in one control group must follow the same flow of instructions. If,
for example, the function of one thread is to multiply two numbers, then all threads
in the group of cores must also multiply two numbers. However, the benefit of this
architecture comes from the fact that each core can access different regions of mem­
ory which means that the GPU is highly optimized for calculations using multiple
input data and producing multiple output data. Consequently, this design approach
works particularly well in favor for Monte Carlo simulations. By means of thousands
of threads, each one tacking an individual photon packet in parallel, the overall sim­
ulation time is greatly reduced.
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5.2 Optimizing the code for running on the GPU

To make a code run efficiently on the GPU a few important aspects must be consid­
ered. First, all data that is processed on theGPU originate usually from a code running
on the CPU.Thus, the flow of operation relies on the preparation of some data by the
CPU that will later be processed by the GPU. Once this operation is accomplished,
the prepared data is transferred from the CPU’s memory to the GPU’s global mem­
ory. The CPU instructs the GPU to process the data and finally the resulting data
can be transferred back to the memory of the CPU as illustrated in Fig. 5.2(a). The
time needed for transferring memory back and forth should not be neglected, unless
the time required to process the data on the GPU is significantly longer (by several
orders of magnitude). The amount of time lost due to memory transfers and readying
the GPU could potentially negate all the speed benefits from the GPU. As shown in
Fig.5.2(b) some of the slow memory transfers can be avoided by organizing the code
smartly. This optimization utilizes a feature of the GPU which allows for memory
transfers at the same time as a task is being computed. To reduce the total simulation
time further, CPU idle time can be used to process the resulting data or to prepare
the next task while the GPU is busy.

Not optimized GPU usage(a)

Optimized GPU usage(b)

CPU

GPU Task 1 Task 2

Simulation time

Memory

transfer

CPU

GPU Task 1 Task 2

Simulation time

Memory

transfer

Figure 5.2: The simulation time can be reduced by reorganizing tasks and memory transfers. In (a), even if Task
1 & Task 2 are running on the GPU to its full capacity, efficiency can be lost due to delays (waiting
for the next task and for memory to be copied). Those delays can be suppressed by adequately
rearranging memory transfer as shown in (b).

Multi­Scattering is optimized by first creating two queues, or streams as they are called
in CUDA, for the GPU. It then immediately gives each queue a task to process a
number of photon packets. The CPU code will then alternate between the two queues
preforming a synchronized wait for it to finish. Once finished more photons are sent
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to the idle queue so that the GPU always remains busy. Instead of transferring a
lot of data back and forth, almost all of the Monte Carlo code is run by the GPU
including the generation of the final results. Furthermore, the results from the image
formation are matrices of photon packet counts. These matrices are also stored in the
GPUs global memory since modern GPUs have almost the same amount of memory
available as is typically installed alongside the CPU. Occasionally multiple threads
will try to write data to the same memory segment simultaneously. With the help of
atomic operations the race conditions are avoided and data loss in those situations are
prevented.

5.3 Generation of random numbers

Monte Carlo simulations are based on the use of a very large series of random num­
bers. To create and generate random numbers on a computer, pseudo­random num­
ber generators (PRNG) are most often used. There are many existing varieties of
PRNG algorithms to choose from, each defined by their own series length and limi­
tations affecting computational cost. A common issue with PRNGs is that the series
of random numbers eventually repeats itself due to memory limitations in storing the
state of the generator. A state using more memory would in principle result in a larger
period. To initialize the state of a PRNG a seed is used. Initializing the generator with
the same seed leads to an identical series of random numbers. Using different seeds is
thus important when repeating the same simulation in order to increase the statistics.
To boost the performance of an application with multi­threading it is beneficial to as­
sign one PRNG per thread. When selecting a random number generator for Monte
Carlo simulations it is important to consider the following aspects: 1) The period of
the PRNG must be larger than the number of random numbers needed. 2) When
multiple PRNGs are used in parallel the series of numbers generated must be uncor­
related. 3) Random numbers must be generated fast enough to avoid slowing down
the Monte Carlo algorithm.

In Multi­Scattering simulations, several random numbers are generated for different
purposes during the tracking of each photon packet:

• Two random numbers are used to select the pixel position from the light source
matrix.

• Two additional random numbers are used to select the starting position within
the pixel.

• For non­collimated beams ­ diverging, converging or diffused light sources ­
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three additional random numbers are needed to define the incident direction
within a cone angle.

• One random number is employed to determine the distance traveled prior to
the first scattering/absorption event.

• At each scattering event three random numbers are employed: Two for the
determination of the new photon direction of propagation and one for deter­
mining the position of the next scattering event.

• Finally, when considering a light pulse of given duration, one random number
is used to define at which location within the pulse the tracked photon packet
is generated.

Consider a high optical depth such as, OD = 100, and launching nbphoton = 1010

photons, the amount of random numbers needed would reach:

nbξ ≈ nbphoton · (2 + 2 + 1 + 3 ·OD + 1) ≈ 3 · 1012 (5.1)

Multi­Scattering is designed to use the cuRAND library part of the official CUDA
toolkit. With the use of XORWOW a period greater than 2190 ≈ 1.5 · 1057 is
guaranteed. Running a simulation on the GPUwithMulti­Scattering will result in the
creation of multiple PRNGs. First, each GPU will have their own starting generator
initialized from a unique seed. Then each thread will be assigned their own sequence
number. This will allow all the threads to track multiple photon packets in parallel
without any risk of running out of random numbers. By initializing the generator
with a unique seed, from the cuRAND library, a unique starting state of the PRNG is
obtained resulting in uncorrelated sequences of random numbers between the threads.

5.4 Optimized light source matrix

The light source used in the simulations of Multi­Scattering has the ability to stop a
running simulation at any point in time. It can also load a previous simulation and
start adding more photons to it. The concept of this approach works by loading the
light source as a matrix of cumulative probabilities. A random number is then used
to find an index of the matrix and a photon is launched from the area covered by the
corresponding index (pixel) location of the light source. The difficulty here is to locate
the correct probability according to the random number. A simple but inefficient
solution to this problem is to iterate over the matrix until the correct probability has
been found. However, large part of the light source matrix might have a very low
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probability or even zero probability of sending a photon. Thus, computational cycles
might be lost while iterating over the full matrix.

Optimizing the algorithm of the light source will help mitigate this effect. However
it will mostly benefit simulations with lower OD as higher numbers will reduce the
impact of the time spent in the light source code. The simulation time per photon
in the medium can be seen as the time to generate a photon plus the time needed to
complete the scattering events:

tphoton ≈ tlight source + tscattering ·OD (5.2)

The algorithm used in Multi­Scattering is based around a binary tree, see Fig. 5.3.
Since the light source matrix is 32 bit integer intensity values, the nodes of the tree
stores 64 bit values (cumulative). The index positions do not need to be saved in
the memory as they can be calculated while searching the tree. In the worst case the
binary tree will be twice the size of the original matrix. However, searching the tree
only requires log2(#nb_pixels) iterations. As the algorithm only uses integer values
and the input data are intensity integer values, Multi­Scattering will always generate
photons according to the exact original data.

To find a new starting position, a random value is generated between 0 and the max­
imum cumulated value. The corresponding index is then located through the binary
tree.

Future version of the code might optimize this algorithm further as the nodes of the
tree only has to store values as big as the total sum of the light source matrix. If the
sum is less than 32 bit it would be possible to cut the memory requirement of the tree
in half.
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Figure 5.3: The generation of the binary tree used byMulti-Scattering to generates photons from a laser beam
profile image. The intensity values are cumulated and converted into a binary tree. The tree is used
to efficiently find a corresponding index position in the light source matrix.
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5.5 Accelerated simulation speed

The scattering medium considered here is a cube of 50 mm side. The incident light
is assumed to be unpolarized and monochromatic at a wavelength λ = 600 nm.
The scatterers are non­absorbing spherical water droplets with a refractive index of
np = 1.333 − 0.0i. They are suspended in air that has a refractive index nm =
1.000293 − 0.0i. Two sizes have been considered resulting in two scattering phase
functions calculated from the Lorenz­Mie algorithm which is built into the Multi­
Scattering software. This leads to scattering phase functions with the following prop­
erties:

• Fairly isotropic scattering from 0.1 μm diameter scatterers, shown in Fig.3.3(a),
resulting to an anisotropy factor factor g = 0.05.

• Highly forward scattering from 10 μm diameter scatterers, shown in Fig.3.3(c),
resulting to an anisotropy factor factor g = 0.86.

In addition to the scattering phase function, other parameters have been varied, such
as: the optical depth ranging from 2 up to 500 (corresponding to µe = 0.04 mm−1

and µe = 10 mm−1 respectively). The main goal of these simulations is to compare
the computing time and performance of using a CPU (single thread, multiple threads)
versus a GPU (single unit, four units). Three identical computers, see Fig. 1.4, form­
ing a server are used in this study to produce the “GPU results”. The hardware of
each computer consists of:

• An Intel CPU (Core i7­7700K).

• Four GPUs from Nvidia (GeForce GTX 1080Ti).

For the case of the “CPU results”, the simulations are run using another computer
having a modern CPU processor from AMD (Ryzen Threadripper 2950X 16­Core)
where 32 threads can be exploited. For each simulation case, 1 billion photon packets
have been launched.

The increase in simulation time as a function of the optical depth is shown in Fig.5.4.
As can be seen in Fig.5.4(a), a single CPU thread has very long processing times.
This can be problematic when various parameters need to be investigated. Using 32
threads of the AMD processor, the simulation time can be reduced by more than
one order of magnitude, as shown from the 20x zoomed results in Fig.5.4(b). In
this case, the simulations can be computed in less than 6 minutes at optical depths
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Figure 5.4: Comparison of the simulation execution time as a function of the optical depth for a single CPU
thread (in black), 32 CPU thread (in red), a single GPU unit (in blue) and four GPU units (in yellow).
Two sizes of scatterer are considered: The continuous lines correspond to 0.1 µm scatterers (g =
0.05) and the dashed lines to 10 µm scatterers (g = 0.86).

OD ≤ 10. Despite this significant improvement, the running time of the simulation
would become significantly larger for higher OD and would not allow multiple users
to share access the software and the servers due to long queuing delays.

It is worth mentioning here that the 32 CPU threads are limited to 16 threads running
simultaneously while the other 16 threads are kept available to make a rapid transition
when a running thread is stalled due to delays in the data being transferred to the
cache. This feature explains why the time improvement with 32 CPU threads over a
single thread, is significantly less than 32x. From those results, it can be concluded
that the execution of the Monte Carlo simulations using a modern CPU is too time
consuming for many simulation cases; especially those related to light propagation
through medical tissues where the optical depth can easily reach OD = 100.

Figure 5.4(c) shows that a single GPU is a far more suitable computing platform,
completing the same tasks in 15 to 30 seconds. Running with four GPUs, available on
a single computer, all simulations are completed in less than 10 seconds atOD ≤ 10.
This fast turnaround time enables far more challenging simulations, such as higher
optical depths, and allows multiple users to accessMulti­Scattering with short queuing
delays. The results given in Fig.5.5 show the relative gains in speed for the case given
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in Fig.5.4.
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Figure 5.5: Simulation speed as a function of the optical depth comparing a single CPU thread in (a) with 32
CPU threads in (b). Those results are extracted from the data given in Fig.5.4.

Fig.5.6 shows the execution times for higher optical depths, 50 ≤ OD ≤ 500. The
computational expense of running this case would be prohibitively high for conven­
tional CPUs, so it was only investigated with the four GPU configuration. The results
show that simulation times for that arrangement are on the order of minutes. We ob­
serve here that the scattering phase function has a noticeable effect on the simulation
time. For instance, at OD = 500 the execution time increases from 21 to 61 minutes
if the scatterers are reduced from 10 to 0.1 μm. These differences increase with theOD
as more isotropic scattering photons tend to spread out within the medium, resulting
in a larger number of scattering/absorbing interactions.
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Figure 5.6: The simulation execution time is given for the case of highly scattering media where theOD ranges
from 50 to 500. In this case only the GPU results are shown and the time is indicated in minutes.
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Chapter 6

Experimental validation

6.1 Comparison for the light intensity distribution

To validate the numerical model used inMulti­Scattering comparisons between simu­
lated results and experimental data have been performed¹. The experiment consists in
using a cubic glass cell containing a series of aqueous dispersions of either polystyrene
spheres or intralipids. The size of the scatters was known and their concentration ad­
justed in order to accurately define and control the desired optical properties for each
scattering phantom. Two validation approaches are presented in this section, one in
the space domain and one in the time domain, respectively.

6.1.1 Experimental method

In the first experiment a 30 mm cubic scattering cuvette, containing monodisperse
polystyrene spheres suspended in water, was imaged by two cameras. One camera po­
sitioned at 90◦ angle, corresponding to the side scattering detection and the other one
positioned at 0◦, corresponding to the forward scattering detection. The two camera
systems were identical consisting of a 16­bit 5.5 Mpixel sCMOS Andor Zyla cameras
mounted Nikon Nikkor objective lens of 50 mm focal distance. The collecting objec­
tive lenses were of 37 mm diameter and positioned at 92 mm away from the external
faces of the cuvette. The cameras were recording the light scattered by the phantom
medium and creating an image the side and forward external faces of the cuvette were
respectively with a magnification ratio of 1.17.

¹See paper II and paper VI
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The cuvette was illuminated with a CW laser of 473 nm wavelength. The laser is
coupled with an optical fiber which vibrates to help mitigating speckle effects. Once
light exits the fiber, the beam was expanded and collimated using a spherical lens.
Then, only the central part of the beam was selected, resulting to an illumination
beam of 3.8 mm diameter with a FWHM of 2.5 mm.

Tomonitor the incident intensity and verify laser stability, 10% of the light was guided
into a power meter using a beam cube splitter. The 90% remaining light was then
crossing two neutral density wheels in order to accurately fix the irradiance of the
incident beam without modifying its spatial profile. Using this approach, the signal
level reaching the cameras was well optimized while avoiding any saturation of the
sensor arrays. A picture of this optical arrangement is given in Fig.6.1.

The scatteringmedia investigated here consisted of aqueous dispersions of non­absorbing
polystyrene spheres of known size. Two parameters affecting the optical properties of
the probed scattering medium have been varied:

1) The concentration of the polystyrene microspheres allowing to set up the optical
depth to OD=8, OD=10 and OD=12.

2)The size of the polystyrene microspheres corresponding to four different diameters:
0.5 μm, 2.1 μm, 4.9 μm and 21.3 μm.

Cuvette
[30 mm]

Optical
fiber

Power meter

Neutral density
filter wheels

Beam
splitter

Collimating
lens

Lens 1

Lens 2

Figure 6.1: Photography of the experimental setup. A 473 nm continuous wave laser beam is guided into an
optical fiber. Once exiting the fiber the beam is then collimated and an aperture is selecting the
central area to obtain a more homogeneous intensity profile. A beam splitter reflects 10% of the
beam into a power meter. Two identical neutral density filter wheels are used to give 36 different
levels of light attenuation. After crossing two neutral density filters a 3.8mmbeam is illuminating a
scattering dispersion of polystyrene microspheres contained within a 30 mm cubic cuvette. Finally,
two identical objectives and sCMOS cameras were used to record the scattered light distribution
exiting from the front and side face of the cuvette.
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At each a given particle size and concentration the experiment was carried out follow­
ing the same procedure:

1. A λ = 473 nm wavelength CW laser was turned on and setup to always run
at the same power.

2. The irradiance was attenuated using neutral density filters in order not to satu­
rate the forward scattering detection camera.

3. A reference image of the laser beam was recorded using deionized water only
(without any polystyrene spheres) in the cuvette. Note that this image matrix
was used as incident light source in the simulation.

4. An aqueous dispersion of monodisperse microspheres of defined size and con­
centration was created and inserted in the 30 mm cuvette to create the probed
scattering medium.

5. The irradiance was fixed again using the neutral density filters to optimize the
dynamic range of the forward scattering detection camera.

6. The was adjusted again to improve the dynamic range.

7. Two images were simultaneously recorded, the front view (lens 2) and the side
view (lens 1).

8. The intensity was normalized using the data recorded by the power meter and
the value of the combined neutral density filters.

6.1.2 Simulation method

Most aspect of the experiment described above could be accurately configured in
Multi­Scattering allowing the software to closely mimic each experimental case. Each
experimental reference image (using distilled water only) was used as an input matrix
representing the light source. This allows the simulated medium to be illuminated in
the exactly the same fashion as for the experiment. Similarly to the experimental setup
virtual lenses collecting photons are positioned 92 mm away from the scattering cube
and their diameter was set to 37 mm. To mimic the effective f­number an acceptance
angle of 9◦ was chosen. Additional options for the virtual cameras such as the number
of pixels (2160x2160 px) and the magnification was also adjusted for to match with
the experiment. The configurations that characterize the scattering medium includes
options such as the refractive index of the particles (here: np = 1.5935 − 0.00033)
and of the surrounding medium (here: np = 1.333− 0.0i), the size of the particles
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and the wavelength of the light source. All those parameters were needed to deduce
the scattering phase function, see Fig. 6.3, and the extinction cross­section for each
particle size, using the Lorenz­Mie theory. Finally, Multi­Scattering allows to either
fix the optical depth and deduce the particle concentration, or the other way around.
However, what Multi­Scattering cannot mimic is the cuvette itself, the meniscus of
the liquid phantom and any phenomena caused be the transitions between liquid and
air at the top of the cuvette.

Scattering

medium 92 mm

92 mm

Image plane
2160 x 2160 px

Object

planes

Fourier plane

Forward scattering

image

Image

plane

Lens 2

∅=37 mm

Side scattering
image

Lens 1

∅=37 mm

Lens 1 Lens 2

Scattering

medium

Experimental setup

Fourier

plane

Light

source

λ = 473 nm

Figure 6.2: Illustration of the simulated setup together with a photo of the corresponding experimental setup.
In the simulations a light sourcematrix is used and the light scattered from a perfect scattering cube
is being detected using two discs simulating the collecting lenses 1 and 2. An image of the face of
the cube is then constructed on amatrix, having the same pixel resolution and optical magnification
than those used in the experiment.
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Figure 6.3: The four different scattering phase functions used in the simulations. They were calculated using
the Lorenz-Mie theory functionality integrated in Multi-Scattering. The larger the particles the
more forward scattering are the scattering phase functions.
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6.1.3 Results

The experimental and simulated results are compared for both the front and side
views in Fig. 6.4, 6.5 and 6.6, corresponding to the three optical depths, OD = 8,
OD = 10 and OD = 12. Additionally, each figure includes the four sizes of
polystyrene microspheres that have been investigated experimentally: 0.5 μm, 2.1 μm,
4.9 μm and 21.3 μm. To make this comparison quantitative, the detected intensity
has been normalized with the photon counts corresponding to the situation without
any particles (by experimentally recording the images with water only). This normal­
ization provides a relative intensity (If/Ii) indicated on the side of each figure. From
this comparison it is seen that the simulation results are most often in a very good
agreement with the experimental results both qualitatively and quantitatively.

Larger particles are characterized by being more forward scattering than small parti­
cles. This effect is clearly shown as the intensity is larger in the front view for large
particles sizes while the opposite is true for the side view. Conversely, smaller particles
spread photons more homogeneously. This can be seen on the front face where the
smallest particle size spreads photons to a much higher degree than for the three other
particle sizes. On the side face this effect is also visible as the shape of the scattered
light is more round and spreads more homogeneously in all directions.
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Figure 6.4: Intensity distribution for the front and side face with a comparison between experimental and
simulated results. Four different particle sizes are tested with an optical depth of OD = 8 and a
wavelength of λ = 473 nm. The dimensions of the images are 25x25 mm. In the experimental
results (side view and the smallest particle size) the effect caused by the liquid surface is clearly
visible at the top.
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Figure 6.5: Intensity distribution for the front and side face with a comparison between experimental and
simulated results. Four different particle sizes are tested with an optical depth of OD = 10 and
a wavelength of λ = 473 nm. The dimensions of the images are 25x25 mm. In the experimental
results (side view and the smallest particle size) the effect caused by the liquid surface is clearly
visible at the top.

54



∅
=2

1.
3 

µm
∅

=4
.9

 µ
m

∅
=0

.5
 µ

m
∅

=2
.1

 µ
m

5

1

×10-4 ×10-4

6

10

14

4

6

8

×10-4 ×10-4

×10-5 ×10-5

×10-5

1

3

5

×10-5

2

3

1

2

3

4

1

3

2
2

3

2

1

4

3

2

1

Front view

Experimental Simulated

×10-6 ×10-6

2

4

6

×10-6 ×10-6

×10-6 ×10-6

×10-6 ×10-6

10

15

20

5

10

15

20

5

10

15

20

5

5

10

15

2

6

10

2

6

10

6

2

10

Side view

Experimental Simulated

OD=12

Figure 6.6: Intensity distribution for the front and side face with a comparison between experimental and
simulated results. Four different particle sizes are tested with an optical depth of OD = 12 and
a wavelength of λ = 473 nm. The dimensions of the images are 25x25 mm. In the experimental
results (side view and the smaller particle sizes) the effect caused by the liquid surface is clearly
visible at the top.
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6.2 Comparison for time­of­flight in tissue­like phantoms

The experimental results shown in this sub­section were performed by Brian Angeli
[53] and the simulated results were generated using Multi­Scattering. The intention
was to make a simulation/experiment comparison in the temporal domain, which, is
complementary to the spatial domain results presented in the previous sub­section.
Here, a short pulse of light is guided by an optical fiber into a phantom medium
consisting of an aqueous solution of intralipids. Then, another optical fiber positioned
side­way at a fixed distance, is collecting part of the back­scattered photons. Due
to the distance traveled by the photons within the phantom medium and the high
number of scattering events occurring, the temporal profile of the detected pulse is
much larger than for the original pulse. This temporal broadening is relevant as it can
be used to deduce the optical properties of the probed tissue­like phantom.

6.2.1 Methodology

The experiments presented here are based on using mixtures of non­absorbing in­
tralipid 20 % (FreseniusKabi, Upsalla, Sweden) and de­ionized water. Various con­

Collecting Incident

Optical fibers

Fiber separation: 2 cm

μs=[3.6, 6, 15, 24, 33, 42] cm-1

λ=600 nm

Intralipid
mixture

Translation stage

Figure 6.7: Photography of the experimental setup. A 600 nm light pulse of duration 88 ps at FWHM is guided
by an optical fiber into a water solution of intralipids. Photons scatter through this phantom
medium and those reaching a collecting optical fiber located at 2 cm away from the source are
detected. The time-of-flight of the detected pulse provides a direct information on the scattering
and absorption coefficients of the probed medium.
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Figure 6.8: Input matrices for theMulti-Scattering simulation. An example ring pattern to filter photons at the
face of the scattering medium. Black parts blocks light. It was used to simulate a collecting optical
fiber. The laser profile was used as the light source for the simulation. It was scaled according to
the experimental setup to simulate the incident optical fiber.

centrations of intralipids were created in order to obtain a scattering coefficient rang­
ing from 3.6 cm−1 to 42 cm−1 [53]. Each non­absorbing phantom medium was
illuminated at λ = 600 nm using an optical fiber of 600 μm diameter. The temporal
profile of the incident pulse was recorded and later used in the simulations as an input
data characterizing the light source. The collecting fiber was also 600 μm in diameter
and both fibers were inserted just below the surface level with a separation distance of
2 cm. To simulate light exiting the incident optical fiber and illuminating the phan­
tom medium, a top­hat like laser profile was assumed of dimension corresponding to
600 μm diameter. A zoomed view of the intensity profile is given in Fig. 6.8.

The collecting fiber was simulated here using a specific feature provided by Multi­
Scattering where a mask can be applied on the surface of the simulated volume prior to
photon detection. Thus, certain parts of the surface of the scattering cube are blocked
(shown in black) while other parts allow light to be detected (shown in white). By
positioning the incident light in the center, see the right side of Fig. 6.10, it can
be assumed that light will spread evenly in all directions from it, respecting a radial
symmetry. Using a ring pattern as a mask (as shown on the left side of Fig. 6.8)
instead of a single fiber, better statistics can be obtained in the simulation. Here, a 2
cm radius circle was used to mimic the experimental configuration while increasing
the amount of photons being detected.

The only unknown parameter related to the the phantom medium concerns the size
distribution of the intralipids. This is impacting the scattering phase function as well
as the anisotropy factor that should be used in the simulation. Here, two anisotropy
factors were assumed such as g = 0.765 and g = 0.890 for comparison purpose. The
corresponding scattering phse functions are shown in Fig. 6.9. Finally, the simulated
volume was of dimension 110 x 110 x 110 mm.
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Figure 6.9: The experimental results were compared against the simulation results generated from two differ-
ent test cases of scattering phase functions with an anisotropy factor g = 0.765 for Case A and
g = 0.890 for Case B.

6.2.2 Results

Multi­Scattering has the ability to track the path of a limited selection of photons.
This allows scattering events and the locations to be counted and binned in a two­
dimensional representation. Thus, it is possible to analyze the spreading of the scat­
tering events inside the medium. In Fig. 6.10 the results corresponding to Case B
with µs = 24 cm−1 are shown. In a) there is no collecting fiber. Shown here are the
recorded scattering events of the photons as they travel until they exit the medium.
The photons scattering events spread out from the fiber homogeneously with the high­
est concentration of scattering events close to the area around the incident fiber. In
average a photon scatters 191 times and 90% of the photons are back­scattered (exits
the surface).

By adding a collecting optical fiber to the simulation the photons tracked can be
filtered to only collect and follow the scattering events of the photons reaching it.
Those results are shown in b). Here we can see that the scattering events forms a
“banana” shaped path to the collecting fiber. Out of all the photons sent, only 0.002%
are collected with an average of 507 scattering events per detected photon. Most
scattering events tends towards following a path close to the surface of the medium
as this is the shortest route. However, scattering events occurs deeper down in the
phantom as well. The purpose of a time­of­flight investigation in tissue is to find the
optical properties of the tissue some distance underneath the surface. Thus, the the
ability ofMulti­Scattering to track photons can be a valuable asset in quantifying and
understanding the reach of the photons within the phantommedium. For example by
varying the fiber separation distance different depths can be reached and consequently
studied.
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Figure 6.10: A descriptive drawing of the experimental and simulated setup combined with simulated results.
Those results represent the scattering events throughout the scattering medium (Case B) for a
limited amount of photons. In a) all scattering events are show and in b) only the scattering events
of photons reaching the collecting fiber are shown. In order to closely mimic realistic conditions,
the simulated collecting fiber is here a single fiber and not the circular mask shown in 6.8.

The temporal domain comparison between experimental and simulated time­of­flight
results are presented in Fig. 6.11. In total, the results from six different variations of
concentrations are shown. For each experiment the recording of the incident pulse is
shown together with the experimental results and the simulated results from Case A
and Case B.

In general, the simulated results follow the general trends of the experimental results.
The effect of higher concentrations increases the number of scattering events. With
the increase of scattering events, the photons will spread out more. This causes a
broadening of the pulse when compared to the initial incident pulse. This effect is
visible in both the experimental and in the simulated results with increasing concen­
tration of intralipids.

The comparison of Case A with the experimental data reveals that, in the data shown,
it is constantly underestimating the results from the six experiments. For the two
lower concentrations, Case B also underestimates the experimental data. However, for
the two concentrations in the middle the results are matching the experimental data.
Finally, for Case B, with the two higher concentrations, the results are overestimated.

Considering those observation, none of the two cases fully matches the experimental
results. Before further analysis can be made, the correct particle size distribution of
the intralipids needs to be determined.
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Figure 6.11: Time-of-flight responses to a reference incident pulse with different concentrations of Intralipid.
Two cases (A and B) of scattering phase functions were used for the simulated results. These results
were published by Brian Angeli [53].
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Chapter 7

Conclusions and Outlook

In this thesis a computational tool calledMulti­Scattering has been designed and cre­
ated for multi­purpose Monte Carlo simulations of photon transport through scatter­
ing and absorbing media. The software is a practical and versatile numerical platform
for studying the effects of various light propagation situations and detection param­
eters. It includes several libraries of input data to simplify configuring and setting
up a simulation. Thus, simulation cases can easily be created and quickly modified
as desired. To further assist the users in defining the scattering phase functions from
spherical scatterers, the Lorenz­Mie theory has been integrated as part of the software.
Once run on a local server (currently consisting of 3 computers), located at the De­
partment of Physics at Lund University, the simulation results can easily be viewed
and analyzed online. Consequently, Multi­Scattering can be used by researchers who
are not expert programmers, but wish to numerically model their own scattering sys­
tems (e.g. particulate scattering media, medical tissues etc) and directly obtain graph­
ical results for various detection cases.

The GPU implementation developed in this thesis for powering and accelerating
Multi­Scattering allows for significantly faster simulations, which is an important fea­
ture when implementing the Monte Carlo method. The use of GPUs allows reducing
the computation time by a factor up to 200x in comparison with a single central pro­
cessing unit thread. By using four graphic cards on a single computer, the simulation
speed increases by a factor of 800x. Results have shown that a simulation with an
optical depth of OD = 10 and for a single voxel is able to be completed within less
than 10 seconds. For a challenging simulation involving 1000 voxels at optical depth
OD = 100, the computational run was completed in under 7 minutes. These short
processing times allow the server to be shared among several users with acceptable
queuing delays.
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Multi­Scattering has been validated by generating and comparing experimental with
simulated results. The spatial light intensity distribution was analyzed for various test
cases covering different values of particles sizes (from 0.5 μm to 21 μm in diameter)
and optical depths (from OD = 2 to 17.5), as well as considering the forward and
side scattering detection. It was demonstrated that the simulated results were on the
overall in very good agreements with the experimental results, both qualitatively and
quantitatively. Additional comparisons were involving time­of­flight results within
intralipids solutions. It was found from this temporal comparison that an accurate
knowledge of the scattering phase function is required in order to reach more reliable
computational predictions.

To conclude, Multi­Scattering is an extensive software package offering accelerated
Monte Carlo simulations using modern computer hardware and easy handling via a
powerful online user interface. Therefore it may have a significant impact in the re­
search fields involving light propagation through scattering media. Future improve­
ments include the possibility of running a single simulation on the 3 computers in
parallel, allowing the use of 12 GPUs for a given run. Additional computers could also
be added to the server, ultimately making Multi­Scattering one of the world’s fastest
online Monte Carlo simulation of photon transport through scattering media.
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Summary of papers

Author contributions

Paper I: Multi­Scattering software: part I: online acceleratedMonte Carlo
simulation of light transport through scattering media

This article is the first part of an article series introducing the Multi­Scattering soft­
ware that I have created. This part I is describing the algorithm and the features of the
software. It starts by introducing the history of Monte Carlo simulations including
light propagation through particulate media (atmospheric layers, clouds) and through
biomedical tissues (skin layers, blood). After the introduction a general description
as well as the major features of Multi­Scattering are provided. Then, the terminology
and definitions of the physical parameters used in the numerical model are given.
The next chapter focuses and describes the successive steps of the Monte Carlo code.
Then, an explanation of how GPUs are applied to significantly reduce the computing
running time is given and results of GPU accelerated simulations are provided show­
ing improvements reaching up to 800 times speed­up. Additionally the performance
for different types of scattering media (including various scattering phase functions
and optical depths) are provided. The final section shows a complex 3D simulation
example of laser light propagation through a portion of a human head.

I have built and designed, on my own, the three web interfaces that are needed to connect
to and use the online Multi­Scattering software. Those interfaces are used to 1) Create and
run simulations, 2) Manage the user account and finally 3) Directly visualize and display
the results. I have re­written, modified and improved the original Monte Carlo C­code
developed by Edouard Berrocal in order to use the CUDA platform. Using this platform
the software I was able to parallelized the code so it could run on Nvidia GPU cards. I
have gone through several iterations to solve many bottle neck problems which were affecting
the performance of the model. To run Multi­Scattering I have created a server at Lund
University consisting of 3 computers having 4 Nvidia graphic cards each. I have further
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parallelized the code so that each simulation can be run on multiple GPUs. Finally, while
the original code was focused on particulate scattering media (e.g. spray systems) I have
broaden its application for more challenging scattering media such as biomedical tissues
(e.g. human head). I have created all the figures, I have been involved in the analysis of
the data and I have participated to a large extent in the writing of the article.

Paper II: Multi­Scattering software: part II: experimental validation for
the light intensity distribution

To be submitted

This article is the second part of an article series introducing theMulti­Scattering soft­
ware that I have created. This part II focuses on the experimental validation of the
Monte Carlo model used in Multi­Scattering. A rigorous comparisons between sim­
ulated and experimental results is presented by analyzing the spatial intensity distri­
bution. The comparisons covers different optical depths (ranging from OD = 2 to
OD = 17.5) and size of scattering particles (0.5 μm, 2 μm and 5 μm in diameter).
The phantom media used here are aqueous dispersions of polystyrene spheres.

The main author, David Frantz has recorded the experimental data. I have been in­
volved in the creation and the generation of the simulated results. All the simulated data
provided in this article have been obtained through the Multi­Scattering software which I
have developed. For this article I have also developed numerical image magnification and
Fourier filtering to obtain better comparison with experimental results.

Paper III: Comparison between two­phase and one­phase SLIPI for instan­
taneous imaging of transient sprays

This article presents a comparison of two approaches used for imaging spray systems.
The goal of the article is to analyze and quantify the benefits of two­phase and one­
phase SLIPI and to compare it with conventional planar imaging. This has been done
numerically using Monte Carlo simulation were the processed images were compared
with single light scattering images. Additionally the techniques were compared exper­
imentally with averaged LIF images of a direct­injection spark­ignition (DISI) ethanol
spray system.

I have generated all Monte Carlo simulation results and created the corresponding figures
(Fig. 2, Fig. 3 and Fig. 12). For this article the modulated light sheet was incorporated
as a light source and imaged on the side. I have implemented those specific features in
Multi­Scattering.
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Paper IV: Simulation of light scattering and imaging of spray systems using
the open­access software “Multi­Scattering”

This paper presents the use of theMulti­Scattering software for spray applications were
photons are tracked through a cloud of droplets. During the simulations process,
each scattering event is described by the Lorenz­Mie theory to accurately simulate
light interaction between spherical droplets and a plane waves. This paper shows how
ligaments are being blurred in a spray system and how light intensity is distributed in
the Fourier plane of a collecting lens.

I have created all the simulations, I have created all the figures, I have been involved in the
analysis of the data and I have participated to a large extent in the writing of the article.

Paper V: Fast and sensitive diffuse correlation spectroscopy with highly par­
allelized single photon detection

Diffuse correlation spectroscopy (DCS) technique is a well­established method that
measures rapid changes in scattered coherent light to identify blood flow and func­
tional dynamics within a tissue. This article presents a novel approach using an inte­
grated SPAD array to enhanced sensitivity as compared to a single or a small number
of SPADs. Using a tissue­like phantom the article demonstrate the possibility of ac­
curate detection in the mm­scale perturbations under 1 cm of tissue. Further on an
in­vivo study is also presented in the article.

My contribution for this article is located in the supplementary material (note 1, Fig. 1).
However, the simulations I provided using Multi­Scattering was useful to quantify one of
the limiting factors of DCS. In order to generate those banana­shape results from inside
the scattering medium I had to develop and integrate a new tool for Multi­Scattering to
be able to save and visualize the simulated data.

Paper VI: Multi­Scattering software: part III: Comparison with experi­
mental results for photon time­of­flight in tissue mimicking phantoms”

Manuscript in preparation

This work focuses on the validation of Multi­Scattering in the time domain using
Photon Time­of­Flight Spectroscopy (PTOFS) on tissue­like phantoms. In this arti­
cle a series of phantoms are studied with varying optical properties (absorption and
scattering coefficients). Those experimental results are then compared with simulated
results produced by the Multi­Scattering software.
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I have developed new capabilities for Multi­Scattering to record the temporal resolved data
needed for the comparison with the experimental. I have also developed a newmask feature
to mimic light collection by an optical fiber such as used in the experiment. Finally I have
assisted Brian Angeli with the setup of the simulations and correcting several problems
related to the simulation work.
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